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CHAPTER

ONE

ABOUT ALATION

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Welcome to Alation! Alation is a platform for data intelligence, a system designed to help analysts and other data users

find the data that they need and provide information to help evaluate the fitness of that data for intended purposes. Using

a combination of machine learning and collaborative human curation, Alation helps you make sense of all the data

available in your organization. The principal components of the Alation platform are as follows:

• A data catalog, a repository of metadata about information sources across your organization, from relational

database management systems and business intelligence dashboards to file systems and NoSQL databases, together

with knowledge assets such as glossaries, conversations, and other documentation created by your own data

owners and producers.

• Tools for data governance that empower your organization to manage access to data sources, manage workflows

for data curation, and allow for bulk edits to data objects.

• Tools for data analysis, including a full-featured SQL query editor, a database that tracks your organization’s use

of Alation itself, and graphical views of data lineage that show how data sources together with queries propagate

through your information sources.

1.1 The Data Catalog

A data catalog is a comprehensive inventory of all your enterprise data from multiple data storage sources, including

databases, file systems, business intelligence or data visualization tools, and others, together with curated content

generated by machine learning in the data catalog and manually by your data stewards.

The Alation data catalog is populated and maintained using an iterative five-step cycle, as follows:

• Build the foundation using metadata extraction (MDE). This process uses the data’s own metadata to build the

basic structure of the catalog. For example, for a database source, MDE would extract schema names, table and

column names, and column data types.

• Obtain automated insight with query log ingestion (QLI). This process goes through past activity to identify usage

information, popularity, and the initial set of queries, joins, and filters.

• Human-guided machine learning refines the catalog further. For example, Alation’s Lexicon suggests business-

friendly titles for technical metadata and terms for the glossary. Human curators can confirm the suggestions and

quickly improve the quality of the data catalog.

• Data stewards provide depth and richness to the catalog by adding documentation including descriptions, articles

and glossary terms reflecting domain knowledge and business context for the data assets.
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• Users complete the cycle, as the key to an effective data culture is for users to be able to make data driven decisions

using trusted data. As data objects are discovered, used, and more thoroughly curated, the catalog becomes a

richer experience—the better it gets, the more it is used, and the more it is used, the better it gets.

Each data object in the data catalog has its own catalog page. Catalog pages help you understand the data by providing

descriptions and information on the popularity, health, and overall trustworthiness of the data. Your users can contribute

to the curation effort by asking questions of your data experts through Conversations.

Once your data is visible in the data catalog, users across your enterprise can more easily find appropriate data and use it

to improve your business decision-making. Alation’s powerful search capabilities combine with the curated knowledge

to guide users to the most commonly used and most trusted data. This improves worker productivity and speeds user

onboarding. Alation empowers analysts to find, understand, and share data for faster, more accurate insights.

1.2 Data Governance, Curation, and Stewardship

Data governance is a broad term describing how an organization manages its data assets, ensuring that those assets are

of the highest possible quality, available as needed for the lifecycle of the assets, and controlled according to established

processes that ensure support of the organization’s objectives.

The Alation Data Governance application provides tools that support your enterprise goal of fully compliant data. This

includes protecting against unintended exposure of personally identifiable information (PII), protected health information

(PHI), or personal credit information (PCI). The app includes the ability to create and manage workflows, and tools for

bulk data curation that allows related changes to be propagated to all relevant data objects.

Alation Analytics provides data analysts and data stewards with usage information that describes how users are interacting

with the data catalog. It reveals information on usage intensity and usage patterns, which can help inform prioritization

of curation and stewardship activities.

1.3 Data Analytics

Alation provides a number of tools to help analysts work with catalog sources, including:

• Compose—a full-featured SQL editor.

• Lineage—graphs and views that visualize how target data objects are created from source data objects.

• Trust check flags—display warnings about data issues visible to the analyst at the moment the data is being used.

• SmartSuggest—recommendations that speed query writing by anticipating analysts requirements.

Alation’s Compose application provides a powerful query tool to most relational database management systems supported

by Alation, including Snowflake, Oracle, PostgreSQL, and more. As you build your queries, Alation provides suggestions

to help guide you toward the most trusted data sources and away from deprecated data sources. Compose also includes

the ability to reuse code snippets, create query forms, schedule queries, collaborate with other users to develop queries,

and view and use the query history.

Lineage data answers the questions “Where does this data come?” and “Can I trust it?” It is compiled from data source

metadata, query logs, Compose queries, and data posted over Alation’s public APIs. Lineage can also be created

manually. This data is then visually represented as a diagram on the Lineage tab of a data source’s catalog page.

4 Chapter 1. About Alation



Alation User Guide

1.4 Why Is the Alation Data Platform Unique?

The Alation data platform is unique in that it was designed with these central properties in mind:

• Intelligence informs every aspect of the Alation platform, from the combination of machine learning and human

brilliance that drives Alation’s data catalog to the SmartSuggestions generated by the Compose app while you

construct a data query.

• Collaboration is enabled and encouraged at every stage of catalog construction, curation and stewardship, and

query creation and publication.

• Guided navigation uses a combination of machine learning and human curation to provide clear guidance as to

the most appropriate and trusted information in the data catalog, including data assets, reusable queries, glossary

terms, and more. This includes the ability to surface compliance policies at the point of use, empowering people

to analyze and use data appropriately.

• Active governance ensures that data is used consistently and in compliance with all required policies.

• Broad, deep connectivity provides the tools to manage a wide variety of data sources from familiar relational

database management systems, to business intelligence servers, file systems, and more.

1.5 Alation Integration

Alation’s integration initiatives help bring the power of the data catalog to your existing tool set. The initial offerings in

Alation Anywhere integrate the Alation data catalog into Tableau and Slack, while Alation Connected Sheets brings the

catalog to spreadsheets created with Google Sheets.

Alation provides a set of robust REST APIs which allow the flexible integration of bi-directional data and metadata

between the catalog and data and information sources in your enterprise.

1.6 Alation Open Initiatives

Helping to expand Alation’s broad, deep connectivity are Alation’s Open initiatives, which provide tools to help both

Alation and third parties develop new connection capabilities. The Open Connector Framework includes a Software

Development Kit (SDK) to enable the rapid development of new connectors to new data sources, BI providers, and more.

The Open Data Quality Initiative offers connectivity to third-party data observability tools such as Soda and Bigeye.

1.7 Where Should I Start?

To learn more about how Alation can best serve you and your data pursuits, follow the descriptions and links below:

If you are new to Alation, a good place to start is Catalog Basics.

To view a 20 minute video overview of the data catalog and its capabilities, take the Get to Know Alation course in

Alation University. Register at https://help.alation.com/s/login/SelfRegister.

To get started understanding Alation and its various sources, see Catalog Sources.

If you are interested in data governance, curation, and stewardship, start with the Data Steward documentation.

If you are interested in data analytics, start with the Data Analyst documentation.

If you have administrator privilege, use the Administrators documentation to learn how to manage, modify, and

troubleshoot Alation.

1.4. Why Is the Alation Data Platform Unique? 5
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For programmatic access to Alation, see the rich set of public APIs on the Alation Developer Portal.

1.7.1 Alation Support Portal

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

What is the Alation Help Center?

The Alation Help Center (AHC) is a single entry point to Alation resources for:

• Community

• Developer APIs

• Documentation

• Knowledge Base Articles

• Alation University

• Alation Ideation Portal

• Alation Support Portal (for Customer Support Admins)

The AHC also connects content from many resources into a single search experience.

For more information, visit these blogs on Alation Community:

The Alation Help Center

The Alation Help Center - FAQ

What is the Alation Support Portal?

The Alation Support Portal allows designated Alation Support Admin users to create new Support cases or review their

organization’s Support cases.

Users and Permissions

Who Can Access the Alation Support Portal?

• Not everyone registered to the Alation Help Center can access the Support Portal.

• The Alation Support Portal access is provided to an Alation Support Administrator of a customer account.

• A Support Administrator is identified as part of Alation onboarding and provisioned with an account on the

Alation Help Center site.

• By default, four admin users are suggested per account. A maximum of eight admin users are recommended.
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Requirements

• All new users must self-register in the Alation Help Center.

• Alation Partners must self-register in AHC using a customer-provisioned email domain.

Alation Support Administrator

• New Support Administrators must be vetted by an active Alation Support Administrator and processed after they

self-registered in AHC.

• The Alation Support Portal is accessible to authorized Support Admins from the Alation Help Center.

1.7. Where Should I Start? 7
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Managing your Alation Support Admin Users

• As a Support Admin, Log Into the Alation Help Center and Access the Alation Support Portal.

• Go to Support Home Page >> Manage Users.

Manage Users Tab

Important: You must have the email address of the registered AHC user to proceed with these steps. Each option

will require you to enter a valid user email address. If found, the following actions will be applied and confirmed as

completed.

• Activate as Admin - This promotes the user as a new Support Admin. The Support tile will be available to the

new admin upon logging into the Alation Help Center.

• Remove as Admin - This will remove the users’ Support Admin rights. The Support tile will no longer be

available when logging into the Alation Help Center.

• Deactivate User - This will deactivate the user’s access to AHC customer-specific portals and will be limited to

general access only.
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Current Admin Users Tab

• All active Support Administrators for your organization will be listed. The last login date to the Alation Support

Portal is also displayed.

• Use the Email address listed to Remove as Admin or Deactivate User from the Manager Users tab.

Previous Admin Users Tab

• All Support Admins that were Removed and no longer active will show here.

Note: The list will only pull data from Nov 2023 onwards where this user management tool was used

1.7. Where Should I Start? 9
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Deactivated Users Tab

• All Deactivated Support Admins and no longer active in AHC will be displayed here.

• Deactivation Date and Deactivated By will be displayed here.

Note: The list will only pull data from November 2023 onwards, where this user management tool was used.

Managing your Alation Support Case

• The Alation Support Portal is accessible to authorized Support Admins from the Alation Help Center.

• As a Support Admin, log into the Alation Help Center and click Support tile to access the Alation Support Portal.

• As a Support Admin, log into the Alation Help Center and access the Alation Support Portal.

• The Support Home Page defaults to Case List:
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– All open cases

– Other shared case listing views are available from the dropdown

– Shared Case Lists are locked and cannot be edited

• New Case Listings can be created using the CLONE feature on existing case listings for personal customization.

• The Cloned List view can be shared with the entire organization or for personal use.

• The Cloned List view can be edited on search filters and columns.

• Viewing your cases: Case lists can be displayed using Kanban or Tabular views.

1.7. Where Should I Start? 11
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• Sort your cases: Cases can be sorted by any fields displayed in your case list view. To sort, click on a column

header.

• Searching: To find a case, use the search field on the case list home page using key terms or case numbers.

• Reviewing Cases: Click Case Number link to view the case detail page.

– The buttons to Close or Edit the Case are available in this view.

– The Related tab displays basic information on the files attached and email threads.

– The Feed tab will show communication threads between support admins of the case and support
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agent

– Case communications are generally through emails and displayed in the Feed section.

Creating a new Alation Support Case

• To Open a new support case, click New Case button on the top right corner of the home page.

• Select Product Issue as Case Type.

Note: Other Case Record Type may be displayed depending on your organization’s subscrip-

tion.

1.7. Where Should I Start? 13
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• Provide the details in the New Case form. The information collected is grouped into four categories.

– Case Information

∗ Primary Contact - Defaults to the case creator, but you can select another support admin as

the primary contact.

∗ Preferred Support Region - Review the four regions and select the one that supports your

needs. Support Regions.

∗ Provide information on the Subject, Description, Steps to Reproduce, Error message, and

when the issue was first seen.

– Product Issue Detail

∗ These are mandatory fields here are all required.

– Case Collaborators

∗ Select other support admins whom you want to be copied on all email collaborations.

– Upload Files

∗ Upload relevant logs files or screenshots of error messages that can help the TSE agent to

troubleshoot

– Once submitted, you will be presented with the case detail page and will receive an email

confirmation with the case number.
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Alation Support Cases

• One of our global Support Team member will respond to all cases as soon as possible following our Support

Services Guidelines

• Case Status:

– New - Waiting for a Technical Support Engineer (TSE) assignment or case transfer reassignment stage

– In Progress - TSE is actively troubleshooting

– Waiting on Customer - TSE is waiting for a response or activity from Customer

– Solution Provided - TSE has provided a solution and is waiting for confirmation for case closure. Unre-

sponsive engagement from the client will prompt the case to case auto-closure, with at least three follow-up

reminders before the case closes.

– Closed - Case is Closed

– Reopened - The case can be reopened for limited days since case closure. System Admin has to go to the

case detail view of the closed case; a Reopen button is available.
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– Other - During the In Progress case status, if the case needs to be transferred to another TSE, an email

notification will be sent to the case primary contact.

∗ In Progress - Warm Case Transfer: Needs to be transferred ASAP to another available TSE.

∗ In Progress - Cold Case Transfer: Needs to be re-zoned to another support region.

1.7.2 Alation Portal: Support Regions

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Use the table below to understand the mapping between the available support regions and time zones and to select the

appropriate value.

Support Regions Time Zone Mapping

APAC [GMT+5 to GMT+10]

• (GMT+05:30) India Standard Time (Asia/Kolkata)

• (GMT+06:00) Bangladesh Time (Asia/Dhaka)

• (GMT+06:00) Yekaterinburg Time

(Asia/Yekaterinburg)

• (GMT+07:00) Indochina Time (Asia/Bangkok)

(Asia/Ho Chi Minh)

• (GMT+07:00) Western Indonesia Time

(Asia/Jakarta)

• (GMT+08:00) Australian Western Standard Time

(Australia/Perth)

• (GMT+08:00) Hong Kong Time (Asia/Hong

Kong)

• (GMT+08:00) Philippine Time (Asia/Manilla)

• (GMT+09:00) Japan Standard Time (Asia/Tokyo)

• (GMT+09:30) Australian Central Time (Northern

Territory) (Australia/Darwin)

(GMT+10:00) Australian Eastern Time (New South

Wales) (Australia/Sydney)

AMER West [GMT+12 to GMT-7] (GMT+13:00) New Zealand Time (Pacific/Auckland)

(GMT-10:00) Hawaii-Aleutian Time (Pacific/Honolulu)

(GMT-07:00) Pacific Time (America/Los Angeles)

• (GMT-06:00) Mountain Time (America/Denver)

• (GMT-07:00) Mountain Time (America/Phoenix)

(GMT-06:00) Central Time (America/El Salvador)

continues on next page
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Table 1 – continued from previous page

Support Regions Time Zone Mapping

AMER East [GMT-5 to GMT-1]

• (GMT-04:00) Eastern Time (America/New York)

• (GMT-05:00) Eastern Time (America/Panama)

• (GMT-05:00) Central Time (America/Mexico

City)

• (GMT-05:00) Central Time (America/Chicago)

(GMT-04:00) Chile Time (America/Santiago)

• (GMT-03:00) Atlantic Time (America/Halifax)

• (GMT-03:00) Brasilia Time (America/Sao Paolo)

• (GMT-02:00) Brasilia Summer Time (Amer-

ica/Sao Paulo)

• (GMT-02:00) South Georgia Time (Atlantic/South

Georgia)

(GMT-01:00) Cape Verde Time (Atlantic/Cape Verde)

EMEA [GMT 0 to GMT+4]

• (GMT+00:00) Greenwich Mean Time (Eu-

rope/Dublin) (Europe/London)

• (GMT+00:00) Western European Time (Eu-

rope/Lisbon)

• (GMT+00:00) Greenwich Mean Time (GMT)

(GMT+01:00) British Summer Time (Europe/London)

• (GMT+02:00) Central European Time (Eu-

rope/Amsterdam)

• (GMT+02:00) Central European Time (Eu-

rope/Paris)

(GMT+03:00) Moscow Time (Europe/Moscow)

(GMT+04:00) Gulf Time (Asia/Dubai)
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TWO

ALATION CLOUD AND ON-PREMISE

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

When you purchase the Alation software, you have the choice between hosting Alation on-premise or in the cloud

using Alation Cloud Service. If you use Alation Cloud Service, your Alation instance resides on Alation’s servers and

runs on a scalable architecture. Your instance will be fully administered, maintained, and upgraded by Alation. If you

install Alation on-premise, you procure and host your own physical infrastructure, install the software, and perform

administration and maintenance yourself.

Alation Cloud Service offers a faster time to value as software upgrades and patches are handled by Alation and issued

as soon as they’re available. In addition, Alation handles all maintenance, backups, and disaster recovery so you have

little administrative overhead.

There is no difference for end users between Alation hosted in the cloud versus on-premise. Both hosting methods

provide Alation’s full functionality, and Alation’s version numbering is the same in both cases.

For administrators, both on-premise and cloud instances of Alation have an Admin Settings control panel where

administrators can perform actions like:

• Manage users

• Enable and disable certain features

• Customize the catalog’s appearance

• Monitor system health and activity

• Configure settings for authentication, email, and more

System administrators for on-premise instances of Alation can use the Installation & Configuration and Alation for Server

Administrators sections of the documentation for help installing and administering Alation. Many of the procedures in

these sections assume you have access to the machine where Alation is installed so you can interact with the Alation

backend using the command line.

System administrators for Alation Cloud Service instances of Alation can rely on Alation’s Support and Site Reliability

Engineers to perform any necessary backend tasks that require access to the Alation machine. See the Alation Cloud

Service section of the documentation for more details about availability, security, and configuration for Alation in the

cloud.
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CHAPTER

THREE

USER PROFILE AND PREFERENCES

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can view and change Alation catalog user profiles. A user profile has:

• an avatar

• a user description

• additional user information, such as position/title

• published queries

and is visible to other catalog users. Alation automatically enriches a user profile by identifying user areas of expertise.

A user with sufficient permission level can:

• customize Compose settings and default preferences

• set email notification preferences by enabling or disabling notifications

• change the user’s Alation password

• view and remove cached database connections

• create refresh tokens to access Alation APIs

• set CSV download options

3.1 Manage Account Settings

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release V R3 (5.6.x)

Alation users can view and change their profiles. To view or update your profile information:

1. Sign in to Alation, click the user My Account icon in the upper right corner of the page and click User Profile

from the dropdown. Your Profile page will open:
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2. Find information on your group membership, queries, and conversations in the corresponding sections on your

Profile page.

3. To add a tag to your profile, click +Add in the Tags section and in the tag list that opens, find the tag to be added

and select it.

4. To update your profile information, click the Edit icon in the upper right corner. The Account page will open.

Alternatively, you can reach the Account page by clicking Account Settings in the menu that opens from the My

Account icon in the upper right corner of Alation.

5. To change a specific property, update its value and click Save.
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Tab Description

Profile Change your Display Name, Title, Description, Email, and Avatar.

Compose Enable tutorial tooltips and select the default Compose version.

Notifications Set email notification preferences and subscribe to emails.

Authentication Change your Alation password (if managed from within Alation, your

organization may use external authentication).

Generate tokens to access Alation API.

DB Connections View cached DB connections. This tab displays the details on database

connections that the user has established using Alation.

Other Set the CSV download preferences. This parameter defines the CSV

separator for the data dictionary and query results downloads.

3.2 Edit Your Preferences and Profile

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Your User Profile is visible to other Alation catalog users, and you can add an avatar as well as additional information

such as your title and a description of yourself. Alation will enrich your profile automatically by identifying your areas

of expertise. See How Expertise Is Calculated.

You can also customize your Compose settings and default preferences from the Account page.

1. Sign in to Alation, click the user avatar in the upper right corner of the page and in the dropdown that opens, click

Account Settings. Your Account page will open.

2. Click through the tabs to update your profile, preferences, and settings.
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3.2.1 Email Notification Preferences

Alation allows you to enable or disable various types of email notifications. Pick and choose which notifications you

want to receive.

1. Sign in to Alation, click the user avatar in the upper right corner of the page and in the dropdown that opens, click

Account Settings. Your Account page will open.

2. Click the Notifications tab to toggle on notifications you want to receive and to toggle off those you do not want

to receive. You can also choose to not receive any notifications by selecting the ‘Opt out of all notifications’

radio button.

3.2.2 Changing Your Password

You can change your Alation password on the Authentications tab in your account settings. Your password can only be

changed in the Alation UI when built-in authentication is used (username and password). If your organization uses

LDAP, SAML, or another external source the password cannot be managed in Alation.

1. Sign in to Alation, click the user avatar in the upper right corner of the page and in the dropdown that opens, click

Account Settings. Your Account page will open.

2. Click the Authentication tab to change your password (if your organization manages this within Alation). You

can also choose to create an API Access Token by clicking the Create Refresh Token button for use in connecting

with the Catalog.
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3.2.3 Cached Database Connections

To view or remove your cached database connections, navigate to the DB Connections tab in your Account Settings.

1. Sign in to Alation, click the user avatar in the upper right corner of the page and in the dropdown that opens, click

Account Settings. Your Account page will open.

2. Click the DB Connections tab to view any currently cached database connections. You can remove any connections

you want to no longer exist by clicking within the row for the URI on the Remove link.
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CHAPTER

FOUR

CATALOG BASICS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section introduces you to the basic Alation user concepts of roles for working with catalogs.

Roles provide a way to manage how users can perform the basic catalog features introduced in this section:

• search

• catalog object watch and change notification

• data annotation

4.1 Alation Versions

Throughout the Alation documentation, you may see references to various Alation versions or releases (the terms are

used interchangeably). You can find the release and build numbers of your Alation instance from the About This

Instance page accessible from the Alation help menu in the upper right corner of the Alation instance:

Select About this Instance to view the release and build information:
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Early Alation versions used a simple form of semantic versioning, as in Alation 3.9 and the Alation 4.x.x releases.

For version 5, the 5 was expressed as V followed by a release designation (VR4, VR5, VR6, VR7). The older style

release designation was visible as a section heading in the Release Notes (for example, Release 5.0.0). Beginning with

release 2020.3, Alation versions were designated with a year and quarter designation, with patch releases indicated by

an additional digit, such as 2020.3.1. Beginning with release 2023.1, cloud releases moved to a monthly cadence, with

major customer-managed releases moving to a twice-yearly cadence. Monthly releases now have the form xxxx.y.z,

where xxxx is the year, y is the latest major release, and z is the newest monthly revision, such as 2023.3.3. Additional

patch releases are indicated by an additional digit, as in 2023.3.3.1.

Traces of the original semantic versioning still appear as part of the release build ID, which is visible, along with the

version number, from the About This Instance page. Build IDs have been included at the beginning of each release’s

Release Notes since release 2020.3, build 5.17.1.118021.

4.2 Roles Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

There are seven roles that can be assigned to users in the Alation Catalog:

• Server Admin

• Catalog Admin

• Source Admin

• Composer

• Steward

• Explorer (cloud-only)

• Viewer

The Viewer role is the default role. All new users who sign up for an Alation account are automatically assigned the

Viewer role. The Explorer role and license is available only on Alation Cloud Service deployments from Alation

version 2023.1 on cloud-native architecture.

When the Viewer role is enforced (the default), the roles function in the following way:
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• Server Admins have access to all functionality including Admin Settings. The Server Admin role requires a

Creator license.

• Catalog Admins can create and edit Catalog objects; manage Data Sources as Data Source Admin; have access

to group management, catalog customization, and Compose. No access to Admin Settings. The Catalog Admin

role requires a Creator license.

• Source Admins can create and edit articles, edit fields on catalog pages, and use Compose. They can be assigned

as Data Source Admins to data sources. They do not have access to group management, Catalog customization

pages, or Admin Settings. The Source Admin role requires a Creator license.

• Composers can create and edit articles, edit fields on the catalog pages, and use Compose. They cannot be

assigned as Data Source Admins. The Composer role requires a Creator license.

• Stewards can create and edit articles, edit fields on the catalog pages, and access Compose. They cannot be

assigned as Data Source Admins to data sources. The Steward role requires a Creator license.

• Explorers (cloud-only) can use the catalog in much the same way as Viewers, but can also run query forms and

use Alation Connected Sheets. The Explorer role requires an Explorer license.

• Viewers can use the catalog in read-only mode. Viewers can search, view catalog objects that they are given

access to, and use conversations. They cannot create new objects or edit fields. The Viewer role requires a Viewer

license.

In releases prior to 2021.4, the Viewer role was not enforced by default. When the Viewer role is not enforced, the

Alation roles function in the following way:

• Server Admins have access to all functionality including Admin Settings.

• Catalog Admins can create and edit Catalog objects; manage Data Sources as Data Source Admin; have access

to group management, catalog customization, and Compose. No access to Admin Settings.

• The Source Admin, Steward, Composer, Viewer roles all have the same level of permissions. Users with any of

these roles can view catalog objects, edit fields, and use Compose.

Important: From version 2021.2, it is possible to give Catalog Admins and Source Admins permission to add new

RDBMS data sources (data sources and virtual data sources) in Alation. This can be configured by a Server Admin with

server-side access to the Alation application. See Enable Permission for Data Source Admin to Add Sources for more

details.

Catalog and Source Admins cannot add BI or file system sources.

4.2.1 What Role Do I Have?

You can check your current role in your User Profile.

On the upper right, hover over the user avatar and in the menu that opens, click User Profile:
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Your role will be displayed under your display name:

4.2.2 Access to Functionality By Role

Actions Server Ad-
min

Catalog
Admin

Steward,
Composer,
Source
Admin

Explorer Viewer

USERS

Manage users ✓ x x x x

Assign roles ✓ x x x x

Manage groups ✓ ✓ x x x

View and edit own User Profile ✓ ✓ ✓ ✓ ✓

SYSTEM

Manage system settings ✓ x x x x

Monitor tasks and user activity ✓ x x x x

Use public APIs * * * * *

CATALOG CUSTOMIZATION

Create custom fields ✓ ✓ x x x

continues on next page
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Table 1 – continued from previous page

Actions Server Ad-
min

Catalog
Admin

Steward,
Composer,
Source
Admin

Explorer Viewer

Edit object and custom templates ✓ ✓ x x x

Add new and edit catalog sets ✓ ✓ x x x

Create and edit glossaries ✓ ✓ x x x

Delete glossaries ✓ ✓ x x x

View and generate suggested terms ✓ ✓ x x x

Manage Lexicon ✓ ✓ x x x

COMPOSE

Access and use Compose ✓ ✓ ✓ x x

CONNECTED SHEETS

Access and use Connected Sheets ✓ ✓ ✓ ✓ x

CATALOG USAGE

View homepage ✓ ✓ ✓ ✓ ✓

Use Catalog Browser ✓ ✓ ✓ ✓ ✓

Use Search ✓ ✓ ✓ ✓ ✓

Access Analytical Stewardship reports ✓ ✓ ✓ x x

Upload data dictionaries ✓ ✓ ✓ x x

Download data dictionaries ✓ ✓ ✓ x ✓

Find and view permitted data sources

and data objects

✓ ✓ ✓ ✓ ✓

Run table and column profiles when

Dynamic Profiling is off

✓ x x x x

Run table and column profiles when

Dynamic Profiling is on

✓ ✓ ✓ x x

Find and view BI server sources ✓ ✓ ✓ ✓ ✓

Find and view file system sources ✓ ✓ ✓ ✓ ✓

Find and view API resources functions ✓ ✓ ✓ ✓ ✓

Edit custom field values ✓ ✓ ✓ x x

Find and view user and group profiles ✓ ✓ ✓ ✓ ✓

Apply data quality flags ✓ ✓ ✓ x x

View articles ✓ ✓ ✓ ✓ ✓

Create new articles ✓ ✓ ✓ x x

Edit articles when provided access ✓ ✓ ✓ x x

Collaborate on articles as Reviewers ✓ ✓ ✓ x x

Delete articles as authors ✓ ✓ ✓ x x

View glossaries ✓ ✓ ✓ ✓ ✓

Add terms to glossaries ✓ ✓ ✓ x x

View Catalog sets ✓ ✓ ✓ ✓ ✓

View Alation Help ✓ ✓ ✓ ✓ ✓

Star and watch Catalog objects ✓ ✓ ✓ ✓ ✓

Use Inbox and conversations ✓ ✓ ✓ ✓ ✓

Find and view queries on accessible

data sources**

✓ ✓ ✓ ✓ ✓

Run query forms on accessible data

sources**

✓ ✓ ✓ ✓ x

* Different Public APIs are available to different roles; see APIs by Roles for a complete listing.

** Starting in 2023.1, the ability to find, view, and run queries can be assigned to individuals and groups. See Share and
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Access Queries - 2023.1 and Later for details.

4.2.3 Access to Data Sources

Public data sources can be viewed by all users.

To view a private data source, you need to explicitly be given access.

Server Admins can view all sources (both public and private) and can give access to themselves and other users.

Although all users can view public data sources, only users assigned as Data Source Admins to a data source can access

the settings of this data source.

Note: If the Viewer role is enforced, only admin-level users can function as Data Source Admins. If the

Viewer role is not enforced, users with any role can be assigned as Data Source Admins.

When the Viewer role is enforced, Viewer users cannot run table or column profiles.

Access to Data Sources with the Viewer Role Enforced

Actions Server Admin Catalog Admin Source Admin Steward, Com-
poser

Viewer, Explorer

View Catalog

pages of data

objects

✓ ✓ (only public

data sources and

data sources I

have access to)

✓ (only public

data sources and

data sources I

have access to)

✓ (only public

data sources and

data sources I

have access to)

✓ (only public

data sources and

data sources I

have access to)

Add a data source ✓ ✓** ✓** x x

Manage Sources

page

✓ ✓ (only sources

I manage as Data

Source Admin)

✓ (only sources

I manage as Data

Source Admin)

x x

Give viewer

access to a data

source

✓ ✓ (only sources

I manage as Data

Source Admin)

✓ (only sources

I manage as Data

Source Admin)

x x

Give admin

access to a data

source

✓ ✓ (only sources

I manage as Data

Source Admin)

✓ (only sources

I manage as Data

Source Admin)

x x

Be added as Data

Source Admin

✓ ✓ ✓ x x

Comes up in

search when

adding a data

source admin *

✓ ✓ ✓ ✓ (will not be

able to access the

settings)

✓ (will not be

able to access the

settings)

Access and

change data

source settings

✓ ✓ (only sources

I manage as Data

Source Admin)

✓ (only sources

I manage as Data

Source Admin)

x x

Add and remove

Stewards

✓ ✓ ✓ ✓ x

Be added as Stew-

ard

✓ ✓ ✓ ✓ x

* In V R7 and later releases, even though there is a possibility to add users with the Viewer, Composer, and Steward

roles as Data Source Admins in the user interface, these users will not be able to access the data source settings. This
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only applies when the Viewer role is enforced.

** From 2021.2, the scope of the Source Admin and Catalog Admin roles can be extended by enabling the ability to add

sources.

Access to Data Sources with the Viewer Role NOT Enforced

Actions Server Admin Catalog Admin Source Admin, Stew-
ard, Composer, Explorer,
Viewer

View Catalog pages of data

objects

✓ ✓ (only public data sources

and data sources I have ac-

cess to)

✓ (only public data sources

and data sources I have ac-

cess to)

Add a data source ✓ ✓* x*

Manage Sources page ✓ ✓ (only sources I manage

as Data Source Admin)

✓ (only sources I manage

as Data Source Admin)

Give Viewer access to a

data source

✓ ✓ (only sources I manage

as Data Source Admin)

✓ (only sources I manage

as Data Source Admin)

Give Admin access to a

data source

✓ ✓ (only sources I manage

as Data Source Admin)

✓ (only sources I manage

as Data Source Admin)

Be added as Data Source

Admin

✓ ✓ ✓

Comes up in search when

adding a data source admin

✓ ✓ ✓

Access and change data

source settings

✓ ✓ (only sources I manage

as Data Source Admin)

✓ (only sources I manage

as Data Source Admin)

Add and remove Stewards ✓ ✓ ✓

Be added as Steward ✓ ✓ ✓

* From 2021.2, the scope of the Source Admin and Catalog Admin roles can be extended by enabling the ability to add

sources.

License Consumption

Roles correlate with licenses. Assignment of a specific role consumes a license of a specific type. For details about the

types of licenses, see License.

4.3 Access, Roles, and Permissions

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Roles, permissions, and various access rules usually define what a user is allowed or denied in a software product. In

Alation, there are several factors that control what you can see and what you can do in the Catalog.
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4.3.1 Access to Functionality

To control access to functionality, Alation has roles. To control access to Catalog objects, there are privacy settings

applicable to specific objects or inherited from the source database or BI platform. There are also custom field permissions

that define a user’s ability to edit custom fields. Field permissions can be applied to individual users or groups.

When you first join Alation, you are assigned a user role. There are seven roles, as described in Roles Overview.

Your user role is the primary access rule that determines what pages you see in the Catalog and what actions you can

perform. For example, as a Server Admin, you will be able to access the Admin Settings page, which other roles cannot

do. As a Catalog Admin, you can create and manage Catalog sets and custom field permissions, which a Viewer cannot

do. If an action in Alation is not allowed because your role does not grant permission for it, certain parts of the interface

will appear inactive and you will see an insufficient permissions message on hover-over:

4.3.2 Access to Objects

Access to Data Sources and File Systems

Access to data sources and file systems can be controlled for each individual source and granted to individual users.

Whether or not you can view a data source or a file system source in Alation depends on their visibility settings.

Data sources and file system sources can be public (visible to everyone) or private (visible only to users who were

granted access).

To be able to work with the settings of a data source and run the data jobs you must be granted the Data Source Admin

function for a given data source.

See Access Tab for more details about access settings of data sources.

To be able to work with the settings of a file system source, you must be granted the File System Admin function. Privacy

settings of file systems are available from version 5.12.3. Refer to Access to File Systems for more details.

Access to Tables

From release 2020.4, in the Alation Catalog, user access to Table objects can be controlled separately from access to the

parent Data Source: permissions to view a table can be set for a specific table object. Users can only view the Table

objects that they have the access permissions for. Table privacy can be enabled on your instance by a Server Admin. For

details, see Table Privacy Settings.
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Access to Articles

Articles have access settings of their own. You can make your article private and not findable by other users in Search;

you can share it with specific users or keep it public and accessible by everyone in Alation. Your ability to find and read

an article in your Catalog depends on the access settings for this specific article, as described in Sharing and Access.

Access to Queries

Query objects have access settings too. The way query access works changed significantly in 2023.1.

In 2023.1 and later, your access to a query is determined by a combination of whether you have access to the underlying

data source and whether you have individual permission to the specific query. By default, queries can be viewed and run

by anyone who has access to the relevant data source. Users with edit or owner access can grant permission to view,

run, or edit a query for individual users and groups. Unpublished queries may be hidden, depending on your Alation

configuration. See Share and Access Queries - 2023.1 and Later for more information.

In 2022.4 and earlier, your access to view and run a query depends primarily on whether you have access to the underlying

data source. You can view any query for data sources you have access to using Search. If the Viewer role is not enforced,

you can also run any query. You can view both published and unpublished queries by default. Unpublished queries may

be hidden, depending on your Alation configuration. To edit a query, you need to explicitly request edit access to that

query. See Share and Access Queries - 2022.4 and Earlier for more information.

Access to BI Objects

For BI sources in Alation (for example, Tableau sources), Alation will attempt to establish a match between Alation

users and the BI system users so that the view permissions for extracted BI objects can be extracted into Alation too. If

Alation cannot find a BI user match for an Alation user, this user will not be able to view the extracted BI objects. For

more information about permission mirroring for BI sources, see, for example, Permission Mirroring for Tableau.

4.3.3 Visibility Settings Using Manual Catalog Sets

Sometimes Catalog Admins may choose not to include specific data objects into Search results using visibility settings

in manual Catalog sets. This is another reason why specific objects may be hidden from Search.

4.3.4 Access to Catalog Fields

Custom Field Permissions

Whether or not users can edit custom fields on data objects as part of the curation effort can be controlled with custom

field permissions. If the editing capabilities on a field on a data object page appear disabled to you, this means field

permissions are enforced and editing may only be allowed for a specific group of users:
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4.3.5 Access to Data

Alation provides the ability to view a small sample of real data in the Catalog. This means Catalog users may see

examples of real data on the respective pages of tables and columns under Samples:

There are several ways Data Source Admins can control access to data:

Per-Object Parameters

It is possible to specify which data objects should not be browsable using the Catalog Browser (the left-hand navigation

panel) and should not be sampled. To do so, an admin can use the settings on the Per-Object Parameters tab of a data

source settings page:
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Sensitive Data Setting

It is possible to mark data as sensitive on the column level, on the Per-Object Parameters tab. Values of sensitive

columns will not be sampled:

Sensitive columns in the Sample Content table on a table object page:

Dynamic Profiling

An admin can turn on Dynamic Profiling on the General Settings tab of a data source settings to require users to enter

their own credentials before they can run a table or a column profile. They will only be able to see the data they have

access to on the database. Sample data will only be visible to the user who performs profiling:

For help working with credentials, see Working with Data Source Connections.
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Obfuscate Literals

You can turn on Obfuscate Literals on the General Settings tab of a data source settings so that literal values in ingested

queries are not shown in the UI. Instead, users will see placeholder values.

Obfuscate Literals OFF :

Obfuscate Literals ON :

Note: Starting in Alation version 2023.1.2, you will not see the SQL of the query if the SQL parser fails to process

the query after obfuscation was turned on. In this case you will see a message warning you that the query cannot be

displayed: This query cannot be displayed with current data source settings.
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4.3.6 Access to Compose

In Compose, before users are able to run queries on a data source and retrieve any real data, they will need to authenticate

with their database credentials:

This ensures that users only retrieve data they are granted access to on the database.

4.4 Viewer Role

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Viewer role allows for browsing the Alation Catalog in read-only mode. Viewers can use the Catalog Browser and

Search to find and view catalog objects that they are granted access to.

Note: The Catalog Browser is the navigation panel on the left of a catalog page that lists the catalog

content by category.

Viewers cannot use Compose, Connected Sheets, or Analytical Stewardship features and cannot create new objects or

edit pages of the Catalog. To Viewers, catalog pages are displayed in read-only mode and the editing capabilities are

disabled.

Refer to the table below for details about what Viewers can and cannot do in the catalog:

Feature Can Do Cannot Do

Catalog Browser Can use the Catalog Browser to find

objects to view

Search Can use Search to find catalog ob-

jects to view

continues on next page
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Table 2 – continued from previous page

Feature Can Do Cannot Do

Data Sources Have view-only access to data

sources from the Sources page, Cat-

alog Browser, and Search results

Can view:

• Public data sources

• Private data sources with

Viewer access explicitly

granted to this user

• File systems

• BI sources (BI server permis-

sions apply if permission mir-

roring is turned on)

• API resources

• Cannot edit Title, Description

or any of the custom fields

• Cannot set the data quality

flags

• Cannot access the settings of

a source

• Cannot open Compose from

the page of a data source

• Cannot run table and column

profiles

Data Dictionaries Can download

Articles

• Can find and view the content

of the articles with access set

to Everyone can edit

• Can find and view articles

where access is explicitly pro-

vided to this user

• Can share the articles they can

view

• Cannot edit any of the custom

fields on articles

• Cannot be assigned as Review-

ers

Glossaries and Terms Can view glossaries and terms on the

Glossaries page • Cannot edit glossaries or terms

Queries Can find and view:

• Published and unpublished

queries on public data sources

• Published queries on private

sources to which this user was

granted access

• Shared queries on private

sources to which this user was

granted access

• Can run shared query forms

on public data sources and

the data sources this user was

granted access to

• Can share queries they can

view

• Cannot use Compose to run

queries

• Cannot edit Title, Description

or any other custom fields on

query objects

API resources, functions Can view

File systems Can view

BI sources Can view

Users, groups Can view in Search results

Catalog sets, tags Can view

Watching and starring Can use

Inbox Can use

continues on next page
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Table 2 – continued from previous page

Feature Can Do Cannot Do

Conversations Can create

Domains Can view

Policy Center and policies Can view

Workflow Center and workflows Can view Cannot approve or reject

Compose Not available

Connected Sheets Not available

Analytical Stewardship reports and

dashboard

Not available

Alation Analytics Not available

Catalog Customization Not available

Admin Settings Not available

Note: Users with the Viewer role cannot be assigned as article reviewers. If a user with the Viewer role created an

article before the Viewer role enforcement flag was turned on, they will lose the edit access to their articles. If these

users require edit access to articles, their role needs to be upgraded.

4.4.1 Related Topics

Roles Overview

4.5 Homepage

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The homepage is where users land after signing in to Alation. Its purpose is to facilitate the discovery of the catalog

content and to simplify navigation. The homepage can also be accessed any time by clicking the logo in the top left

corner of the Alation application.

The homepage can include quick links to prioritized and curated content and to various Alation tools, such as Compose,

search, or relevant articles.

From Alation version 2023.3.4 and later, homepages are based on user groups, so each user group can have its own

custom homepage. For example, a user group representing a business unit or organization can have a dedicated custom

homepage.

4.5.1 Multiple Homepages

Because you can belong to multiple user groups, you may have multiple homepages available. The way this is handled

depends on your version of Alation and how Alation is configured.

• Alation version 2023.3.5 and later—By default, Alation admins choose which homepage you will see. Admins

can enable the ability for you to choose which homepage to see.

• Alation version 2023.3.4—You can choose which homepage to see. Admins don’t have the ability to control this.

If you have multiple homepages available and user homepage choice is enabled, you can choose which homepage to

view and select a preferred homepage.
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Switch Between Homepages

Click on the My Account icon in the top right corner and select the homepage you want to see. You’ll be taken to that

homepage.

Choose a Preferred Homepage

Click on the My Account icon in the top right corner, then click on the star next to the homepage you want to be your

preferred homepage.

You’ll see your preferred homepage when you log into Alation or when you click on the logo in the top left corner. If

your preferred homepage becomes unavailable for any reason, the Alation Default Homepage will become your preferred

homepage.
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4.5.2 Customize the Homepage

The homepage can be customized by a Server Admin or Catalog Admin to better suit users’ needs. These admins can

create and assign custom homepages to specific user groups. If a user has access to multiple homepages through their

user groups, admins can control which homepage the user will see. See Customizable Homepage for more information.

4.5.3 Homepage Permissions

If you get an error about insufficient permissions when clicking on a link on your homepage, it may be because something

with restricted access was added to your homepage. Contact your Alation administrator to resolve the situation.

4.6 Navigation

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: You are viewing documentation for Classic Alation.

The Top Navigation Bar or Main Toolbar has the following icons:

1. Left-Hand Navigation Icon - It is used to show/hide the Left-Hand Navigation Menu. The Left-Hand Navigation

Menu includes the following sections:

• Data

• File Systems

• Queries

• Articles

• Conversations

• Business Intelligence
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2. Alation Logo or the Co-Branded Logo if it is configured. Click the Logo to view the Homepage.

3. The Apps icon - The Apps icon has the following primary applications of Alation as sub-menus:

• Compose

• Glossaries

• Sources

• Advanced Search

• Query Search

• Curate

– Steward Dashboard

– Curation Progress

– Catalog Activity

– Assign Stewards

– Titles & Descriptions

– Catalog Sets

Note: The application availability in the Apps menu depends on the user role. A Server Admin sees

all, and users with other roles see applications included into the scope of their role.

4. Admin Settings - This Icon will be available for the users entitled as Server Admins or Catalog Admins.

5. Help - The Help icon has the following help items:

• Visit Help Center - Link to the product documentation.

• Quick Start Tour - A quick start video about the Alation features based on the user role.

• Release Notes - Link to the release notes page of the product documentation site.

• About This Instance - This menu has the details of the current instance such as build details, License

information, and server admin information.
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6. My Inbox - This is a link to your Alation Inbox. Click the + Conversation button to initiate a new conversation.

7. My Account - Opens the details of the user profile.

The dark blue frame on the left and top of the screen helps you navigate Alation. The following screenshot shows the

location of the icons. Each icon is described below the screenshot.

1. Left navigation icon—Shows and hides the left navigation menu. The left navigation menu includes the following

sections:
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• My Bookmarks—Opens the full-page search, pre-filtered to your bookmarks.

• Recently Visited—Opens the full-page search, pre-filtered to content you’ve recently visited.

• Domains—Opens the domains hub page. Read more about Domains.

• Data Sources—Opens the RDBMS data sources hub page.

• File Systems—Opens the file system sources hub page.

• Business Intelligence—Opens the BI sources hub page.

• Glossaries and Document Hubs

– If Document Hubs are enabled, each document hub has its own entry in the menu. The Glossary is just

another document hub. Click on a hub name to open its hub page. Read more about Document Hub

Basics.

– If Document Hubs aren’t enabled, the Glossary is listed on its own and opens the Glossary Hub. Read

more about the Glossary.

• Policies—Opens the Policy Center app page. Read more about Policy Center.

• Queries–Opens the full-page search, pre-filtered to queries.

2. Homepage icon—Takes you to the catalog homepage. Read more about the Homepage.

3. Compose icon—Opens the Compose app (in the classic user experience). Read more about Compose.

4. Governance icon—Opens the Governance app (in the classic user experience). All governance and curation

functionality is located here. The Governance app includes the following sections, including both paid and unpaid

features:

• Monitor

– Stewardship Dashboard

– Governance Dashboard

– Catalog Activity

– Curation Progress

• Curate

– Assign Stewards

– Titles and Descriptions Report

– Catalog Sets

– Lexicon

– Stewardship Workbench

• Govern

– Policy Center

– Workflow Center

5. Alation Analytics icon—Opens Alation Analytics (in the classic user experience). Read more about Alation

Analytics.

6. Alation logo or co-branded logo if configured. Click the logo to view the Homepage.

7. Switch to Classic link—Takes you back to the classic user experience.
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8. Settings icon—Available for Server Admins and Catalog Admins only. For Server Admins, opens the Administra-

tor Settings page. For Catalog Admins, shows a drop-down menu with catalog customization options.

9. Inbox icon—Opens your Alation inbox (in the classic use experience). Read more about Using Your Inbox.

10. Help icon—Shows a drop-down menu with several help options:

• Visit Help Center—Opens the Alation Help Center, where you can access product documentation, the

Alation Community, Alation University, the Alation Ideas Portal, the support knowledge base, the Alation

cloud status page, and more.

• Contact Alation Support—Opens the Alation Support portal.

• About this Instance—Opens a page (in the classic user experience) showing details about your instance,

like what version of Alation you’re using, license information, and a list of your Server Admins.

11. My Account—Shows a drop-down menu with the following options:

• My Profile—Opens your profile page (in the classic user experience). This is what other users see when

they view your profile.

• Profile Settings—Opens your profile settings (in the classic user experience), where you can edit your

profile.

4.7 Search

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation’s Search feature accelerates discovering relevant data by providing the ability to search among different object

types and apply multi-dimensional filters to the search results. The Search box is located on the front and center of the

Alation homepage and on the top navigation bar on other Alation pages.

The Alation proprietary data search combines usage statistics with text search. It takes into account how often data

objects are queried and catalog pages are visited to deliver relevant search results.

On click, the Search box displays the frequently searched object titles in Alation and the Search Alation link. You can

start a search on any page using natural language keywords: type a keyword in the search box and press Enter. As you

type, the search box dynamically displays the top matching results; click a result to open the corresponding catalog page.

You can also click the Search Alation link and go to the Full-Page Search page which has various filter options.

• Misspelled search keywords are auto-corrected to speed your search.

• You can use search keywords with quotation marks to get an exact match.

You can search for objects by name, and for objects within objects using data object subpaths, such as <database

name>.<schema name> or <table name>.<column name>.

The Search results page displays the search results sorted by relevance such as text matches and popularity as shown

below:
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For each result, the following information is shown:

• Object Title - Title of the object and name of the object (if different from the title).

• Object Type and Hierarchy - This is the object type of the catalog object and the path to the object in the object

hierarchy.

• Description - Description of the object. For queries, a portion of the query SQL code may be displayed.

• Trust Flags - If trust flags are relevant for an object and set, then the Endorsement, Warning, or Deprecation

icons will be displayed.

From version 2021.2:

The search results page can display the results as a list or a table. By default the results will be displayed in the list view.

Users can switch between list and table by toggling the corresponding view on the top right of the full-page Search

results page. Click the Table View icon to view the results in the table view:

The table view displays results in a structured way with the ability to sort, filter, and re-order the content of the table.

The table view includes descriptive metadata for each result, including object type, trust flags, path to the object in the
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catalog, author, query SQL, and other information. To adjust the table view:

1. Click Edit Columns to show or hide columns from the table. The Result column cannot be hidden.

2. Click and drag the columns in the Edit Columns to rearrange the columns in the table.

3. Click the Reset button to restore the table to the default view.

Note: Customizations made to the table view do not reset to the default view after logging out from Alation.

4.7.1 Search Autocomplete

From 2021.3, as users start typing in the Search box, they will see keyword suggestions that result from auto-completing

the keywords they type. Clicking an auto-suggestion selects this suggestion as the search keyword and leads to the

corresponding search results page. Users will see up to 3 auto-completed suggestions as they type as well as a number

of relevant objects that match the auto-completed suggestions.

By default, the Search Autocomplete feature is enabled. Refer to Enable the Search Autocomplete for information about

how to enable or disable Search Autocomplete.

4.7.2 Filtering

The Search results page has several filter options to filter the search results. The following standard filters are available

for most of the object types and the remaining filters vary based on the searched object type:

• Object Type

• Starred/Watched/Visited

• Source

• Flags

• Tagged With
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Additional categories of filters include governance filters (for policy-related filtering), documentation filters (for glossaries

and terms), filter by people and related objects (for items such as business owners and stewards), filter by attributes (cost

center, department), and filter by dates.

Some of these filters include a Not set option, for items that don’t have the particular field set. Your server admin can

disable these Not set options using alation_conf. See Disable the Not Set Filter Option from Appearing in UI .

The filters displayed in the list of filters on the left are the built-in and custom fields found on the catalog template of a

given object.

From release 2023.3, you can enable custom field search which allows custom field values to be added to the search

index. When custom field search is enabled, you can search for custom field values using the main search bar, and do

not have to rely on search filters. See Enable Custom Field Search.

Note: If custom field search is enabled, your users will be able to search for all custom fields, including those that may

have been hidden from them using Custom Field Permissions. If you have set such permissions, we recommend that you

not enable custom field search.

To clear and reset the applied filters, do either of the following:

• Click Options > Clear Filters.

or

• Click Clear in the Filters list at the left of the Full-Page Search page.

4.7.3 Sort Search Results

When a user performs a search using the Full-Page Search the initial search results are sorted by Relevance, which is the

default sorting criterion.

Sort options are available as a button on the top right on the page.

• The Sort menu is available for all views (List View or Table View)

• The selected Sort value will remain active until the user logs out or closes the current browser tab.

When a user logs in again, it gets reset to the default value (Relevance).
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Sort Options

• Relevance - This is the default option and sorts by text matches and popularity

• Last Updated - Sorts by displaying the most recently updated data object in a descending order

• Last Created - Sorts by displaying the most recently created data object in a descending order

4.7.4 Export Search Results

You can also export search results to a CSV file as follows:

1. Click Options > Export Results. The Export Search Results as CSV dialog appears.

2. Click Confirm to export the results to a CSV file. The download is limited to 10,000 rows per download and the

download status will be sent to the email address if you have opted for Alation email notifications.

From Alation 2023.1.7, if you are exporting a table view, the resulting CSV file contains the columns you have chosen

to display; in earlier versions, a default set of columns was exported.

4.7.5 Helpful Search Options

In addition to the standard alphanumeric search terms, Alation Search supports a number of special operators, including

• wildcard search

• negative search

• exact search

Search with Wildcards

To maximize your search results, you can use the * wildcard. Search will only return objects where the Name and/or

Title match the wildcard pattern, thus reducing the number of results and providing exact matches.

Note that search with natural language when wildcard patterns are not used returns matches from the Description field

in addition to matches in Title and Name.

You can use one or two asterisks * along with the search keyword to build a wildcard pattern and perform a search.

There are 4 wildcard search options available:

Wildcard Search Description Example

*<search term> This pattern searches for the object

names and titles ending with a spe-

cific keyword.

*prescribe

<search term>* This pattern searches for the object

names and titles beginning with a

specific keyword.

prescribe*

<search term1>*<search term2> This pattern searches for the names

and titles beginning and ending with

specific keywords.

why*prescribe

*<search term>* This pattern searches for the key-

word anywhere in the name or title.

*prescribe*
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Note: The Wildcard Search is case insensitive with any Wildcard Search pattern.

Wildcard search supports:

• Alphanumeric characters a to z in upper and lower case

• Digits 0 to 9

• Special characters “,”, “>”, “-”, “_”, “.”, “[”, “]”

Regular Search:

Search using a wildcard pattern:
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Negative Search

Sometimes, common phrases are so prevalent they dominate search results. For example, a search for apple might be

dominated by results for apple pie. To avoid this, use the hyphen (-) to remove certain words from the search:

apple -pie

The above query returns search results that contain apple, but not pie.

Exact Search

If you want to search for an exact word or phrase, surround the term in quotation marks. For example, to find all

occurrences of the phrase apple pie, but not apple or pie, use the following search query:

"apple pie"

4.7.6 Saved Searches

Available from release 2021.3

It is possible to save and share the search queries in the Full-Page Search. Saving your searches, you can build a list of

search results with specific sets of filters for quick reference. Saved searches include the selected columns for the table

view.
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Saving a Search

Saved searches are user specific and visible to the current user only. To save your search:

1. On the Search page, modify search criteria to get the desired search results. This includes search

keywords, data object filters, custom field filters, and sorting.

2. From the Options menu on top right select Save Search or from the Saved Search section on the

bottom left of the page, click the Plus + icon to save your Search.

Full Page Search > Options > Save Search:

Full Page Search > Saved Search:

3. In the Create Saved Search window, type a name for your search in the Name Your Search field.

Click the Create button to save the search.

54 Chapter 4. Catalog Basics



Alation User Guide

4. The saved search name is now available in the search results and visible in the Saved Search section.

Manage a Saved Search

If you make any changes to the Saved Searches, the Save Changes drop-down will appear. In the Save Changes

drop-down you can perform the following:
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1 - Click the Close Saved Search to close the Saved Search.

2 - While in the Saved Search view, changes can be made to the search criteria. Once the changes are made,

click the Save changes button to save the changes to the existing Saved Search or click the Save as New

Search button to save the modified changes as a new Saved Search.

3 - Click the Rename Search button to rename the Saved Search name.

4 - Click the Share Search button and click the Copy Link button displayed in a window. Save the copied

link locally to share it with other users. Once you finish copying the link, click Done.

Note: The copied link can be shared to other catalog users. They will need to paste the full link into the

web browser URL field to see the search results and should save the search for future re-use.
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5 - You can also discard the changes by clicking Discard Changes.

Note: The changes will be lost if you leave the Full Page Search, perform a new search or select a different

Saved Search.

6 - Click Delete to delete the Saved Search.

4.7.7 Search by Synonyms and Lexicon Abbreviations

From Alation version 2023.3.2, you can create synonyms to be used by the search engine using the search synonym API.

Endpoints exist also for viewing and deleting lists of synonyms. For example, you could define Microsoft’s stock ticker

symbol msft as a synonym for the company name.

Similarly, Alation Search considers confirmed abbreviation-expansion pairs from Lexicon as search keyword synonyms.

When a user enters a search word that is an abbreviation that happens to have a confirmed expansion in Lexicon, the

search results will return objects that match both the abbreviation the user entered and its confirmed expansion from the

Lexicon. By default, the Lexicon Search feature is enabled. Refer to Enable the Lexicon Search to enable or disable the

Lexicon Search.

Example:

In this example, the search keyword bnk is a Lexicon abbreviation and the search also returns results which match its

expansion, which is bank:
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Note: If a user searches by a full word, the results will not return Lexicon abbreviations.
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4.7.8 Factors That Influence Search Ranking

Applies from version 2022.4

Alation Search uses a number of factors to influence its search rankings, including object type and endorsement and

deprecation flags.

Server admins can set the relative influence of various object types using alation_conf. By default, Data Sources, Terms,

Articles, and Tags are boosted the most.

Endorsing an object will boost its search rank and deprecating an object will penalize its rank and override any

endorsements. An endorsed catalog object will be promoted to the top of search results enabling catalog users to find

trusted data more easily. However, deprecating an object by adding the Deprecate flag will move this object down in

the search results list.

When you are looking at the search results page, note that the objects that are closer to the top of the list may have been

endorsed by catalog users.

Alation server admins can find more information about search ranking in Set Search Ranking by Object Type and Set

Search Ranking for the Endorsement and Deprecation Flags.

4.7.9 Bulk Actions

The full-page search results include a button for performing bulk actions on the search results. This is discussed further

in the following topics:

• To add or remove policies and data policies in bulk, see Using Stewardship Workbench.

• To bulk update custom fields, see Bulk Update Custom Fields.

• To bulk update stewards, see Bulk Update Stewards.

• To bulk update people sets, see Bulk Update People Sets.

4.8 Marketplaces

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This feature is not available in the new user experience. You must switch to the classic user experience to

access this feature.

Data discovery is one of the most cited use cases for the Alation Data Catalog. No one can be aware of everything

available in a large and complex data environment, and Alation Search becomes a way to find helpful resources among

all the data an organization has cataloged. Sometimes search still comes up empty because an organization does not

have data matching a search term.

However, just because your organization doesn’t have data matching your search term today, that doesn’t mean it couldn’t.

There are many data providers offering useful datasets. Alation Marketplaces provides a single place for you to search

and browse datasets listed on data marketplaces such as those provide by Snowflake or AWS.
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4.8.1 Using Marketplaces

There are two main ways to use Alation Marketplaces. The first is to simply open the Marketplaces tile in your Alation

Apps drawer. The second is to use Alation search as usual; if external matches are found, you will see a banner or icon

where you can click to open the Marketplaces site and see the results.

In either case, you should see the results of your search on the Marketplaces site. For example, suppose you were looking

for census data. You would see results similar to the following:

Click on a result for an external dataset. This will open a pop-up with the external link to the corresponding page in the

marketplace that hosts the dataset:

Click a link in the pop-up to go to the relevant dataset page on the external marketplace. You will be navigated to a

third-party website, in a new tab. Access to datasets may require you to sign up for the associated marketplace provider

and may have additional fees or subscription costs.
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4.8.2 Enable or Disable Marketplaces

Server Admins can enable or disable Alation Marketplaces from the Feature Configuration tab in Admin Settings

using the switch Enable links to Alation Marketplace.

4.8.3 Frequently Asked Questions

What if users buy expensive data or bring in sensitive data?

Alation Marketplaces enables easy discovery, not procurement. That is, the feature is like Google (providing a list

of links to outside pages) but not like Amazon.com (with a click-to-buy option). Users will need to go through the

Snowflake or AWS procurement process and your organization’s procedures to actually bring in data.

What if an organization’s Alation server does not have access to the public internet?

If the Alation Catalog cannot reach the Alation Marketplaces server, it will not display the Alation Marketplaces links.

However, if a user visits https://marketplaces.alation.com, then they’ll be able to use it as long as their network allows it.

Will I have to pay for an additional license to enable this?

No additional licensing is required for this feature.

Can I disable the Marketplaces banner?

Yes, you can disable the banner. The banner appears only when the search query you’ve submitted matches external

results. If you click the X on the right side of the banner, the banner disappears and will not be shown again, whether or

not there are external matches.

4.9 Soft Delete & Hard Delete

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from 2021.2

BI sources added to the Catalog on the GBM V2 framework or OCF framework use the “Soft Delete” approach to

removing curated data from the Catalog.

4.9.1 What is Soft Delete?

When metadata is extracted from a BI source into the Catalog, Alation creates dedicated pages for the extracted metadata

objects. Catalog users curate the pages by adding descriptions and field values.

If for any reason the objects that were previously extracted are removed from the Catalog during the next extraction, they

are “soft-deleted”: they will not be present in the Catalog, but the Catalog data about these objects will be retained in

the internal database. If the same object is extracted again, Alation will restore its Catalog page with all its Catalog data.
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Example:

In a BI source, there are three folders (Folder 1, Folder 2 and Folder 3) extracted from the BI server. An admin

performs selective extraction and excludes Folder 3 before extracting. As a result, Folder 3 is soft-deleted, but Alation

retains its curated data and lineage information in the internal database. After a few days, the admin performs full

extraction that extracts all three folders again. . When re-extracted, Folder 3 will have all previously curated data and

Lineage information. The user does not need to do data curation again.

When a BI object is soft deleted:

• It will not appear in Search results.

• if the object contributes to lineage then it will not be available, but the Lineage information will be retained.

• it will not appear in the catalog but all the curated data will be retained.

• If a user navigates to the catalog page, a banner will be displayed with a message that the BI object was deleted.

• The GBMV2 APIs will not list those objects.

• Object ID will be retained.
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4.9.2 What is Hard Delete?

Hard Delete” is an approach to removing Catalog data when data is completely removed from the system without a

way to restore the previous state. For example, if an admin performs a metadata extraction and removes some of the

previously extracted projects, all the curated data and lineage information will be removed from the Catalog and the

internal database.

If the same project is re-extracted later, its Catalog page will be empty as no data can be restored.

Hard Delete is disabled by default.

Example:

In a BI Connector, there are three folders (Folder 1, Folder 2 and Folder 3) extracted from the data source. The user

performs the selective extraction and excludes Folder 3 before extracting. If it is hard-deleted, Alation does not retain

its curated data and lineage information. After a few days, the user performs full extraction that extracts all three folders

from the data source. Now, Folder 3 will not have the previously curated data and Lineage information. Users need to

curate the Catalog page again.

When a BI object is hard deleted:

• it will be removed from the search.

• if it contributes to lineage then it will not be available and the Lineage information will not be retained.

• it will not show inside List views on catalog pages and the curated data will not be retained.

• If a user navigates to the catalog page, a banner will be displayed with a message that the BI object was deleted.

• The GBMV2 APIs will not list those objects.
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• Object ID will not be retained.

4.9.3 Enable/Disable Soft Delete & Hard Delete

Soft delete feature is enabled by default in Alation and its flag is set to true in alation_conf. If you want to enable the

Hard delete feature set the Soft delete feature flag to false.

Feature Flag Connectors

alation.bi_metadata.enable_soft_delete = True GBM V2 BI Sources (Tableau and Microstrategy)

alation.ocf.mde.gbm.soft_delete.enabled = True OCF Sources
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FIVE

CATALOG PAGES

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The fundamental unit of the data catalog is the catalog page. Catalog pages hold information about a company’s data

assets, including data objects, queries, BI content, and more. For each data asset, the catalog page includes a title,

description, and fields for additional information. Most catalog pages have templates that can be customized with custom

fields.

Catalog pages are the primary way that Alation conveys specific data object information to its users. With Alation,

information about data is documented in one place, reducing the need to rely on institutional knowledge for users to

gain an understanding of their data sources.

Your data stewards can add important context to catalog pages by doing some or all of the following:

• Documenting queries so new or inexperienced analysts can understand and re-run existing queries.

• Curating data sets so that key resources are not asked the same question repeatedly.

Catalog pages have two main flavors: the Classic User Experience and the New User Experience. The new user

experience is currently in Public Preview.

5.1 Classic User Experience

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Classic User Experience describes the look and feel of the Alation catalog in all versions before 2023.3.2. Different

catalog objects have different page designs, but the table design is representative:
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Most table pages have multiple tabs; the following specifically describes the Overview tab, which can be seen as a

number of distinct regions:

Region 1. The title of your table page (as provided by your data stewards) and the table name (part of the metadata),

preceded by its data hierarchy as a set of breadcrumbs, displayed as data source/schema.table. Beneath the table name

are the Trust flags associated with the table. Click to learn the date and time of the flag and the user who created it. For

Warning and Deprecations, read more about data quality flags here: Add Endorsements, Warnings, and Deprecation

Messages to Data.

Region 2. Options for working with the table, including the following:

• Star: Click Star to add the table as a “favorite”. Starring object pages makes them fast and easy to come back to

at any time. To remove the table from your favorites list, click Star again.

• Watch: Click Watch to sign up for email notifications. You will be notified whenever another user makes a

change to the metadata on the table page. To stop watching the table, click Watch again.

• Compose: Click Compose to open Compose and write a query on this table.

• Open With: (Visible if additional apps are available.) Click Open With to open the table using one of the

available apps.

• . . . More: Click . . . More to perform the following tasks:

– Upload Data takes you to the data uploader. Use it to create or insert additional data into your table. Read

more about using the uploader here: Uploading Data.

– Upload Dictionary enables you to upload metadata from a CSV or TSV file to the catalog page. If used

from a table catalog page, you can propagate metadata to that table and any column catalog pages contained

in it. See Importing a Data Dictionary from a CSV or TSV File.

– Download Dictionary enables you to download the metadata from the table page. Select a format, then

your download will begin automatically.

– The Settings icon is only visible to Admins. Use it to update the settings for this table.
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Region 3. When you open a table page, it will always open to the Overview tab. Click the other tab names to navigate

through the full table page.

Region 4. This is the main body of the page. On the Overview tab, you will find a Description that tells you about the

data in the table and how to use it. If you have a question about the description, or if there is no description, use the

question mark icon to obtain a list of experts from whom you can request more information. Below the description

you will find other information about the table, including sample columns and sample content. The exact layout of this

region is determined by a table template which can be modified by your Server Admins and Catalog Admins.

Region 5. The right-hand side column includes a number of other fields with useful information about the table, which

may include some or all of the following:

• Top Users: Alation determines the top users of tables and & columns through a combination of who

queries the object, who writes documentation for the tables, and who visits the documentation.

• Domain Owners: For tables that have been assigned to one or more domains, this field shows the

domain owners.

• Stewards: Stewards are appointed by Admins. Depending on the permission settings of the table,

they may be the only ones able to update the metadata.

• Domains: Lists all the domains the table belongs to.

• Tags: Learn more about the table based on the given tag, or use the tags to search and find data

objects in the same category.

• Properties: The Properties section collects all single value Custom Fields, such as Custom Pickers

Fields and Custom Date Fields.

Most pages share a number of other features, as described in the following sections.

5.1.1 Automated and Manually-contributed Knowledge About Your Data

Each catalog page provides both automated and manually-contributed knowledge about your data. For example, on the

Overview tab of a table catalog page, Alation automatically sources Top Users and links to articles that cite the table.

5.1.2 Using Catalog Page Question Marks to Query Top Users

Question marks appear next to Titles of data object and query catalog pages when you hover over the text. On those

same pages, the Description field has the question mark always visible at the top right of the field, along with a history

icon and an Edit button. Click these question marks to ask a Top User a question about the metadata or to ask them to

update a title or description.

This differs from Conversations because your response chain will not be public.

5.1.3 Email Notifications for Watchers and Stewards

Email notifications for specific events (listed below) are sent to Stewards and Watchers. A Steward is usually a data expert

assigned to a data object in the catalog. If you aren’t the assigned expert but are interested in receiving notifications, you

can watch the object.

When you are a Steward or Watcher of a data object (for example, a Schema or a Table), you will receive an email

notification when any of the following occurs:
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Data Objects

• A Tag is added or removed.

• A Custom Field is edited.

• The Title, Description, or URI (Data Source only) is edited.

• The Metastore URI is changed (for Data Sources using with a metastore).

Articles

Articles have one single notification email that has aggregate information whenever the Title, Description, or a Custom

Field is edited.

Email Notification Rules

• If a user is both a Steward and a Watcher of an Article or Data Object, they will receive only one email.

• All emails are identical for both Stewards and Watchers, except for the subject line which states whether the email

is for a Steward or Watcher.

Email Notification Settings

To learn about editing your email notification settings, see Email Notifications Preferences.

5.2 New User Experience

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Updated 2/27/2024

5.2.1 What’s New

We have now moved into Public Preview III of the New User Experience! You will see detailed documentation throughout

the page below, but the following list captures a summary of the major features and pages added since Public Preview II

release.

• BI Hub and all detail pages

– Note: This does NOT include the template layout functionality, which will come in 1.0+ releases.

See documentation for these features and pages added to the existing documentation below.
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5.2.2 Overview

Beginning with Alation release 2023.3.1.2, a new user experience is in Public Preview on select catalog pages. In order

to participate in the New User Experience Public Preview, you must have Beta language contained in your contract or

have a Beta addendum signed. Reach out to your Alation account manager for more information if you would like to

access the Preview.

You will have the choice of whether or not to enable this functionality, but you won’t want to miss out on these benefits:

• Preview the exciting new next generation look and feel of Alation

• Influence in-process development directly (we want to hear what you like and don’t like!)

The following experiences will be visible once you turn on the New User Experience:

• Data Source Catalog Details page

• Schema Catalog Details page

• Table Catalog Details page

• Column Catalog Details page

• Catalog Navigation

• Search List View

• Data Source Hub

• Domains Hub and Details

• Homepage basic features + Admin Guided User Interface (GUI)

• Query Page (without functionality to run the query in the catalog page)

• BI Hub and all detail pages

– Note: This does NOT include the template layout functionality, which will come in 1.0+ releases.

5.2.3 What Should You Expect and When Should You Expect It

We are releasing the new user experience in stages, starting with a series of public previews. We are currently working

on Public Preview IV.

Public Preview IV

Public Preview IV is currently scheduled for March 12, 2024. This cloud-native-architecture-only release is expected to

include everything available in Public Preview III plus the following features:

• Admins can make the new user experience the default

• Search (table view)

• Saved searches

• Query page

• Conversations

• Table object templates per data source

• Back reference groups can be moved

• Tags object page
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• Policy object page

• Document Hubs (the new documentation solution)

• Lineage (no manual lineage)

• Dataflow page

• Miscellaneous improvements

New User Experience 1.0

The initial cloud-native-architecture non-Preview release (New User Experience 1.0) is now planned for May 21, 2024.

It is expected to include all of the Public Preview features plus the following features:

• Additional search features (more filters, guided filtering)

• BI pages with layout templates (Folder, Report, and Server pages)

• Lineage (with manual lineage)

• User Groups page

• User page

• NoSQL pages

• Miscellaneous improvements

Subsequent Releases

The initial release will be followed by subsequent releases in which we expect to add these features:

• Data Health

• Profiling on the Column object page (still mixed reviews)

• File System Hub page

• File System Details page

• File Details page

• Directory Details page

• Functions

• Catalog Set object pages

• API object pages

• My Inbox

• . . . and more
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Release Plan Summary

The following table summarizes the New User Experience enablement details:

Release
Stage

Shared
Demo Envi-
ronment

Customer
Environ-
ment (Cloud
Native Only)

Beta Agree-
ment Re-
quired

Admin Must
Enable New
User Experi-
ence

Admin Can
Disable New
User Experi-
ence

Admin Can
Enable New
User Experi-
ence as De-
fault

Private Pre-

view

✓ x x x x x

Public Pre-

view I

✓ ✓ ✓ ✓ ✓ x

Public Pre-

view II

✓ ✓ ✓ ✓ ✓ x

Public Pre-

view III

✓ ✓ ✓ ✓ ✓ x

Public Pre-

view IV

✓ ✓ ✓ ✓ ✓ ✓

New User

Experience

release 1.0

✓ ✓ x ✓ ✓ ✓

New User

Experience

release 2.0

✓ ✓ x TBD TBD TBD

5.2.4 Why Are Certain Pages Labeled “Currently Visible Experiences”?

We are taking the approach of prioritizing the most used pages, functionality, and user journeys first.

5.2.5 Definitions

Currently Visible Experiences: Pages/experiences that are not blocked by an Under Construction page visual

New features/functionality: Features and functionality that have been added as part of the New User Experience Public

Preview I, II, or III

Not yet complete features/functionality: Features and functionality we plan to build a direct path to within the New

User Experience but have not yet

Removed features/functionality: Features and functionality that we have learned are not particularly valuable in their

current state:

• Utilize Classic app where these features are needed

• Please provide feedback if we have omitted functionality that supports a critical customer use case
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5.2.6 Configuring Your Users’ Experience

You will see three new Feature Configuration options in your Admin settings:

Flag 1: Enable Public Preview UI

Defaults to ON, meaning any user that adjusts the Alation URL to add /app after .com will be able to experience the

New UX/UI. You can easily switch this flag to OFF if you do not want your users to access this experience.

Flag 2: Enable removability of ‘Object defined fields’

Defaults to ON starting in version 2023.3.5. (Note: this also enables this functionality on Alation Classic). See Edit

Object Templates for additional details on this flag and its use.

Flag 3: Enable the promotion of the Public Preview UI

Defaults to OFF. If you would like your users to see a promotional message to help them more easily access the New

User Experience, change this flag to ON:

The “promotion” message will look like the screenshot below and be situated naer the top right corner of the screen.

Promotion will show up on any catalog page that is currently visible in the new user experience.

Users will always be able to revert back to the Alation Classic experience at any time via the Switch to Classic

Experience link shown below, situated near the top right corner of the New Experience.
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5.2.7 Summary of New Features, Not Yet Complete Features, and Removed Func-
tionality

This section summarizes new features and functionality available in the New User Experience, together with features

and functionality not yet complete for the Public Preview, and functionality that previously existed but has been removed

from the New User Experience.

The summary begins with three tables showing new features, not yet complete features, and removed functionality

common across multiple pages. A fourth table lists known bugs. These tables are followed by sections showing

comparison screenshots of the Classic page versus the New User Experience page for each of the Currently Visible

Pages and calling out new features, not yet complete features, and removed functionality specific to the individual page.

Additional sections describe changes to the Search, Navigation, and Homepage functionality.
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New fea-
tures/functionality

Data
Source
Hub

Data
Source

SchemaTa-
ble

Col-
umn

Do-
main
Hub

Do-
main

QueryBI
Hub

BI
Servers

BI
Fold-
ers

BI
Data
Sources

BI
Re-
ports

BI
Re-
port
Columns

BI
Data
Source
Columns

New look

and feel with

clearer visual

boundaries for

scanning

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Adjustable table

column width

✓ ✓ ✓ ✓ N/A ✓ ✓ N/A ✓ ✓ ✓ ✓ ✓ ✓ ✓

Number of rows

selected for ta-

ble will become

the user’s default

state across all

other objects of

they same type

✓ ✓ ✓ ✓ N/A ✓ Com-

ing

soon

N/A N/A ✓ ✓ ✓ ✓ ✓ ✓

If user paginates

to page 3 of

table results,

clicks on an

object and then

clicks Back they

will be returned

to page 3 of

table results

✓ ✓ ✓ ✓ N/A ✓ Com-

ing

soon

N/A ✓ ✓ ✓ ✓ ✓ ✓ ✓

If user clicks on

an object in the

table and then

clicks Back the

table will retain

all sorting and

filtering previ-

ously imputed

✓ ✓ ✓ ✓ N/A N/A N/A N/A ✓ ✓ ✓ ✓ ✓ ✓ ✓

Star and Watch

converted to

Bookmark with

or without email

notifications

enabled

N/A ✓ ✓ ✓ ✓ N/A N/A N/A N/A ✓ ✓ ✓ ✓ ✓ ✓

Open With

expanded be-

yond Compose

to include any

Open with

options available

N/A ✓ ✓ ✓ ✓ N/A N/A N/A N/A ✓ ✓ ✓ ✓ ✓ ✓

Main panel and

right panel inde-

pendent scroll

N/A ✓ ✓ ✓ ✓ N/A ✓ ✓ N/A ✓ ✓ ✓ ✓ ✓ ✓

Collapsible right

panel

N/A ✓ ✓ ✓ ✓ N/A ✓ ✓ N/A ✓ ✓ ✓ ✓ ✓ ✓

Clear labels

aligned to object

icon

Com-

ing

soon

✓ ✓ ✓ ✓ N/A ✓ ✓ N/A ✓ ✓ ✓ ✓ ✓ ✓

Warning Trust

Flag renamed to

Important Info

N/A ✓ ✓ ✓ ✓ N/A N/A ✓ N/A ✓ ✓ ✓ ✓ ✓ ✓

New rich

text editing

N/A ✓ ✓ ✓ ✓ N/A ✓ ✓ N/A ✓ ✓ ✓ ✓ ✓ ✓
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* Available for both cloud and customer-managed instances

** Available for both cloud and customer managed instances. See Configuring Your Users’ Experience

Not yet com-
plete fea-
tures/functionality

Data
Source
Hub

Data
Source

SchemaTa-
ble

Col-
umn

Do-
main
Hub

Do-
main

QueryBI
Hub

BI
Servers

BI
Fold-
ers

BI
Data
Sources

BI
Re-
ports

BI
Re-
port
Columns

BI
Data
Source
Columns

Snowflake tags

visibility in the

New UX

N/A ✓ ✓ ✓ ✓ N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

Upload Data

experience in the

more actions

menu

N/A ✓ ✓ ✓ N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

Conversations

feature

N/A ✓ ✓ ✓ ✓ N/A ✓ ✓ N/A Com-

ing

soon

✓ ✓ ✓ ✓ ✓

@-mentions in

rich text fields

are currently

missing [+]

functionality

that expands

mentioned ob-

ject

N/A ✓ ✓ ✓ ✓ N/A ✓ ✓ N/A Com-

ing

soon

Com-

ing

soon

Com-

ing

soon

Com-

ing

soon

Com-

ing

soon

Com-

ing

soon

Group back-

references and

allow group to

be collapsed or

expanded and

moved around

on templates

N/A ✓ ✓ ✓ ✓ N/A N/A N/A N/A Com-

ing

soon

Com-

ing

soon

Com-

ing

soon

Com-

ing

soon

Com-

ing

soon

Com-

ing

soon

Lineage N/A N/A N/A ✓ ✓ N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

Data Source-

targeted tem-

plates *

N/A N/A ✓ ✓ ✓ N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

NoSQL Support ✓ ✓ ✓ ✓ ✓ N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

Data Dictionary

Support (Beta

only)

N/A ✓ ✓ ✓ N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

* Available for both cloud and customer-managed instances
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Removed fea-
tures/functionality

Data
Source
Hub

Data
Source

SchemaTa-
ble

Col-
umn

Do-
main
Hub

Do-
main

QueryBI
Hub

BI
Servers

BI
Fold-
ers

BI
Data
Sources

BI
Re-
ports

BI
Re-
port
Columns

BI
Data
Source
Columns

Star functional-

ity in table

✓ ✓ ✓ ✓ N/A N/A N/A N/A ✓ ✓ ✓ ✓ ✓ ✓ ✓

Trust Flag ag-

gregation in ta-

ble

✓ ✓ ✓ ✓ N/A N/A N/A N/A ✓ ✓ ✓ ✓ ✓ ✓ ✓

Queries tab His-

tory sub-tab

N/A ✓ ✓ ✓ N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

Ask to Title N/A ✓ ✓ ✓ ✓ N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

Data Source Hub Page

Classic:

New:
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New features/functionality specific to Data Source Hub:

• Data Source, BI Server, and File System setup will be triggered from their own specific hub pages (not nested in 1

page as they are today). This will improve clarity and simplicity of the experience.

• Manage Settings will take the user back to the Classic experience as settings are not part of the New User

Experience scope.

• Hub pages will be accessible by clicking on the specific hub name in the left-side navigation (not the upper right

corner App menu, as that does not exist in the New User Experience).

Not yet complete features/functionality specific to Data Source Hub:

• None

Removed features/functionality specific to Data Source Hub:

• None
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Data Source Catalog Details Page

Classic:

New:
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New features/functionality specific to Data Source:

• None

Not yet complete features/functionality specific to Data Source:

• Not removable: Description, Stewards, Backreferences

• Not moveable (left or right): Properties, Tags, Domains, Backreferences

Removed features/functionality specific to Data Source:

• Upload Queries

Schema Catalog Details Page

Classic:

New:
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New features/functionality specific to Schema:

• None

Not yet complete features/functionality specific to Schema:

• Not removable: Description, Stewards, Backreferences

• Not moveable (left or right): Properties, Tags, Domains, Backreferences, Top Users, Source Comments

Removed features/functionality specific to Schema:

• None
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Table Catalog Details Page

Classic:

New:

New features/functionality specific to Table:

• Removed Sample Content tab and embedded on the Overview tab with Columns

• Sample Content can be removed just like any other field from the Table page template by Admins

• Consolidated tabs Queries, Filters, and Joins to a single tab
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Not yet complete features/functionality specific to Table:

• Not removable: Description, Stewards, Backreferences

• Not moveable (left or right): Properties, Tags, Domains, Backreferences, Top Users, Source Comments

• Data health tab content

Removed features/functionality specific to Table:

• None

Column Catalog Details Page

Classic:

New:
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New features/functionality specific to Column:

• None

Not yet complete features/functionality specific to Column:

• Not removable: Description, Stewards, Backreferences

• Not moveable (left or right): Properties, Tags, Domains, Backreferences, Top Users, Source Comments, Data

Type

Removed features/functionality specific to Column:

• Expressions tab

• Sample feature

• Profiling feature

Domain Hub Page

Classic:

New:
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New Features/Functionality:

• Search Domains

Not yet complete features/functionality:

• None

Removed features/functionality:

• None
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Domain Details Page

Classic:

New:
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New Features/Functionality:

• None

Not yet complete features/functionality:

• Browse this Domain table will become part of the layout template so Admins can decide where on the Domain

page this table shows up.

• Not removable: Description, Subdomains, Domain Users, and Backreferences.

• Not moveable (left or right): Subdomains, Domain Users, Backreferences, and Tags.

Removed features/functionality:

• None

Query Object Page

Classic:

New:
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New features/functionality specific to the Query object page:

• Copy SQL in SQL section

• Open in Compose in SQL section

• Ability to be notified of updates in email via Bookmark functionality

• More data added to Properties field: - LAST MODIFIED - CLONED - EXECUTED

• Consolidation of key functionality with the addition of Run History tab

Not yet complete features/functionality specific to the Query object page:

• Sharing and Access

• Connection Settings

• Run Query feature (formerly Run Form)

• Query page layout template functionality added to the Customize Catalog Admin Settings

Removed features/functionality specific to the Query object page:

• None
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Search Page

Classic:

New:
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New features/functionality specific to Search:

• New look and feel with clearer visual boundaries for scanning

• Consolidated filters on left-side filter menu

– Object Type filter, previously across the top of the page, and the Domain filter, previously attached to the

search bar, have been relocated

• Applied Filters section added at the top of the filters panel with Show All button to ensure filters don’t get pushed

too far down the left side filter menu

• Applied Filters section added at the top of the filters panel

• Clear All option for easy removal of all applied filters

• Can now select multiple objects within object filters and see ALL relevant default filters for the selected objects

– Classic behavior:

∗ If a user selects Object Type A, default + additional filters x, y, z show up

∗ If a user selects Object Type B, default + additional filters q, r, s show up

∗ If a user selected Object Type A and then selects Object Type B, Object Type A default filters AND

Object Type A selection are cleared, so that only Object Type B is selected and additional filters q, r, s

show up.

– New behavior

∗ If a user selects Object Type A, default + additional filters x, y, z show up

∗ If a user selects Object Type B, default + additional filters q, r, s show up

∗ If a user selected Object Type A and B, both objects remain selected and ALL default filters show up

(that is, additional filters x, y, z, q, r, s show up)

∗ Saved Search relocated to the top of the left-side panel (note feature not complete)

Not yet complete features/functionality specific to Search:

• Saved Search

• Table View

• More Filters

• Automatically updating result counts next to each filter (will not include Domains)

• Filters that, if selected, product no results are filtered out automatically (including Object Type filters)

• Bulk Actions

• Object Preview for search results
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Removed features/functionality specific to Search:

• Sort by: - Last Updated - Last Created

• Object Type Filters AND Hidden Filters settings will be IGNORED by the New User Experience (Note: Left

Side Filters settings will be respected by the New User Experience)

Navigation

Classic:

90 Chapter 5. Catalog Pages



Alation User Guide

New:
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New Features/Functionality:

• My Stuff section added to the left sidebar containing personally relevant content Bookmarks and Recently

Visited

– Recently Visited ordered by most recently visited at the top

• Wayfinder feature containing all primary catalog Objects for easy browsing in the left sidebar

• Wayfinder will auto-adjust to locate the user in the left sidebar where they are in the catalog to orient the user

• Resizable left sidebar panel to eliminate truncation of long names

• Alphanumeric sort

• Contains technical names of all Data Objects (not titles)

• App Menu containing Catalog, Compose, Governance, and Analytics entry points without having to click into

the previous Apps dropdown
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Not yet complete features/functionality:

• Curate functionality entry point to be relocated into the Governance app

• Bookmarks list sorting/filtering

• Navigation to Alation addons (Connected Sheets, Alation Anywhere, Marketplaces)

Removed features/functionality:

• Conversation browse

• Advanced Search

• Query Search

– Why? Consolidate all search activities to the full Search experience to focus our development efforts and

better support our customers

• Additional sort and filter options in the left sidebar [Recommend using Full Search + upcoming left sidebar

locate me capability for this browse use case]

Homepage

Example homepage

Classic:

New:
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Homepage editor

Classic:
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New:

New Features/Functionality:

• Increased customization options

– Ability to optionally remove all fields including the Search banner (which leaves the Search bar still available

via the app frame)

– Ability to add Custom Link fields and Object Previews (including Article previews)

• Easy-to-use Guided User Interface (GUI) available for Homepage configuration (JSON is no longer the only

configuration option, but it is still an available option)

– Note: Homepages NOT configured in the New User Experience will be denoted as Legacy and you will still

be able to edit and use them in the New User Experience as desired

5.2. New User Experience 95



Alation User Guide

Not yet complete features/functionality:

• Other new features such as Collections, which would enable users to create lists of objects within Alation and pin

those lists to their homepage. They can keep these lists private or share with others, helping all Alation users to

jump back into their work quickly.

• Ability to move features around on the Homepage

Removed features/functionality:

• Leaderboard

BI Hub and Detail Pages

BI Hub Page

Classic:

New:
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BI Server

Classic:

New:
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BI Folder

Classic:

New:
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BI Report

Classic:

New:
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BI Report Column

Classic:

New:
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BI Data Sources

Classic:

New:
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New features/functionality specific to BI Hub and details pages:

• None

Not yet complete features/functionality specific to BI Hub and details pages:

• ‘Chip’ next to the BI title contains the specific BI object type coming from the 3rd-party BI solution

• Search filters and Catalog Customization names to be updated to match

– BI Servers

– BI Folders

– BI Data Sources

– BI Reports

– BI Report Columns

– BI Data Source Columns

• Source Description field on BI Data Sources will be available in the 1.0 release

Removed features/functionality specific to BI Hub and details pages:

• None
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5.2.8 Providing Feedback on the Public Preview

Please use the Alation Customer Ideas Portal to submit your feedback on the visible experiences.

Select New UX/UI under Previews as your Category when creating a new idea:

The Alation team will review and provide feedback to improve the experience. All statuses will adopt their standard

meaning except:

• On the Roadmap means we will plan to address within the General Availability timeframe or as a fast follow.

• Future Consideration means we will consider in the future but it will not be part of General Availability.

• If a suggestion is not under consideration for this initiative, the idea will be moved into a different Category, OR,

if it will not be considered across any Category, it will be listed as Not Under Consideration.
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5.2.9 What User-Requested Changes Have Been Integrated into the New UX or Added
to the Roadmap?

Private Preview Customer and Alation Employee Feedback

Process: During Previews, customers provide feedback via multiple methods. All feedback was recorded and triaged

regularly. The most common and impactful updates within scope of the new user experience were Completed or Added

to the Roadmap of the New User Experience. 17 ideas were deemed not under consideration due to lack of demand

or impact or out of scope of this project. One feature originally planned, markdown capability in the Rich Text Editor,

has been Removed from scope.

Completed (9):

• In-line edit of Description column on the Column table*

• Want View to show up as the label next to the Table icon if the object is a View and not a Table

• Improve the Trust flag modal design to ensure there were no inadvertent deletions*

• Want the Column table on the Table page to auto-adjust in size to show more or less rows without scrolling within

the table*

• Want to see more rows in the Column Table on the Table page and have that row selection stick for the individual

across all Table pages*

• If a user paginates to page 2 of results in the Column Table on the Table page, clicks on a Column object and goes

to that page, then selects Back, user is dropped back on the 2nd page of results*

• Wanted a full view of the table to default to showing all rows*

• Ability to remove Samples from the the Table template and still have Columns show

• If a user sorts by Title paginates to page 2 of results in the Column Table on the Table page, clicks on a Column

object and goes to that page, then selects Back, the results are still sorted by Title*

• Reduced the space between filters in the Search filter section

* Implemented across all objects where relevant

On the New User Experience Roadmap (9):

• User-set width of columns within the Column Table should “stick” across a full session*

• Enable users to add and rearrange Custom fields as columns in the Column table on the Table page and allow

users to edit custom fields in-line or in a modal on the page in question

• Enable admins to set the default columns and order of columns in the Column table on the Table page

• Enable users to add Source Comments as columns on the Column Table on the Table page*

• Enable certain fields to be moveable left and right that currently cannot be moved left and right (Data Policies

(backreference), Properties, Source Comments, Domains, Tags)*

• Improved filtering on the @ mention picklist for quicker navigation*

• Presence of the Sample tab on the Table page should be controlled by the configuration of Sampling vs the visual

configuration templates

• Make it more obvious when SQL is collapsed

• Improve experience—full text does not show in samples when long

* Implemented across all objects where relevant

Removed from Scope
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• Markdown capability in the Rich Text Editor

Why removed? Upon further investigation, the available solution did not meet expectations. Implementing a

solution to meet expectations would require a level of effort significantly greater than the level of customer demand.

This feature has been added to the features to be considered in the future.

5.2.10 Issues Where Previous Settings and the New UX May Conflict

• You may not see all new Rich Text Field features if you have adjusted your Rich Text Defaults in the past—if you

are not seeing Rich Text Field features you expect to please update your allowed HTML styles.

5.2. New User Experience 105



Alation User Guide

106 Chapter 5. Catalog Pages



CHAPTER

SIX

DOCUMENT HUB BASICS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available in public preview from Alation version 2024.1

Important: You are viewing documentation for Classic Alation.

6.1 Overview

Document Hubs help your company organize long-form, written documentation related to your data. With Document

Hubs, you can create your own documentation types, such as project documentation, business processes and policies,

best practices, metric definitions, help content, or whatever suits your organization. You can create multiple document

hubs for different purposes. Each document hub is featured prominently in the catalog navigation, and search results can

be filtered based on document hubs.

6.1.1 Structure

Document hubs are made up of documents and folders. Hubs are the top-level containers. Beneath hubs are folders.

Folders contain documents. Documents hold your written content.
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6.1.2 Manage Documents through Folders

Folders help you manage the documents they contain. You can manage permissions, domains, and workflows on the

folder level and enable documents to inherit the folder settings. You can also manage these things on the document level

if desired.

6.1.3 Customized Names

Alation administrators can customize the names of these objects for each hub, so you may not see the terms document

hub, folder, or document in Alation unless you’re an administrator. The icons associated with these objects can’t be

changed, so you can use the icons shown above to tell whether something is a document hub, folder, or document.

6.1.4 Permissions

Folders and documents are visible to everyone by default. Folders and documents can be restricted to certain users. If

you don’t have permission to view a folder or document, you won’t be able to see it anywhere in the Alation catalog.

6.2 Enable Document Hubs

To get started with Document Hubs, see Enable Document Hubs.
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6.3 Navigate Document Hubs

All document hubs can be found in the left navigation menu.

1. If the left navigation isn’t visible, click the left navigation icon.

2. In the left navigation, document hubs have bookshelf icons and are listed near the bottom in order of their creation

date. Click a document hub to open the document hub page on the right.
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3. The left navigation shows a list of all the folders in the document hub, with an arrow to show or hide the documents

in each folder. The pane on the right lists all the document hub’s folders at the top and its documents at the bottom.
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Click a folder or document name to open it.

All document hubs can be found in the Apps menu. They’re located near the top and have bookshelf icons.Here’s an

example showing three document hubs with some custom names:

Click a document hub to open the document hub page. The document hub page lists all the document hub’s folders at

the top and its documents at the bottom. Click a folder or document name to open it.
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6.4 Search Document Hubs

In Alation’s search, you can filter the results to specific document hub content.

To filter search results by document hub content:

1. Click on the search box, then click Search Alation, or enter a search term and click See all results.

2. Expand the Object Type menu on the left.

3. To filter the search results to all document hub content, select Documentation. This will search the contents of

all document hubs.

4. To filter to a specific document hub, expand Documentation and select a document hub. This will search all the

folders and documents in that hub. You can select multiple hubs.

5. To filter to a specific folder with a document hub, expand the document hub and select the folder. You can select

multiple folders.

6. To filter to only documents within a document hub, expand the document hub and select the document type.

1. Click on the search box, then click Search Alation, or enter a search term and click See all results.

2. Click Documentation from the list of filters at the top.

3. Select the document hubs, folders, or document types you’d like to search. Use the search filter at the top of the

drop-down menu to filter the list of hubs, folders, and documents.

6.5 Create and Configure Document Hubs

You must be a Server Admin or Catalog Admin to create or configure Document Hubs. You must be a Steward or higher

to create or configure folders and documents.

6.6 Where Are Articles in the New User Experience?

Articles are only visible in the classic user experience. In the New User Experience, you will only see Document Hubs,

and any links to articles will take you to the classic user experience.

If you have access to the Alation Community, you can find more information in the Alation Brief recording: Document

Hubs: An Update on the Future of Articles.

6.7 Document Hubs vs. Articles

Document Hubs are the new documentation feature in Alation. They will eventually replace articles. Alation will

provide a migration path from articles to Document Hubs.

Here are some key advantages to Document Hubs:
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6.7.1 Folder-based Stewardship

• Folders have layout-enabled templates, so you can assign stewards and people sets on the folder level.

• You can manage permissions and domains on the folder level and enable documents to inherit the folder settings.

• Documents are explicitly assigned to folders, making the association completely user-determined rather than

determined indirectly by template assignments.

6.7.2 Template Management

• Documents are required to have one and only one template, which provides more consistent layouts. Articles

could have multiple templates or no template at all.

• Document Hubs can have a default template.

• Folders have their own templates, while article groups can’t have templates at all.

6.7.3 Workflows

• Folders can be managed with the powerful Workflows feature (requires the Data Governance app), which is more

customizable than the simple Agile Approval feature for articles.

6.7.4 General

• Document Hubs can have customized names, allowing you to meet specific uses for your business.

• Document Hubs are faster, more reliable, and more scalable than articles.

6.8 Document Hubs vs. Glossaries

Document Hubs extend and build on the existing functionality for Glossaries and Terms. When you enable Document

Hubs, there will be no functional changes to your existing glossaries and terms. The Glossary Hub is already considered

a document hub, glossaries are considered to be folders, and terms are considered to be documents.

Once Document Hubs are enabled, future enhancements to Document Hubs will automatically apply to glossaries and

terms.

6.9 Roadmap

Included in Public Preview I:

• Define document hubs in Classic or New User experience (admin roles only)

• Publish document hubs for non-admin users

• Create folder and document pages

• Define workflows

• Public APIs

On the roadmap:
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• Improvements to Document Hubs integration with Alation Analytics

• Relevant Documents (backreference with @-mentioning of documents)

• Breadcrumbs in document selection dialog

• Deletion of empty document hubs

• Document preview on the Alation homepage

• Taxonomy

• Stewardship Workbench

• Migration solution

6.10 Deprecation and Migration of Articles

Alation will provide a migration path from articles to Document Hubs. Articles will be deprecated once we’ve validated

Document Hubs and ensured all customers have a path forward in migrating articles to Document Hubs successfully.

• Agile Approval. Use Workflows instead (requires Data Governance app)

• Article references. During migration, references to articles via @-mentions or object sets will be replaced with

references to the migrated document.

• Attachments. Since Document Hubs don’t support attachments, we are investigating how to help you move from

uploaded file attachments to attachment links in Document Hubs.

• Bulk Utility. Will continue to work with terms only

• Suggested Terms (Lexicon).

6.11 Providing Feedback on the Public Preview

Please use the Alation Customer Ideas Portal to submit your feedback on Document Hubs.

Select Document Hubs under Previews as your category when creating a new idea.

The Alation team will review and provide feedback to improve the experience. All statuses will adopt their standard

meaning except:

• On the Roadmap means we will plan to address within the General Availability timeframe or as a fast follow.

• Future Consideration means we will consider in the future but it will not be part of General Availability.

• If a suggestion is not under consideration for this initiative but may be for another initiative, the idea will be

moved into a different category.

• If a suggestion will not be considered across any category, it will be listed as Not Under Consideration.

114 Chapter 6. Document Hub Basics



Alation User Guide

6.12 Frequently Asked Questions (FAQ)

1. What happens to glossaries and terms?

Glossary and Terms will continue to function as is. When the Document Hubs feature flag is enabled, Glossary

will become a type of Document Hub. So any enhancements to Document Hubs will be reflected in Glossary and

Terms.

2. What happens to articles?

There is no impact to articles currently, but we are aiming to deprecate articles after we have validated Document

Hubs and ensured all customers have a path forward in migrating articles to Document Hubs successfully.

3. Will we have to pay for the Data Governance app now when we are used to Agile Approval for articles free

of cost?

We understand this is a friction point for current article users and are looking to see how best we can address this

issue.

4. What will the articles migration path look like?

We are currently working on defining an improved migration experience that may not involve Bulk Utility. We

will share more information on migration in the coming months.

5. What will happen to attachments in articles during migration?

We understand this is a migration concern for some customers. We are investigating how we can help these

customers move from uploaded content to attachment links in Document Hubs.

6. What will happen to existing @-mentions or references to articles after migration?

@-mention of articles and existing references of articles in object sets will be replaced with a migrated document

page reference, as it works with terms migration today.

7. Will Bulk Utility be available to bulk load glossary terms and Document Hubs?

Bulk Utility will continue to be available for terms until we have solidified the bulk upload method for Document

Hubs.

8. What about migrating a glossary folder to a different Document Hub?

Migrating articles will be first priority, followed by migrating terms, glossaries, and business policies to other

Document Hubs, in that order.

9. Will the Alation homepage support object preview of Documents?

We will be adding support for this feature.

10. How do I choose between articles, terms, and Document Hubs?

Choose Glossary Terms or Document Hubs where it meets your needs, so that you minimize migration effort

down the road. If you are not using or creating articles, you should be able to turn articles off in the UI so your

users are not confused. Server Admins can use the Feature Configuration page to enable the feature flag Hide all

entrypoints in the UI for Articles and Article Groups.

11. What are the advantages of Document Hubs?

Document Hubs aims to elevate the Documentation feature set with enhanced customization and an improved

search and discovery experience such that you can organize documentation content as it makes sense for your

organization. Here is a comparison on some key functionalities.
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Functionality Articles Document Hubs/Glossary Terms

Custom fields Yes Yes, in parity with Glossary Terms

Custom labels No Yes, custom labels for top-level navigation, folder

and document names

Layout customization for docu-

ment/article pages

No Yes

Layout customization for

folder/article group pages

No Yes, one folder layout per document hub

Additional context No Yes, template name and breadcrumbs will show up

in search results

Relevant content back reference Yes (Relevant

Articles)

Object Sets in public preview I, Relevant Documents

will be in public preview II

Version history Yes Yes, advanced history with field level changes

Domains Limited Yes

Permissions Yes Yes

Bulk permissions No Yes

Workflow Limited - Agile

Approval

Change management; add new object

Children Yes Will be available in public preview III

Attachments Yes No
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CHAPTER

SEVEN

CONVERSATIONS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

All Alation catalog users can initiate discussions about data through the Conversations feature. Conversations allows

you to:

• Ask questions about catalog objects.

• Address them to experts.

• Leave a record of your discussion for future users.

Alation promotes visible, real-time dialogues within the data context by saving all Conversations in a publicly-viewable

format, integrating Conversations in multiple areas of the Alation data catalog interface, and linking Conversations to

catalog objects.

7.1 Publicly-Viewable Format

The Conversations feature saves every individual Conversation as a catalog page to prevent user knowledge from getting

buried in a private communication channel. Just like other object catalog pages, all Conversations are searchable, and no

Conversation can be hidden from user view. You can use this permanent record of past Conversations to easily discover

expert knowledge instead of creating a redundant Conversation.

7.2 Integration in the Catalog Interface

By using one of the three methods listed below, Alation users can access Conversations from any page within the catalog.

7.2.1 Catalog Search

You can search all Conversations in the catalog using the Conversations panel in the left sidebar or the search box.

These features are available on any catalog page and can be seen in the screenshot below.
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7.2.2 The Conversations Slideout

If you are on an object’s catalog page, you can open the Conversations slideout by clicking its tab on the right side of

the page. From the slideout, you can view Conversations about the catalog object or start a new Conversation.

7.2.3 Your Inbox

You can view and manage the Conversations you’re participating in by accessing your Inbox. Alation allows you to open

your Inbox from any catalog page by clicking the My Inbox icon in the top toolbar.

7.3 Integration with Slack

Applies to 2023.3 and newer

Applies only to Alation Cloud Service on the cloud native architecture

If you have the Alation Anywhere for Slack integration, you can interact with Alation Conversations inside Slack. See

Alation Anywhere for Slack for more information.
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7.4 Links to Catalog Objects

The Conversations feature allows users to connect a Conversation and a catalog page through the Referring to field or

@-mentions in the body section. When you use one of these functionalities to select a catalog object, Alation embeds a

link to the object’s catalog page inside the Conversation. At the same time, the Conversation appears in the Conversations

slideout on the object’s catalog page.

This two-way connection makes it easy for future users to answer their questions by examining past Conversations in the

slideout. Experts assigned to the Conversation can also access the relevant catalog page from the Conversation in order

to provide a more informed answer.

7.5 Conversation Components

Every Conversation within Alation contains five essential components. All five components can be seen on a published

Conversation page.

7.5.1 Subject

In the screenshot above, the Conversation’s subject is displayed in bold in the upper-left corner. The subject component

indicates the Conversation’s topic in a short phrase, a lot like the subject line of an email.

In the Alation data catalog, a Conversation’s subject is crucial to future user discovery. The Conversations panel within

the left sidebar lists the catalog’s Conversations by subject. Users can discover Conversations relevant to them by

scrolling through this list or entering text in the Filter this list box. They can also search for Conversations by subject

with the search box in the top toolbar.

Because the subject helps future users discover Conversations, Alation requires that every Conversation include subject

text before it can be published to the data catalog.
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7.5.2 Assigned to

The Assigned to field is displayed below the subject line and to the right of the Mark Resolved button. It helps users to

ensure that their Conversation is visible to a subject matter expert.

Starting in 2023.3, you can choose multiple users or groups as the Conversation’s assignees. In earlier versions, you can

only assign a single user.

Assignees receive a notification in their Inbox every time someone contributes to their assigned Conversation.

You don’t have to fill out the Assigned to field before publishing a Conversation, and any user viewing the Conversation

can update the Conversation’s assignee.

Note: For more information about adding an assignee or changing a Conversation’s assignee, see Posting a New

Conversation and Interacting with Conversations.

7.5.3 Referring to

The Referring to field functions very similarly to the Assigned to field and appears to its right in the screenshot. It

enables you to note a catalog object’s importance to a Conversation by designating it as the Conversation’s reference.

When you select a reference, Alation embeds a link to the reference’s catalog page inside the Referring to field and

inserts the Conversation into the catalog page’s Conversations slideout. This two-way connection helps future users to

access relevant discussions and catalog pages regardless of the page they start on.

Like the Assigned to field, the Referring to field can only include one catalog object at a time. You’re not required to

name a catalog object as a reference before publishing a Conversation, and any user can make changes to the Referring

to field at any time.

Note: The Referring to field does not appear when you access a Conversation from the Conversations slideout on

a catalog object page. Conversations inside a Conversations slideout always refer to the catalog page the slideout is

located on.

For more information about adding a reference or changing a Conversation’s reference, see Posting a New Conversation

and Interacting with Conversations.
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7.5.4 Body

As shown above, the body section of a Conversation always appears below the subject line and the Assigned to and

Referring to fields. The body section acts like the “original post” that replies to the Conversation follow. It includes

information about the user who started the Conversation, the text they posted, and a time stamp from the moment that

they started the Conversation.

The body section provides details that help future users understand the Conversation, and so it must include text before

the Conversation can be published. Alation’s search feature also reflects this key role by including Conversations with

relevant body content in search results.

The body section allows you to connect users and catalog pages to a Conversation with @-mentions. When you

@-mention a catalog page, Alation embeds a link to the catalog page in the Conversation and places the Conversation

inside the catalog page’s Conversations slideout. On the other hand, if you @-mention a catalog user, they will receive

notifications about the Conversation in their Inbox.

The @-mentioning functionality behaves a lot like the Assigned to and Referring to fields, but it’s distinct from both

of them. A Conversation can only be assigned to one user and referring to one catalog object at one time, but the

Conversation’s body section can include an unlimited number of @-mentions.

Note: A similar @-mentioning functionality is also available in the body section of Articles.

For more information about adding an assignee or changing a Conversation’s assignee, see Posting a New Conversation

and Interacting with Conversations.
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7.5.5 Replies

A Conversation’s replies are displayed in a continuous thread directly below the body section, like in the screenshot

above. Any user can reply to either the original post or another user’s comment. Like the body section of a Conversation,

each reply provides information about the user who posted it, their posted text, and a time stamp. Replies are listed

chronologically, with the first reply beneath the body content and the most recent response at the bottom of the reply

thread.

The replies section of a Conversation provides a space for users to answer questions from the body content or post

additional discussion points. Alation’s search feature allows users to easily find this content by including relevant

Conversation replies in its results.

7.6 Next

Now that you’ve read about Conversations’ role inside the Alation data catalog and a Conversation’s main components,

try these topics:

• Finding Conversations

• Using Your Inbox

• Posting a New Conversation

• Interacting with Conversations
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7.6.1 Finding Conversations

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Conversations feature is designed to give users easy access to any Conversation. You can find Conversations from

any catalog page by searching, opening the Conversations slideout, or accessing your Inbox.

Your Inbox contains only Conversations you’ve participated in. Using Your Inbox explains your Inbox’s features and

how they help you keep track of your Conversations. Conversations search and the Conversations slideout allow you to

discover past Conversations while browsing in the catalog. These features will be discussed below.

Conversations Search

Every catalog page includes Alation’s search feature and the Conversations panel in the left sidebar. You can use either

one to enter search terms and access catalog Conversations from the results.

Conversations Panel

The Conversations panel allows you to select catalog Conversations from a list or search for a Conversation by subject. It

appears in Alation’s left sidebar, along with panels for Data Sources, Articles, and other catalog objects. The screenshots

below show that the Conversations panel is visible whether the left sidebar is closed or expanded.
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To access the Conversations panel’s functionalities, click the Conversations icon in its upper-left corner. The Conversa-

tions panel will open in the left sidebar so you can view the features inside it.
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The Conversations panel includes a list of links to top catalog Conversations and a Filter this list box. By default, the

list displays the most recently opened Conversations in the catalog for easy access.

The Conversation you’re looking for may not appear in the list when you open the Conversations panel, and so you might

need to use the Filter this list box to search for it. If you enter text in the Filter this list box, the list of Conversations

will be populated with Conversations whose subject lines match your search terms.

You can also use the sorted by filter above the Filter this list box to help you find the Conversation you’re looking for.

The sorted by filter determines how the list of Conversations is ordered. If you want the list of Conversations to be

sorted alphabetically instead of by recency, click newest from the sorted by filter. Select name from the dropdown

menu that appears.

If you want to sort the list by recency again, follow the same process to change the sorted by filter from name to newest.

You can use the sorted by filter by itself to find your Conversation, or you can change it after entering text in the Filter

this list box to reorder the resulting list of Conversations.

Note: The Filter this list box searches only a Conversation’s subject text. It will not return results based on Conversation

body text or replies. To search for Conversations by subject, body text, and replies, see the Search Feature section below.
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Search Feature

Alation’s search feature allows you to search for Conversations within the catalog by subject, body text, and replies. You

can use the search feature in two different ways to find Conversations:

• Enter text in the search box to search all objects in Alation, including Conversations.

• Navigate to the search page to filter your results to only Conversations.

Using the Search Box

You can quickly search for Conversations by entering text in the search box in the top toolbar, just as you would when

searching for any other catalog object. As you type, the search dialog below the search box will display the most

frequently used objects in Alation that match your search terms. If a Conversation has a subject line, body text, or a

reply that contains your search terms, it may appear in this list.

If the Conversation you’re looking for is included in the list, you can click its link to open it. Otherwise, you will need to

use the search page’s capabilities to find your Conversation.

Filtering Results on the Search Page

The search page includes a full-page view of results and search filters that make it easier to find Conversations. You can

access the search page from the search box.

After you finish typing your search text in the search box, navigate to the search page by clicking the See all results link

at the bottom of the search dialog. You will be taken to a full-page view of your search results like the one below.

The search page lists all catalog objects that match your search by default, but you can filter your results to include only

Conversations.

1. Click the More Types button (outlined in red in the screenshot above) to open the Object Types dropdown menu.

2. Scroll through the list of objects and select Conversations.

The More Types button will change to display Conversations, and your results will be filtered to include only

Conversations.
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Conversations Slideout

The Conversations slideout allows you to interact with the Conversations feature while you’re on a data object’s catalog

page. You can use the slideout to find existing Conversations connected to the data object, or to start a new Conversation.

When you open a catalog object page, the Conversations slideout appears as a tab on the upper-right side of the page.

The tab displays the Conversations icon and the number of Conversations inside the slideout.

Note: The Conversations slideout does not appear on Conversations, Column Values, Functions, Users, and Groups

pages.

To open the Conversations slideout, click the slideout tab. The slideout will expand from the right so you can access its

functionalities.
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Post a New Conversation

Every Conversations slideout includes a + Conversation button in its upper-right corner that you can use to create a

new Conversation. If you post a new Conversation from the slideout, it will appear in the slideout’s Started Here area.

For more information about Conversations started inside Conversations slideouts and instructions on posting a Conver-

sation, see Posting a New Conversation.

Started Here and Mentioning This

Most of the space inside the Conversations slideout is devoted to the Started Here and Mentioning This areas. The

Started Here area contains a list of Conversations that refer to the catalog page the slideout’s on. Conversations that

@-mention the catalog page are displayed in the Mentioning This area.

You can change the Conversations displayed in the Started Here and Mentioning This areas with the Status filter

above the Started Here area. By default, the filter is set to Any. To view only open or resolved Conversations, click

Any and select Open or Resolved from the dropdown menu that appears.

Click a Conversation to view its details. The Conversation will expand inside the Started Here or Mentioning This

area so that you can see the full original post as well as other users’ replies. The expanded view allows you to interact

with the Conversation by replying or making changes. You can also see the Conversation in full-page view using the

three-dots ( . . . ) displayed in the upper right of the expanded view.

Note: If the Conversation also appears in your Inbox, there will be two additional icons in the upper right of the

expanded view. You can use them to open the Conversation in your Inbox or archive it.
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Next

For more information about the role Conversations play in Alation, head back to Conversations. You may also be

interested in these topics:

• Using Your Inbox

• Posting a New Conversation

• Interacting with Conversations

7.6.2 Using Your Inbox

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In Alation, your Inbox serves as a central hub for all your interactions with other catalog users. It keeps records of your

past messages and notifies you when another user contributes to something you’re invested in.

For the most part, your Inbox contains Conversations that you’ve participated in. It may also include notifications from

workflows that you review. The sections below will help you to recognize Inbox notifications, access your Inbox, and

view its contents.

Inbox Notifications

Your Inbox notifies you when you receive a workflow task or one of your Conversations is updated. If the Inbox contains

new notifications, a blue dot will appear on the My Inbox icon in the top toolbar.

Access your Inbox to view your new Conversations or workflow task notifications. Once you view the notifications, the

blue dot will disappear from the My Inbox icon.

Accessing Your Inbox

To open your Alation Inbox from any catalog page, click the My Inbox icon displayed on the right side of the top toolbar.

In some cases, you can also open your Inbox from a Conversation that you’re viewing in full-page view or inside a

Conversations slideout.

If the Conversation is one that’s in your Inbox, there will be an Open My Inbox icon in its upper-right corner. Click the

icon to access your Inbox.
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Inbox Contents

Alation organizes your Inbox according to the different types of messages it contains. Notifications about workflows you

review go in the Tasks tab, and the Conversations tab contains all the catalog Conversations that you’re a part of.

When you open your Inbox, Alation automatically displays the Conversations tab. You can go to the Tasks tab by

clicking the Tasks tab label.

The sections below describe the contents of the Conversations and Tasks tabs in more detail.

Conversations Tab

The Conversations tab allows you to view and interact with the Conversations in your Alation Inbox in multiple ways:

• Open a new Conversation page with the + Conversation button. See Posting a New Conversation for instructions

on creating a Conversation.

• Find a Conversation in your Inbox using the search box.

• See all of your active Conversations and in the My Inbox area. You may also see Agile Approval notifications

here.

• View all the Conversations you started or had assigned to you in the Started by Me and Assigned to Me areas.

• Move a Conversation from My Inbox to the Archived area.

When a Conversation you’re interested in appears in your search results or an Inbox area, click it to expand it in the

reading pane. From the expanded view, you can see the Conversation’s contents and interact with it just as you would in

the catalog.

The sections below provide more details about using the search box, viewing Conversations in the Alation Inbox areas,

and moving Conversations to the Archived area.
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Using the Search Box

To find a Conversation based on its content, enter text in the search box below the Conversations and Tasks tab labels.

As you type, the reading pane will be populated with Conversations from all four Inbox areas. When you see the

Conversation you’re looking for in the search results, click it to expand it inside the reading pane.

Note: The Conversations tab search box lists Conversations as results if they have a subject line, body text, reply,

assignee, author, or participant who’s posted a comment that matches your search terms. To learn more about these

Conversation components and user-interaction roles, see Conversations and Interacting with Conversations.

My Inbox

When you open the Conversations tab, the reading pane automatically displays your My Inbox area in the reading

pane. The My Inbox area contains Conversations where:

• You posted a comment.

• You were named as an assignee.

• You were @-mentioned in the initial post or a comment.

• You started the Conversation and someone else replied.

The My Inbox area lists Conversations according to user interactions, with the Conversations that users have interacted

with recently at the top of the reading pane.

Alation will display the number of new or updated Conversations My Inbox contains beside My Inbox in the list of

Inbox areas. Inside the My Inbox area, new or updated Conversations will be displayed in bold.

Assigned to Me

The Assigned to Me area contains only catalog Conversations that have been assigned to you. Alation displays the

number of open Conversations assigned to you next to Assigned to Me in the list of Inbox areas. Inside the Assigned to

Me area, new or updated Conversations are displayed in bold.

Note: By default, the Assigned to Me area only displays Conversations that haven’t been marked resolved. To include
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resolved Conversations, click the Show Resolved checkbox displayed above the reading pane. The reading pane will be

updated to include both resolved and open Conversations that are assigned to you.

Started by Me

The Started by Me area contains every catalog Conversation that you’ve started. It displays new or updated Conversations

in bold.

Note: By default, the Started by Me area only displays Conversations that haven’t been marked resolved. To include

resolved Conversations, click the Show Resolved checkbox displayed above the reading pane. The reading pane will be

updated to include both resolved and open Conversations that you started.

Archiving Conversations

The Conversations tab allows you to make any Conversation in your Alation Inbox less visible by moving it to the

Archived area. When you archive a Conversation, Alation removes it from the My Inbox area and places it in the

Archived area instead.

Note: Archived Conversations are still included in the Assigned to Me and Started by Me Inbox areas.

Archiving a Conversation also doesn’t change its visibility in the catalog. Archived Conversations still appear alongside

other Conversations in the Conversations panel, Conversations slideout, and on the search page.

To change a Conversation’s visibility in the catalog and discourage future users from adding responses, delete the

Conversation or mark it as resolved.

To archive a Conversation inside your Inbox, follow the steps below.

1. Select My Inbox from the list of Inbox areas.

2. Click the Conversation you’d like to archive. It will expand inside the reading pane.

3. Click the Archive icon in the upper-right corner of the Conversation. The icon will turn green, and Alation will

move the Conversation to the Archived area of your Inbox.

You can also unarchive a Conversation that you previously moved to the Archived area. To unarchive a Conversation

from inside your Inbox, follow the steps below.

1. Select Archived from the list of Inbox areas.
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2. Click the Conversation you’d like to unarchive. It will expand inside the reading pane.

3. Click the Archive icon in the upper-right corner of the Conversation. The icon will change colors from green to

gray, and Alation will restore the Conversation to the My Inbox area.

If a Conversation is included in your Inbox, you can also archive or unarchive it from inside a Conversations slideout by

following the steps below.

1. Navigate to the catalog page that includes the Conversation in its slideout.

2. Click the slideout tab to open the Conversations slideout.

3. Click the Conversation you’d like to archive or unarchive. It will expand inside the Conversations slideout. If the

Conversation is included in your Inbox, there will be an Archive icon in its upper-right corner.

4. Click the Archive icon to archive or unarchive the Conversation. The icon will be green if the Conversation is

currently archived and appear gray if it is not archived.
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Tasks Tab

The Tasks tab organizes all of your workflow notifications in one place. You receive a notification in the Tasks tab

when a user suggests a change to a catalog object enrolled in a workflow and the workflow progresses to a step where

you are listed as a reviewer. When your Tasks tab contains a workflow notification, a blue dot will appear on the My

Inbox icon in the top toolbar.

The Tasks tab contains a Go to Workflow Center button and a My Tasks table. The My Tasks table lists all of your

workflow notifications with details about where the change was suggested, who suggested it, and when they made their

suggestion.

From the Tasks tab, you can click the Go to Workflow Center button to open the Workflow Center and view workflow

details there. You can also use the links in workflow notifications to open the catalog page where the change was

suggested and approve or reject it. For more instructions about interacting with workflow tasks, see Workflow Review

Tasks in the Suggesting Changes topic.

Next

You can learn more about Conversations and discover ways to participate in them by accessing these topics:

• Conversations

• Finding Conversations

• Posting a New Conversation

• Interacting with Conversations

7.6.3 Posting a New Conversation

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

If you can’t find an existing Conversation in the catalog about a topic, you can post a new one.

Initiating a Conversation makes you the Conversation’s author and allows you to shape the discussion by filling in the

Conversation’s components. In Alation, authors also have the ability to edit or delete their Conversation at any time

after it’s posted. (For instructions on editing and deleting Conversations, see Interacting with Conversations.)
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You can create a new Conversation in Alation from the same parts of the catalog interface you use to search for existing

Conversations. Once you navigate to one of these areas, it only takes a few steps to post a new Conversation. The

sections below will guide you to open a new Conversation page and then add details before posting your Conversation.

Opening a New Conversation

The Conversation-creating features in your Inbox, the Conversations panel, and the Conversations slideout allow you to

open a new Conversation from wherever you are in the catalog. You can start a Conversation about any catalog object

from your Inbox and the Conversations panel of the left sidebar. You can also open a new Conversation referring to a

particular catalog object from its Conversations slideout.

Once you’ve navigated to the Conversations panel, your Inbox, or a Conversations slideout (see Finding Conversations

and Using Your Inbox for instructions), use the directions below to open a new Conversation.

Conversations Panel

You can create a Conversation from the Conversations panel if the left sidebar is expanded or the Conversations panel is

open. (See Finding Conversations for screenshots and instructions on opening the Conversations panel.)

When you hover over the Conversations panel in one of these states, a plus icon ( + ) appears in the panel’s upper-right

corner. Clicking this button will open a new Conversation in full-page view.
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Inbox

Your Inbox includes a + Conversation button in its upper-right corner. If you click the button while inside the

Conversations tab, a new Conversation page will open in your Inbox’s reading pane.

Note: If you have not yet started any Conversations in Alation, you can also initiate a Conversation from the Started

by Me area of your Inbox. Click the Start New Conversation button below “No Conversations started by you” to open

a new Conversation page in the reading pane.

Conversations Slideout

Just like your Inbox, the Conversations slideout has a + Conversation button in its upper-right corner. Clicking the

button will open a new Conversation page within the Started Here area of the slideout.

Conversations started in the slideout automatically refer to the object page you’re on, and so the Referring to field will

not be visible inside the new Conversation page. To start a Conversation referring to a different catalog object, open a

new Conversation page from the Conversations panel or the Inbox.

Note: If there aren’t any Conversations in the catalog that reference the object page you’re on, the Started Here area

won’t contain any Conversations. In this case, there are two different ways that you can open a new Conversation in the

slideout:

• Click the + Conversation button.

• Click the Start New Conversation button visible in the Started Here area.
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Filling in Required Fields

When you open a new Conversation using one of the three methods described above, Alation creates a new Conversation

catalog page and displays it in your catalog interface. The new Conversation page will appear a little different depending

on the location you opened it from, but it will contain fields for the Conversations components.

You are required to fill in the subject and body fields before you can post the Conversation to the catalog. After you

create a subject line and enter your question or discussion point in the body section, Alation will enable the Post button.

You can click Post to publish your Conversation in the catalog now, or use other Conversation components to add

catalog connections to the Conversation first.
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Adding Connections

Before you post your Conversation, you can use the Assigned to and Referring to fields and the body section to connect

your Conversation to specific catalog users or object pages. You’re not required to add connections in order to post your

Conversation, but they can help future users find and understand it.

The Assigned to and Referring to fields are Conversation components that allow you to select an assignee and catalog

object as the Conversation’s main reference points. As the Conversation’s author, you can also add users and catalog

objects to the Conversation by including @-mentions in the body section.

The sections below explain how to include a reference, an assignee, or @-mentions in your Conversation. After you

finish adding connections to your Conversation, click Post to publish it.

Assigned to

To learn about the Assigned to field and a Conversation assignee’s role, see the Assigned to section in the Conversations

topic.

Starting in 2023.3, you can choose multiple users or groups as the Conversation’s assignees. In earlier versions, you can

only assign a single user.

To add an assignee:

1. Click the Select Assignee link in the Assigned to field. A user-search dialog will appear below the field.

2. Find the catalog users or groups you’d like to assign to the Conversation. The search box allows you to narrow

your results in different ways:

• Enter text in the search box to filter the list to catalog users and groups that match your search terms.

• Click Users or Groups to show only users or only groups.

• Click the clock icon displayed on the right inside the search box. The list will be updated so that you only

see users whose user pages you’ve visited recently.

3. When you see a user or group you want to assign in the search results, select their name from the list. They will

appear in the Assigned to field, and Alation will send a notification to their Inbox once the Conversation is posted.

Referring to

To learn about the Referring to field and a reference’s role in a Conversation, see the Referring to section in the

Conversations topic.

If you want to add a catalog object as a Conversation’s reference, follow the steps below.

Note: You can’t add a reference to a Conversation started in the Conversations slideout. The Conversation will

automatically refer to the object page the slideout’s on and the Referring to field will not be visible. You can change the

Conversation’s reference by posting it, then opening it in your Inbox or full-page view.

1. Click the Select Reference link in the Referring to field. An object-search dialog will appear below the field.
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2. Find the catalog object you’d like to add as the Conversation’s reference. The object-search dialog allows you to

use the search box or filter the object list by type in order to narrow your search.

• To filter the object list by an object type before searching, select one from the list inside the object-search

dialog.

• Enter text in the search box. The object list will be updated to display only results that match your search

terms.

Note: You can narrow the list of results further using two different methods:

– Click the star, eye, and clock icons to toggle them on. Depending on which icons are in use, the object

list will display only results that you have starred, are watching, or recently visited.

– In the Showing field below the search box, click Everything. Select an object type from the dropdown

menu that appears. The object list will be updated to display only search results of that object type.

3. When you see the catalog object you’d like to refer to in the object list, select it. The object’s title will appear in

the Referring to field, and the Conversation will be added to the Conversations slideout on the object’s catalog

page.

Body @-mentions

You can connect a Conversation to additional objects and users with @-mentions. Conversation authors can use

@-mentions to name important users and catalog objects in their Conversation’s body section.

The Body section of the Conversations topic explains the connection that @-mentions create between the Conversation

and the user or object being mentioned. If you want to add an @-mention to your Conversation, follow the steps below.

1. Type the @ character. A search dialog will appear.

7.6. Next 139



Alation User Guide

2. Find the catalog object or user you’d like to @-mention. The search dialog allows you to use the search box or

filter the results list by type in order to narrow your search.

• To filter the results list by an object type or user groups before searching, select one from the list inside the

search dialog.

• Enter text in the search box. The results list will be updated to display only results that match your search

terms.

Note: You can narrow the list of results further using two different methods:

– Click the star, eye, and clock icons to toggle them on. Depending on which icons are in use, the object

list will display only results that you have starred, are watching, or recently visited.

– In the Showing field below the search box, click Everything. Select an object type or user group from

the dropdown menu that appears. The object list will be updated to display only search results that are

that object type or belong to that user group.

3. When you see the user or object you’re looking for in the search results, select it from the list. The object or user

page will be embedded in the Conversation as a link.

If you @-mentioned a user, Alation will send a notification to their Inbox after the Conversation is posted.

Next

Once a Conversation is posted, every catalog user (including the author) is able to view it, reply to it, and bring it to

other users’ attention. For more information about what you can do with existing Conversations, go to Interacting with

Conversations.

You can also learn more about Conversations by reading these topics:

• Conversations

• Finding Conversations

• Using Your Inbox
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7.6.4 Interacting with Conversations

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Every catalog user has the opportunity to contribute to Conversations that have been posted in Alation. Users can

easily access a posted Conversation if it appears in their Inbox, and they also have the opportunity to discover any

Conversation by opening the Conversations slideout or conducting a search.

Once you find a Conversation, you can participate in it by:

• Replying to it.

• Interacting with other users’ comments.

• Making changes to the Conversation’s connections.

• Resolving or reopening the Conversation.

• Inviting other users to join the discussion.

If you’re the Conversation’s author, you can also:

• Edit the body text of the Conversation.

• Delete the entire Conversation.

You can interact with a Conversation anywhere you find it in the catalog. All of a Conversation’s interactive features are

available inside your Inbox or a Conversations slideout, but you can also open the Conversation in full-page view to see

it independent of other catalog pages.

Full-Page View

When you open a Conversation in full-page view, Alation displays it by itself in the catalog interface. Full-page view

acts like a Conversation’s catalog page and provides easy access to all of its components and features.

Conversations that you access from the Conversations panel or the search page always open in full-page view. You can

also open a Conversation in full-page view from the Conversations slideout using the steps below.

1. Click the slideout tab to open the Conversations slideout and view the Conversations in its Started Here and

Mentioning This areas. (For screenshots and more details about the Conversations slideout, see the Conversations

slideout section of Finding Conversations.)

2. Click the Conversation you’d like to see in full-page view. The Conversation will expand so that you can see all of

its components.

3. Click the three dots ( . . . ) in the Conversation’s upper-right corner.
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4. From the dropdown menu that opens, select Full Page View.

Note: Conversations can’t be opened in full-page view from inside your Inbox. They open inside your Inbox’s reading

pane, and you can access all of their features from there.

Participant Capabilities

Any catalog user can interact with a catalog Conversation as a participant, including the Conversation’s author. The

Conversations feature allows participants to build on a Conversation in a variety of ways.

You can participate in a Conversation if you’ve opened it inside the Inbox, the Conversations slideout, or full-page view.

In order to participate in a Conversation inside the Inbox or a Conversations slideout, you must click its list entry to see

it in an expanded view.

Once you’ve opened a Conversation inside one of these areas, you can use the directions in the sections below to interact

with it.

Posting a New Reply

Participants have the opportunity to add content to a Conversation by posting comments in its reply thread.

To reply to a Conversation in Alation, follow these steps:

1. Click the Reply button displayed in the Conversation’s lower-left corner. If the Conversation has been marked

resolved, click the Reopen to Reply button. A reply dialog will open below the Conversation.

2. Enter text in the reply dialog.

Note: If you want to link the Conversation to a catalog object or user in your reply, you can insert an @-mention

at this step. Use the directions in Body @-mentions to create an @-mention.
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If you @-mention a catalog user, Alation will send them a notification after you post your reply.

3. When you’re finished creating your comment, click Post in the reply dialog’s lower-right corner. Your comment

will appear in the reply thread.

Interacting with Posted Comments

Alation allows participants to interact with comments already posted in the reply thread by responding to them or liking

them. You can also edit or delete comments that you posted.

To access these features, use the icons displayed on the right below the comment’s time stamp.

Replying to Comments

You can reply to any posted comment, including your own. To reply to a comment, follow the steps below.

1. Click the arrow icon below the comment’s time stamp. A reply dialog will appear below the Conversation’s reply

thread.

2. Enter your response to the comment in the dialog.

Note: If you want to link the Conversation to a catalog object or user in your reply, you can insert an @-mention

at this step. Use the directions in Body @-mentions to create an @-mention.

If you @-mention a catalog user, Alation will send them a notification after you post your reply.

3. When you’re finished creating your comment, click Post in the reply dialog’s lower-right corner. Your comment

will appear in the reply thread below the comment you’re responding to.

Note: You can’t reply to a response on a comment. To continue discussing a comment, you can reply to the initial post

or post a new Conversation.

Liking a Comment

You can like another user’s comment to indicate that you found it helpful.

To like a comment, click the heart icon below its time stamp.

Note: You can’t like your own comments, and other users can’t see that you’ve liked a comment.
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Making Changes to Your Comments

You can make changes to comments that you posted by editing or deleting them.

To make changes to one of your comments, click the three dots ( . . . ) below its time stamp. Select Edit Comment or

Delete Comment from the dropdown menu that opens.

If you select Delete Comment, your comment will be deleted immediately.

If you select Edit Comment, Alation will open your comment in an editing dialog. Make changes to your comment and

then click Update. Your comment will be replaced with its updated version.

Note: Server Admins can delete any Conversation’s comment, even if they didn’t post it and have never participated in

the Conversation.

Changing Connections

Participants can adjust a Conversation’s connections by making changes to its Referring to and Assigned to fields.

Note: If you’re viewing a Conversation inside a Conversations slideout, the Referring to field will not be visible. To

change the Conversation’s reference, open it in full-page view using the directions in the Full-Page View section, then

follow the instructions in this section.

If the Conversation doesn’t have an assignee or reference, you can add one using the directions in the Assigned to and

Referring to sections of Posting a New Conversation.

If the Conversation has an assignee or reference that you’d like to change, hover over its link in the Assigned to or

Referring to field. Click the X that appears. Then, follow the instructions in Posting a New Conversation to add a new

reference or assignee.

Resolving and Reopening a Conversation

As a Conversation participant, you can indicate a Conversation’s status with the Mark Resolved button. The Mark

Resolved button shows future users whether a Conversation has been concluded or is still an active discussion.

To demonstrate that a Conversation is no longer active, click the Mark Resolved button to the left of the Assigned

to field. The button will change to display Resolved!. The Reply button will also be replaced by a Reopen to Reply

button to discourage future users from adding to a closed Conversation.

If you want to add to a resolved Conversation, you can reopen it in two different ways.

• Click the Resolved! button to the left of the Assigned to field. Select Reopen from the dropdown dialog that

opens. Once the Conversation has been reopened, you can post a new comment by clicking the Reply button.

• Click the Reopen to Reply button in the Conversation’s lower-left corner. The Conversation will reopen and a

reply dialog will appear so that you can post a new comment.

Note: Marking a Conversation as resolved doesn’t change its visibility in the catalog or your Inbox. You can delete a

Conversation that you started to make it less visible in the catalog. If you want to make a Conversation less visible

inside your Inbox, archive it.
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Inviting Other Catalog Users

Participants can bring a Conversation to other users’ attention by inviting them to participate in it. When you invite a

user to a Conversation, Alation sends them a notification that they can use to open the Conversation and interact with it.

To invite one or more users to a Conversation, follow the steps below.

1. Click the three dots ( . . . ) in the Conversation’s upper-right corner.

2. Select Invite to Conversation from the dropdown menu that appears. A dialog containing Recipients and Note

fields will open.

3. Click in the Recipients field. A list of catalog users will open below it. You can use the field to choose recipients

in two ways:

• Select a recipient from the list of catalog users. You can scroll through the list to find a user or filter the

list by entering text in the Recipients field. When you see the user you’d like to invite in the list of catalog

users, select their name.

• Invite users through email by typing their email address in the Recipients field. After you finish typing,

press Enter. The email address will be added to the list of recipients in the field.

4. If you want to edit the invitation message, click in the Note field and make changes.

5. Click Send. Alation will deliver notifications about the Conversation to the recipients you selected.

Note: Recipients selected from the list of catalog users will receive an invitation to the Conversation in their

Alation Inbox. If you send an invitation to an email address, Alation will send the email address a link to the

Conversation. The recipient can open the Conversation by following the link and signing into Alation.
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Author Capabilities

Alation allows a Conversation’s author to participate in it just like other catalog users. In addition, authors are given the

ability to edit the Conversation’s body text or delete the entire Conversation.

You can interact with a Conversation as an author if you’ve opened it inside the Inbox, the Conversations slideout, or

full-page view. If you’re inside the slideout or Inbox, click the Conversation to expand it. Then follow the directions

below to edit or delete the Conversation.

Editing a Conversation

A Conversation’s author can edit its initial post at any time. Making changes to a Conversation’s initial post allows the

author to reshape the resulting discussion.

To edit the Conversation’s initial post:

1. Click the three dots ( . . . ) in the Conversation’s upper-right corner.

2. Select Edit Post from the dropdown menu that opens. The Conversation’s initial post will open in an editing

window.

3. After you make your desired changes to the post, click Update. Alation will replace the original post with your

edited version.

Deleting a Conversation

Authors can delete their Conversations to prevent other users from adding more responses and make the Conversation

less visible in the catalog.

If a Conversation appears inside a Conversations slideout, it will be removed when you delete it. The deleted Conversation

will still be visible in the Conversations panel, search page, and users’ Inboxes, but it will include a This Conversation

has been deleted banner above its subject line. Catalog users will be able to view the Conversation, but can’t add new

comments or make changes.

Note: If you want to indicate that a discussion is finished but leave it inside the Conversations slideout, mark it as

resolved. To make a Conversation less visible inside your Inbox, archive it.

To delete a Conversation:

1. Click the three dots ( . . . ) in the Conversation’s upper-right corner.

2. Select Delete Conversation from the dropdown menu that opens. The Conversation, including all of its replies,

will be deleted.

Conversation authors can restore their deleted Conversations at any time from full-page view or their Inbox. To restore a

Conversation, click the Restore button to the right of the This Conversation has been deleted banner.

Note: Users with a Server Admin role can delete or restore any Conversation in Alation, even if they are not its author.

146 Chapter 7. Conversations



Alation User Guide

Next

Learn more about Conversations by accessing these topics:

• Conversations

• Finding Conversations

• Using Your Inbox

• Posting a New Conversation
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CHAPTER

EIGHT

DOMAINS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.1

This section introduces you to the Domains feature, manage domains and how to perform the Domains search.

8.1 What Are Domains?

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.1

Domains are a hierarchical organization system for your data that provides an accessible way of interacting with different

types of objects such as RDBMS, BI data sources, Articles, and Queries.
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Primarily, Domains let Alation admins logically group catalog objects, increasing discoverability of data by organizing

data around context. Searches for catalog objects can be done at the appropriate Domain level. By searching within a

Domain, users can find relevant objects with more ease.

Domains are modeled as a hierarchy of top-level Domains and their respective subdomains. Subdomain content is

included in the parent level Domains. For example, Domain A that has a subdomain Domain B and any objects to

Domain B will appear in searches within Domain A. The content of Domain B is a subset of the content of its parent

Domain A. The Domains and objects can be mapped by many to many logic: this means one data object can belong to

multiple Domains even in separate Domain hierarchies.

Example:

A Company maintains a warehouse that stores data about its product, company operations, business objectives, customer

survey data, and customer satisfaction metrics. The company operates in North America and Asia, and analysts from

both the continents use this warehouse to analyze data about their specific company division.

Here is how Company uses Data Domains in their Alation Catalog to help analysts find the relevant data in a faster and

more efficient way.

The Catalog stewards analyze the data subjects within the warehouse and come up with two top-level Domains: Internal

and Customers. The top domain Internal will contain internal company data about its product, operations, and policies.

The other top Domain Customers will organize the data about the Company’s customer base and customer feedback

sourced from various channels.

• Within Internal, they create two subdomains based on the company geography: North America and Asia. These

subdomains include one more subdomain level reflecting the business units operating on each of the continents.

• Within Customers, they create 2 subdomains: Accounts and Customer Engagement. The Customer Engage-

ment domain includes 2 more subdomains, Community and Surveys, which point to the source of customer

feedback.

Then they perform an audit of the catalog content assigning datasources, schemas, tables, columns, articles, queries and
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BI objects to a relevant domain or subdomain. Some data objects are added to multiple Domains as they are relevant to

multiple aspects of Company analytics.

Now, when analysts search for data, they are able to retrieve objects from a specific Domain or browse each available

Domain and apply search filters to a subset of data in the selected Domain.

8.1.1 Domains

The Data Domains:

• Are a separate object type of the Alation Catalog.

• Each Domain object has a dedicated Catalog page.

• The catalog template for the Domains object type can be customized by adding, removing, and rearranging custom

fields.

• All Domains can be viewed from the Apps menu.

• Can be created, updated, and deleted by Catalog/Server Admins.
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• Can be organized hierarchically with several levels of subdomains.

• Can be used to categorize other catalog objects.

• When a parent object is added to a domain, its child objects are added automatically.

• When a schema is added to a domain, its child tables and columns are also added.

Supported Object Types

In 2021.2

The object types that can be added to Domains are:

• Articles

• Queries

• BI Objects

• RDBMS Objects

For Articles and RDBMS objects, you can add a parent object and Alation will add all child objects nested under the

parent object to the Domain.

From 2021.2 and Newer

• BI Objects - You can add a parent BI object and Alation will add all child objects nested under the parent object

to the Domain.

• File System objects

• NoSQL Database objects

• Glossaries

• API Resources

• DataFlow objects

Permissions

2021.2 and 2021.2

Server Admin or Catalog Admin roles are required to create, edit and delete Domains and Subdomains. Alation users

without admin roles can only view Domains and Subdomains.
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From 2021.3

Stewards of a data object can add data objects and Query authors (users who authored the query in Compose) roles can

add Queries to Domains and Subdomains.

From 2021.4

Article authors can add or remove an article to or from a domain. In releases prior to 2021.4 only users with the Server

Admin or Catalog Admin role could add articles to existing domains.

From 2021.4, users with a Steward or higher role that author articles are able to add their articles to existing domains.

Hierarchy

Note: There is no restriction on the number of levels of Subdomains. A Domain or Subdomain can have any number

of objects added to them.
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8.1.2 Enable Domains

Applies to release 2021.1

Important: From 2021.2, Domains are enabled by default and an admin does not need to explicitly enable this feature

in Admin Settings > Feature Configuration or using the alation_conf command. The Data Domains toggle will no longer

be available in the UI.

The Domains feature is enabled either using alation_conf or in Admin Settings > Feature Configuration.

1. Enter the Alation shell.

2. In alation_conf, set the Data Domains flag:

alation_conf alation.domains.enable_domains_service -s True

2. Restart the uWSGI.

alation_supervisor restart web:uwsgi

3. Restart the celery.

alation_supervisor restart celery:celery-domains_0

alation_supervisor restart celery:celery-domains_small_0

Alternatively in Feature Configuration:

1. Go to Settings > Feature Configuration.

2. Set the Data Domains feature toggle on and click the Save changes button.

3. In the pop-up, click on Save Configuration to enable the Domains feature.

4. Restart the uWSGI. This restart needs to be done by the admin with the server-side access on the

backend from the Alation shell.
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alation_supervisor restart web:uwsgi

5. Restart the celery.

alation_supervisor restart celery:celery-domains_0

alation_supervisor restart celery:celery-domains_small_0

Once you enable the Domains feature:

1. The Domains icon becomes available in the Apps menu for all Alation users.

2. The Domains become available as a Domains drop list in the search menu.

3. Domains will be added as a search option in the Object Type filter.

From 2021.2:
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1. The Domains icon is available in the Apps menu for all Alation users at all times. Domains do not

need to be enabled by an admin starting with this Alation version.

2. The Domains drop list is available in the Search menu only if there exists at least one Domain in the

system. If there are no Domains, the drop list will not be displayed.

Alation without Domains:

Alation with Domains:

3. The Domains field will be available on Catalog pages from which users can add the object to the

Domain.
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The Domains field on the Catalog page shows the Domains that the object currently belongs to.

To add the object to a Domain, click the Plus icon next to this field and then select a Domain.

From 2021.3, the Domains in the Add to Domain dialog are represented as a hierarchy for better

visibility of the current Domains structure.

8.1.3 Manage Domains

Refer to Manage Domains for information on how to create, customize, and delete Domains in Alation.
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8.1.4 Domain Search

Refer to Domain Search.

8.2 Managing Domains

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.1

Note: The steps mentioned in this document can be performed only by Catalog or Server Admins.

8.2.1 Create a New Domain

To add a new Domain,

1. Go to Apps > Domains.

2. Click on Create Domain to create a new Domain.
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3. Provide the Title of the new Domain. Once satisfied with the title press RETURN/ENTER or click

outside of the input to save it.

Note: Avoid clicking ‘Create Subdomain’ as it will create new nested Domain instead of saving

the current title.

4. Click the Edit button to provide the description of the Domain.
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Create a New Subdomain

From a Domain catalog page perform the following steps to create a new Subdomain,

1. Click on the Create Subdomain button.

2. Provide the Title of the new Subdomain. Click the Edit button to provide the description of the

Subdomain.

Add Objects to Domain/Subdomain

To add any supported Data Object to a Domain/Subdomain, go to the Object page or use Domain Search to find the

relevant object for the Domain/Subdomain:

1. First check to see if the Object is already a member of the desired Domain. Is the specific Domain

already listed under the Domains section? If it isn’t, it may be indirectly referenced with a subdomain.

Hover over each listed Domain and observe the individual domain breadcrumbs. Is the Domain listed

as an ancestor? If so, the object is already a member of that Domain and there is no need to add it

again. If not, continue on with the subsequent steps.

2. On the Object page, click the + icon on the Domains Menu.
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3. It displays a list of Domains and Subdomains. Select any Domain/Subdomain to add the Object to the

applicable Domain/Subdomain.

Note: The listing does not specify any difference between the Domains and Subdomains.

4. Click the Confirm button on the modal window. If the Object has children, they will be automatically

added to the Domain. This process of resolving children will take some time so don’t worry if they

aren’t updated right away.

For example, if you add any data source to a Domain the schemas, tables and columns associated with the

data source will automatically be added to the Domain.

Note: The added objects can be viewed only in the Domains search screen.

Objects are included into Domains and Subdomains according to the following rules:

1. Domains/Subdomains can have any number of objects mapped under them.

2. An object can be added to any number Domain/Subdomains.
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3. An object that has parent objects can be added to a Domain independently from its parent objects.

4. When a parent object is added to a Domain its child objects are recursively added to this Domain. A child object

can be excluded from a Domain if necessary.

From 2021.4:

When adding an object to a Domain, users can choose to add this object and all its child objects or add a single object

only (shallow add), without adding the child objects.

• Choose Add this object and all of its current and future children to this domain to add the parent

and the child objects to the Domain. If any new child object is added to this parent later will also be

added to the Domain.

Note: Objects with many child objects will take some time for the change to be reflected on all child

object pages and in search.

• Choose Add only this object to the domain to add only the selected parent object.
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Explore Domains

Explore Domains lets users search for the objects within domains. Click the Explore Domain button to perform the

search.

Users can expand the search to other domains as well by selecting the domains from the drop list.
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8.2.2 Delete Domains/Subdomains

On the Domain/Subdomain page, click Delete to delete the Domain/Subdomain. The delete action deletes all the

Domain/Subdomain and unassign all the object mappings from the Domain/Subdomain.

Note: After deleting. It will take some time to reflect the change in the object catalog pages.

If a Domain has multiple levels of Subdomains and many objects mapped within Subdomains, Alation recommends to

delete the inner levels of subdomains first, working your way out to the targeted domain. Pausing between domains is

useful to ensure time for search indexing updates. Failure to do this may result in other low priority search updates

taking even longer to be reflected in search results.

8.2.3 Customizing Domains Page

Alation enables the Server Admins and Catalog Admins to customize the Domains page to facilitate better curation. Go

to Settings > Catalog Admin > Customize Catalog > Custom Templates > Domain.
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To customize, refer to Customize your Data Catalog.

8.2.4 Materialization

Alation is set to perform periodical metadata extraction which adds or deletes the objects, however, those updates are

not reflected in Domains immediately. Materialization helps to keep the Domains updated by doing the weekly job runs

to pick up these changes.

We suggest running the weekly materialization job as it will resolve new child objects and reflect them in domains.

The domains_materialize_domains enabled once to run at 4 Am every Sunday. This can be rescheduled in the crontab

syntax:

alation.domains.materialize_all_domains_job.schedule.day -s 0

alation.domains.materialize_all_domains_job.schedule.hour -s 0

alation.domains.materialize_all_domains_job.schedule.minute -s 0

Once you reschedule, restart the celery beat:

alation_supervisor restart celery:celery-beat

The run time of the domains_materialize_domain depends on the complexity of the Domains and the size of its

members. If Domains are large (say >1M members) materialization may take a long time to finish. For instance, we

expect roughly 5M members to take 24 hours on a m4.2xlarge host. The output of this job run is available in the

celery-domains_error.log file.
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8.2.5 Enable Materialize All Domains Job

1. Log in to the Alation server instance.

2. Enable feature flag using the alation_conf command:

alation_conf alation.domains.materialize_all_domains_job.enable -s True

3. Restart the celery.

alation_supervisor restart celery:*

8.3 Domains Search

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.1

Note: Domains Search is part of Alation Full-Page search. This page highlights the features belonging to Domains

Search. Refer to Full-Page Search for information about Full-Page Search features.

Searching within a Domain can help focus the search and accelerate the discovery of relevant data.

The search box is located on the top and center of the catalog page. Searches can be performed specifically in a single

Domain or Subdomain or across all Domains by selecting an option from the drop list. The All Domains search will

search among all objects in the Catalog including objects that do not belong to any Domain.

Alation users can drill down to make these searches even more granular or drill up to make them broader. The search

results page has several filter options to filter the search results. The More Types list has the Domains Object Type,

which allows the user to search all the existing Domains. The following standard filters are available for most of the

object types and the remaining filters vary based on the searched object type:

• Object Type
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• Started/Watched/Visited

• Source

• Flags

• Tagged With

8.3.1 Browse a Domain

Applies from 2021.2

Users can browse the objects added to a Domain directly on the Catalog page or on the Domains page. The Browse this

Domain section displays all the Objects added to the Domain; users can browse the objects from the objects list using

the filters. Users can also search in all the available Domains using the Full Page Search.
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NINE

BEST PRACTICES

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section provides best practice recommendations for,

• improving your data quality

• promoting user authority

• working with Alation/Tableau

9.1 Write Articles to Retain Institutional Knowledge

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Articles are Alation’s method to house information that is broadly relevant for Alation users and a complement to catalog

pages which hold information specific to a particular data object. Articles have free text fields that have ample space to

describe a topic thoroughly, as well as custom fields that add discrete pieces of information, such as people, dates, or

any other sort of classification. These custom fields provide additional content for articles while also helping to narrow

searches for relevant articles.

Articles are important because they are a permanent, accessible, and searchable store of information about a company’s

data. Unlike other legacy stores of information, articles are in the context of data, so users don’t have to switch

applications to get the information they need. Also, the articles can be linked to data objects they are relevant to so that

they are always current.

To learn more about how to create articles in Alation, see Working With Articles.

Some of the ways we have seen customers use articles:

• Presenting the company’s data strategy

• Documenting governance policies, such as how to handle PII

• Defining KPIs and key business terms

• Onboarding topics and tutorials

• Presenting detailed discussions of results of analysis, including links to data sets, queries, and dashboards
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9.1.1 Best Practice #1: Consider information needs from the users’ perspective

Alation curators should understand and segment their user base and create content required for each segment. Some

example user segments could include data scientists, analysts, or data stewards. Other segments could be experienced or

novice analysts, or, perhaps, analysts in various functional areas, such as sales, marketing, or supply chain.

For each segment the Alation curator should understand what information a typical user needs to do their work. For

instance, one pharmaceutical company’s analysts needed to understand milestones for clinical trials by region, which

they defined in articles.

Users often make their information needs known by asking questions of key resources either using messaging software

or by face-to-face meetings. These questions that have general interest are good topics for documenting in articles so

time can be saved for both questioner and answerer through self-service. Plus, unlike traditional methods, answers

documented in articles will be available for use in the future.

As Alation instances are populated, curators should understand any content gaps that exist for each user segment and fill

them with relevant articles that will live in Alation. As curators create articles in Alation they should consider these

questions:

• What is the purpose of the article you are creating?

• In what way will it help users understand a particular topic?

• What is the most relevant and important information that users need to know about a particular subject? (Keep it

concise!)

• Think about how you want to organize articles so they are clear and easy to understand.

9.1.2 Best Practice #2: Create templates for articles that belong together

Templates have customizable fields that make groups of articles easier to find and their content easier to understand.

Curators should group articles that logically belong together and create templates for each group. Examples of groupings

of topics might include data policies, onboarding tutorials, or KPIs for each geographic region or product line. For each

grouping, the curator should work with stakeholders to define the template for the grouping.

The custom fields in templates can make articles easier to find in search and help focus results in advanced search. For

example, each onboarding article could have a field indicating its functional area, so analysts in marketing, sales, or

supply chain could enter the search term to find tutorials relevant to them.

After the article is found, the custom fields of the template will have information that is relevant to the topic being

described in the article. For instance, the onboarding articles may all have 30-60-90 days plans that can be fully described

using a free-text field. KPIs, on the other hand, may have fields for term definition, approvals, and region codes.

Custom Templates and Custom Fields
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9.1.3 Best Practice #3: Summarize articles in glossaries for easy reference

Alation has the feature for displaying selected fields for articles that share a template in a Glossary form. Curators should

consider which information would be useful for users to see summarized in a glossary. The type of information that is

suitable for a glossary is usually where there are many members of a group and a high-level summary is useful. For

example, an organization may have hundreds of acronyms related to data. Users could reference a glossary to understand

what acronyms stand for then click the underlying article if they wanted more details.

A Glossary
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9.1.4 Best Practice #4: Make it easier to find articles using taxonomy

As users explore information, they will usually start at a high-level and drill deeper as they learn and look for more

detailed information. Alation supports grouping topics that have a parent-child relationship so that if a topic logically

falls under another topic, it can be designated as the “child”. After the relationship is defined, child articles will be

shown underneath parent articles in the Taxonomy view, facilitating guided navigation. They are flexible, allowing for

any number of sub-categories.

Article Taxonomy

9.1.5 Best Practice #5: Consolidate existing content from disparate sources

Before they deployed Alation, the majority of our customers had multiple sources of information about their data. One

pharmaceutical company said that before Alation, their environment was like a “cesspool” with important information

being kept in multiple, disparate sources, including cloud-based documents, corporate intranets, and slide presentations.

With information in so many sources, users are likely to miss critical data or give up in frustration.

Admins should survey all existing sources of information and consolidate relevant and accurate articles in Alation.

Curators should be asking the same questions as with new content when this information is brought into Alation.

9.1.6 Best Practice #6: Create gold standard articles as a model for others

After curators have decided on their target audience and useful topics, it is time to begin writing articles that will

serve as models for the rest of the data community. We have some customers who have employed technical writers

to begin the process of article creation. Although this is an excellent practice, most organizations will not have such

resources available. However, typically there are members of the core team that are eager to share content they have

created previously or write new articles that serve a clear need. These users should create “gold standard” articles that

employ best practices described here. The particulars of what constitutes a “gold standard” will vary by industry and

organization, but the goals of knowledge documentation and collaboration are similar everywhere.
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9.1.7 Best Practice #7: Determine who can and should author articles

After an initial set of gold standard articles are published, additional authors should be recruited. Determining who can

write articles will be dependent on the organization’s view of data democratization. At Alation, we recommend keeping

access to data as open as possible to encourage contribution and collaboration among the entire data community. In our

view, this holds for both article authorship and data object curation. We would encourage all members of the community

to write articles on topics that they know particularly well and that generate a lot of questions. They should follow

the guidelines in this document to ensure that articles are necessary, properly structured, included in the appropriate

templates, and not redundant.

As a control on article authorship, curators may consider including a form of workflow into articles. They could include

a custom field that would indicate that the article was reviewed and approved. The field itself can be access protected.

With this approach the knowledge of the entire community can be collected while maintaining quality standards.

9.1.8 Best Practice #8: Link articles to other parts of the data catalog

One of the most powerful features of articles is the ability to embed any other object that is cataloged in Alation using

@-mention. For example, users can see an expandable, live preview of the data object that the article is referencing.

Additionally, when users go directly to that data object they can see articles that are linked to it, which they can access

to get additional information about the data object they are viewing.

@-Mentioning Alation Objects

9.1.9 Best Practice #9: Avoid creating redundant articles

As existing documentation is brought into Alation, admins should be careful to eliminate any redundant content.

• SEARCH the catalog to see what articles already exist.

• CONFIRM the content you find aligns with your understanding of the topic.

• UPDATE article content as needed to ensure accuracy.

• EXTEND article content (for example, add more detail, create children articles) to provide deeper understanding

of the topic.
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9.1.10 Case Study

A large eCommerce company was rapidly expanding its analytics teams. Onboarding these new analysts was an ad-hoc

process, with junior analysts shadowing their more experienced colleagues. This was a time-consuming and inefficient

process for both the senior and junior analysts and the results were inconsistent.

With Alation articles, the company captures the knowledge of its experienced analysts and presents it in a structured

and consistent format. The articles have links to other articles that are relevant to analysts, for example, policies for

data management and security. Embedded in each article are links to data sets that are important for new analysts to

understand and start out with. New analysts can also see links to other analysts in the organization who are willing to

serve as mentors and discuss specific issues. These conversations can be maintained on Alation so that future analyst

classes will have a record for their reference.

With this approach analysts are climbing the learning curve quicker resulting in a shorter time to delivering value. With

high turnover among data analysts, it’s crucial that they spend less time to gain mastery over the data landscape by

learning in the same environment as their data catalog.

9.2 Curate Catalog Pages to Clarify Your Data

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Catalog pages hold information about a company’s data objects, including its data sources, schemas, tables, columns,

directories, files, queries, and BI content. For each data object, the catalog page includes title, description, and fields for

additional information. All catalog pages, except for queries, have templates that can be customized with custom fields.

Catalog pages are the primary way that Alation conveys specific data object information to its users. With Alation,

information about data is documented in one place, reducing the need to rely on institutional knowledge for users to

gain an understanding of their data sources.

Some of the ways we have seen customers curate catalog pages:

• Documenting queries so new or inexperienced analysts can understand and re-run existing queries.

• Curating data sets so that key resources are not asked the same question repeatedly.

9.2.1 Best Practice #1 - Prioritize catalog pages to curate

After data sources are connected and metadata extracted, there may be many tens of thousands of catalog pages.

Companies should prioritize the catalog pages based on business criticality, complexity, and usage.

Business criticality can be assessed based on the importance of the data set to the business. This is likely to be data sets

that meet high-level corporate objectives, such as revenue enhancement, cost savings, or regulatory compliance.

Another driver for prioritization is complexity. For instance, if a data set generates an outsized number of questions, it

should be considered for priority curation so that critical resources do not need to answer the same questions repeatedly.

Another driver of prioritization is how often a data set is used. Alation’s Query Log Ingestion will measure the relative

use of schemas, tables, and columns. Alation presents the results in the “popularity” bar for each data object. High

usage catalog pages are a natural place to focus efforts.

Object Popularity
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9.2.2 Best Practice #2 - Create custom templates for each type of catalog page

Carefully consider the information requirements for each type of catalog page. The information contained on catalog

pages serves two purposes:

• Help to find data elements.

• Define the data elements when found.

To help users find data elements, think about how the typical user would search for what he or she is looking for. As an

example, if users are searching based on certain geographies then there should be a custom field for region so that when

users do advanced searches they can quickly narrow their search. Other custom fields should be added that will aid

either in both free text search and advanced search.

After users have found the catalog page for the data element they are looking for, the custom template should include

fields that provide all of the information that a typical user would need. For example, if users are concerned with

data that is personally identifiable, there could be a PII field that has a multi-picker indicating “PII” or “Non-PII” or

“Unclassified”. As another example, we have a pharmaceutical company that has a custom field for “molecule” so that

its analysts know that they are working with the data set relevant for their drug investigations.

To create the custom template, a core team of knowledgeable users should convene in workshops and come to agreement

on the custom fields that should be included for each type of catalog page for both searching and data clarification.

9.2.3 Best Practice #3 - Start with a small number of gold standard catalog pages

After the templates are defined, the core team should set out to create a small number of catalog pages for each type that

will serve as the “gold standard” or model for other stewards to follow when curating a catalog page.

Virtually all catalog pages will include a description of the data object. Descriptions should be complete and to the point.

Including descriptive commentary for data objects will enhance search results and enable self-service. The descriptions

should leverage the power of Alation by making links to other parts of the catalog, including articles, related catalog

pages, as well as external links, where appropriate. Additionally, links should be included to subject matter experts who

have knowledge that is complementary to the assigned stewards.

For schemas, tables, and columns, Alation may try to assign natural language names based on the machine language

names captured during metadata extraction. For the gold standard catalog pages the titles should either be confirmed or

entered.

Finally, all built-in and custom fields should be completed.
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Sample Curated Catalog Page

9.2.4 Best Practice #4 - Assign stewards to curate top priority catalog pages

Stewards should be selected based on their knowledge of the data sets covered by the catalog pages. Good candidates

for stewards may be Top Users of the data set, which Alation identifies during Query Log Ingestion. Email the proposed

stewards and explain their responsibilities, and include links to the gold standard catalog page.

Top Users
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9.2.5 Best Practice #5 - Set and re-visit goals

The goals for curation of catalog pages will vary considerably by organization, driven by the number of data objects to

be cataloged as well as the capacity of the people on the team. Whatever the organization’s particular goals, the core

team should communicate the goals for the extended team as well as goals for the individual stewards.

One approach to goal setting could be based on a segmentation of the prioritized data objects. For instance, an

organization could set as its goals to document 100% of critical items, 80% of important items, and 20% of the other

data objects. You should breakdown these organization-wide goals to the individual curators who will be doing the

documentation.

Whatever the organization’s goals are initially, they are likely to change over time and should be re-visited periodically.

As new data sources are added, you will need to add these to the mix, prioritize, and assign to stewards.

9.3 Use Trust Flags and Proceed with Confidence

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Trust Flags (also known as the red/yellow/green “stoplights”) are the primary way in which trust of data can be

communicated to users. Trust Flags are available at the data source (including file systems and BI reports), schema,

table and column levels, as well as for filters, joins, and queries.

Users can click the green stoplight to endorse a data object. They can warn other users about potential issues with data

by clicking the yellow light and adding a required explanation. Similarly, users can deprecate a data object by clicking

the red light and explaining why the data object is not to be trusted.

In addition to highlighting critical data issues on the catalog pages, trust flags are now carried forward to SQL writing in

Compose using the Trust Check feature. SQL writers will see highlighted text if data they are using for their queries is

endorsed, warned or deprecated. Analysts can quickly and easily trust that the data that they are using is appropriate and

proceed with confidence.

Some of the ways we have seen customers use trust flags:

• Endorse “gold standard” queries

• Warn about data sets with non-continuous date ranges
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• Deprecate data sets that are being decommissioned

9.3.1 Best Practice #1: Determine who should be able to flag

For most organizations we recommend a bottom-up approach: enabling the majority of users to endorse, warn, or

deprecate data objects. When users are properly trained, this maximizes the collective knowledge of the user community.

For example, if a user identifies a problem with data that they know best they can take action and issue a warning or

deprecation so that the community is immediately informed.

Some organizations may believe that only stewards have the combination of knowledge and authority required to assess

whether a particular data object should be trusted. Some organizations may elect a top-down approach where only

stewards are permitted to edit trust flags. Every element that can be flagged (except for filters, joins, and queries) can

have permissions attached to restrict the ability to edit to the designated individuals or groups. The downside to this

approach is that if permissions are restricted then the stoplights are not visible, and, as a result, users will not have as

prominent a visual cue for trust flags. To supplement the knowledge of stewards, all users should be encouraged to be on

the lookout for data quality issues and if they see something, they should say something by communicating with the

appropriate steward through the Alation conversation feature.

9.3.2 Best Practice #2: Stewards with admin privileges should monitor the trust
flags

Having knowledgeable stewards monitor trust flags combines the best of the top-down and bottom-up approaches of

data curation. The knowledge of the community is captured, but the risk of uncontrolled trust flags is mitigated. If

there is disagreement among users about whether data should be trusted or not, the stewards with admin capability

should intervene to clarify the discussion and drive to a decision. If necessary, the steward can delete trust flags that are

inaccurate or obsolete.

9.3.3 Best Practice #3: Provide a rationale when warning or deprecating a data
object

When a data element is warned or deprecated the user will be prompted to complete a required text field. This is where

the rationale for the warning or deprecation should be documented. For example, if there is a problem with the data

pipeline, it should be indicated in the text field for the warning or deprecation. In addition to clearly stating the problem,

best practice would be to include appropriate contacts, links to articles, and time frames for resolution or data source

decommissioning (if applicable).

Warnings should be used where data is essentially accurate, but certain precautions should be taken or conditions

accounted for. For example, if there’s a data set that has accurate data but only over a certain time frame, that should be

noted in a warning. On the other hand, deprecations should indicate data that is fundamentally flawed and should not be

used, at least for the time being.

9.3.4 Best Practice #4: Display alternative data sources

Often when one data source is deprecated, it is because there is another, better source that should be used. By using a

link to the preferred data set in the deprecation, Alation can be used to point users to the data that is trustworthy.

Endorse - Warn - Deprecate
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9.3.5 Best Practice #5: Consider when to use endorsements

Warning and deprecating data are clearly to be used when there are exceptions and data need to be flagged as untrustworthy

for one reason or another. Depending on the current state of your data, stewards may consider using endorsements

in a similar matter. For instance, if a data source has many instances of untrustworthy data, it may be necessary to

proactively endorse data that is good. In this case trustworthy data can be considered the exception that needs to be

called out using the endorsement trust flag.

Another time to consider using endorsements is where there are two similar data sets that may be “in competition”. In

this case endorsements can prevent potential misunderstandings about which data set to use. This is a situation that

shouldn’t last for long as the “losing” data set should be deprecated and, ultimately, decommissioned.

9.3.6 Best Practice #6: Encourage users to flag filters, joins, and queries

All users can flag filters, joins, and queries. Users have the responsibility to be on the lookout for problems with data

and how it is used in queries and should use the flags to document their concerns. As an example, if there is a poorly

constructed query that is consuming inordinate DB resources, it should be flagged, with a link to a “gold standard”

model query included in the warning explanation. Like the data catalog pages, stewards with admin privileges should

monitor and control trust flags so they are not used inappropriately.

9.4 Alation/Tableau Best Practices

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Summary Alation integrates with and compliments Tableau’s existing data governance capabilities so that organizations

can truly balance the demands of agility and compliance; empowering self-service analytics in any organization.
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9.4.1 Key Use Cases

• Discovery Alation also enables Tableau users to search for their data across highly distributed big data environments

through the Alation Data Catalog and generate workbooks directly from Alation. Along with samples of every

data set available across systems, this single point of reference provides detailed descriptions of the data and its

uses stewarded by both expert curators and the users of the data. This increases the ease of access for self-service

analysis of numerous database and file storage systems.

• Governance Alation natively supports data governance processes in Tableau through Tableau Projects. Data

stewards and data governance teams can use Alation to publish and automatically update the association of Tableau

Data Sources with data governance approved Tableau Projects. This ensures a managed and consistent workflow

for approving and updating data assets for use in Tableau.

• Deep Impact Analysis Alation makes Tableau deeply data-pipeline aware by notifying Tableau data consumers

by email when underlying changes in the source database or file structure has potentially affected the accuracy of

their analysis. Consider a profit field in a Tableau Workbook. If a defining field in the database table or Hive on

Hadoop structure is changed and the profit field is no longer valid, it will be flagged in Alation as a deprecated

column. This notification is automatically pushed to all Tableau users who have used that column in a Data

Source, Project or Workbook.

• Documentation Alation can provide a full documentation engine that analysts, Tableau power users, data

scientists, data stewards, etc can rely for up-to-date knowledge on the data across all data sources.

9.4.2 Discovery Use Case

This use case empowers an Alation user to find and search Tableau assets through Alation’s data catalog. For this

example, the user is interested in finding a Tableau workbook to be used in a presentation about hospital revenue.

Problem

• Need to quickly find and discover trusted and credible assets in Tableau.

• May have multiple BI tools, such as Tableau and MicroStrategy, and need a way to surface which workbooks have

relevant and trusted information.

Target Audience

• BI/BA Analysts

• Data stewards

• Tableau Power Users
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Two important points about Alation’s search:

• Alation’s search is heterogeneous, which means that you can search across all assets cataloged in Alation (BI

workbooks, articles, charts, queries, tables, columns, etc).

• Alation uses natural language processing (NLP) so you can search across metadata as well as the information

curated by a human.

Here, the user types in hospital revenue analysis and all related search results cataloged in Alation

are propagated to the user. The first two search results are BI workbooks:

Selecting one of the search results highlights a Tableau workbook that is cataloged in Alation. The workbook is endorsed

which promotes trust to use this workbook. Here, the user can view usage of specific worksheets, relevant tags, and a
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thumbnail sketch of the Tableau workbook.

Additionally, the user can quickly view important and relevant information that can give him/her quick insight on whether

the workbook is relevant for the presentation:

Fields, such as measures and dimensions, can be viewed to show how fields were calculated.

Lineage can also be viewed to provide quick impact analysis and determine if any issues from the data sources are

propagating into the worksheet.

Additionally, Alation can be used to search and compare reports from multiple BI tools. Instead of the second search

result, the user can select the first result that shows it is a MicroStrategy workbook. From analysis of fields, lineage,

usage information, and the thumbnail sketch the user can determine that both workbooks (Tableau and MicroStrategy)

are based on the same data. Because the usage in the MSTR workbook is slightly higher than in the Tableau workbook,

the user may decide that the MSTR workbook is more applicable to his/her analysis:
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9.4.3 Governance Use Case

This use case empowers an Alation user to govern and trust data in Tableau. With Alation, you no longer need to choose

between compliance and or usage. Instead, you can promote best practices from Alation’s data catalog to your Tableau

environment.

Target Audience: Data Stewards, BI/BA Analysts

In a common self-service analytics scenario a natural question arises: Which workbooks have accurate and up to date

information? This question might be manageable when you have a few workbooks tied to a few projects, but this can

quickly be a difficult problem when you have to govern thousands of workbooks tied to hundreds of projects. Alation

has a deep integration with Tableau that empowers users harnessing Alation to provide governance for your Tableau

environment.

Alation provides the ability for a data steward, BI/BA Analyst, Tableau power user to endorse Tableau workbooks that

they know are credible. In this example, the user searches for a workbook called Hospital Revenue Analysis he/she

would like to endorse:
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Here is a screenshot of Tableau Server. The Hospital Revenue Analysis workbook is in the Medical project folder:

After the user finds the workbook then he/she can endorse it by clicking on the green stoplight in the upper left corner:
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Because of the deep integration between Alation and Tableau, the workbook, originally in the Medical project folder,

is now moved to the Medical-Alation Certified folder. Users in the organization can be trained to understand that the

assets in Alation-Certified suffix represent trusted and credible workbooks that are validated by someone else in the

organization:

Similarly, a user can also deprecate a workbook if he/she finds an issue with it. For example, if a user finds an issue with

an underlying table that sources information into the Tableau workbook then he/she could issue a deprecation.
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Because of the deprecation in Alation, the workbook, which was in the Medical-Alation Certified project folder is now

moved back to the Medical project folder in Tableau Server.

With Alation and Tableau, users have access to data governance policies and best practices directly in the flow of their

analysis, resulting in consistent compliance and broadly adopted best practices.

9.4.4 Impact Analysis Use Case

Issues in a data pipeline can pollute many data assets downstream, thus it is important to immediately identify which

assets are affected and quickly rectify. Alation provides deep impact analysis that surfaces data quality issues that can

impact your Tableau environment.
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Target Audience: Data Stewards, BA/BI Analysts, Data Engineers

Imagine that I am a data engineer and I discovered an ETL or data quality issue with the hospital_gen_info table. Maybe

the data in it is computed incorrectly or is out-of-date:
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As a data engineer, I might not know anything about Tableau, but thanks to Alation, I don’t have to. I have to know

about the underlying data and Alation can do the rest. I can search for hospital, and visit that table page in Alation

Catalog. This time, I’ll click the red circle to Deprecate the table.

Back at the Workbook Lineage in this browser tab, when I reload, I can see the impact analysis of how this data pipeline

issue affects other tables and ultimately, even workbooks in Tableau. I can follow the now-red line downstream and click

the icon for the dashboard in the Hospital Revenue workbook to see this warning was automatically propagated from

the upstream deprecation.

If the data steward determines that the upstream issue will affect the trustworthiness of the workbook, he/she can

deprecate the workbook.
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Because of the tight integration between Tableau and Alation, the deprecation automatically moves the Hospital Revenue

workbook from Medical - Alation Certified project to the Medical project folder:
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9.4.5 Best Practices to Setup Tableau Governance

1. Create a Tableau Project. Create and name a Tableau Project - Alation Certified. This will be a Project to which

only the Alation application’s user-id can add items. Similarly create Projects called Alation Warned, Alation

Deprecated and Alation Un-evaluated.

2. Set-up custom groups and permissions so that any table’s flags in Alation, which indicate Endorsements, Depre-

cations, and Warnings, can be edited only by a given table’s Data Stewards. Ensure that the Data Steward field in

Alation can be edited only by the central Data Governance group

3. Create trustworthy sources using Alation Compose or a CREATE VIEW statement in any other SQL tool.

• If using Alation Compose, write a SQL query joining the appropriate source tables and selecting the

appropriate columns (combined with the appropriate functions) or

• Use the Alation Data Catalog to find the relevant source tables and then construct and run a CREATE VIEW

statement using another query tool. The Alation Data Catalog will automatically detect this new table during

its next scheduled extraction

4. Publish the view as a Tableau Data Source. You can publish the view as an Alation Certified Project through the

Alation UI.

5. Extract data. (Alation’s automatic extraction will produce a page in Catalog for the Tableau Data Source and

parse its lineage all the way back through the underlying tables). Alation can be configured to automatically

re-categorize Tableau Data Sources into different projects if issues are flagged with any underlying data.

Tableau authors can create workbooks using certified sources, a policy that can be enforced by IT. When a new workbook

is created, Alation will extract it and its full lineage (including the Tableau Data Sources to which it’s connected).

Stewards can verify the lineage and also make additional semantic checks (for instance, ensuring that the title and axis

labels in each view are appropriate given its measures and dimensions). If everything checks out, they can use the

Alation UI to transfer the workbook into the Alation Certified Project, where it will remain unless something is flagged

upstream (as described above).

9.4.6 Documentation Use Case

Data curation is a new approach that gets organizations to where data documentation efforts alone could not. Data

curation promotes reuse of the data knowledge that already exists & results in higher analyst productivity.

Users can harness Alation articles to provide a quick and insightful view of data.
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Articles act as a living document where users can link to queries, Tableau dashboards, conversations, datasets, etc that

provides a central location to all your data assets.

9.4.7 Best Practices for Tableau Adoption

Week 1

Establish a where to get started portal, such as Confluence or Sharepoint, with applicable documentation.

Here are some suggested documentation items to include:

• Growth Approach Statement

Alation is meant to be a social collaboration environment for metadata that is primarily driven by users. When

users have the ability to create their own ways of working they are empowered and feel ownership, making them

energized and part of a greater community. At the same time, no guidance and direction can negatively impact

users, as they may feel lost about what they should do or how they should approach working with the environment.

With that in mind, the growth approach behind Alation is a balanced approach between user-driven grass-roots

growth and architecture driven standards, governance, and training. The goal should be to give users enough

guidance so that they don’t get lost or cause inadvertent damage but at the same time feel empowered to create

their own impact on the environment. The below references standards, governance, and training, that will be

useful to users, but keep in mind that feedback from users should be used to further change these standards by

either adding to them or removing from them.

• Alation FAQs

• Use Cases Document

• Training Documentation

• Training Videos
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• https://www.tableau.com/tableau-alation#reveal

• Business Benefits

• User Personas

• Installation Guide

Week 2

Use documentation, meaning building articles, as a way to establish best practices. Build five Articles linking to Tableau

dashboards.

Week 3

Identify three individuals in other organizations and have them build out articles that link to a Tableau dashboard.

Week 4

Have those three people identify three other individuals to build out five articles that link to a Tableau dashboard.

Data curation is a new approach that gets organizations to where data documentation efforts alone could not. Data

curation promotes reuse of the data knowledge that already exists & results in higher analyst productivity. Collaboration

comes more naturally. And the coverage and accuracy of data knowledge in the organization also increases.
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ALATION GLOSSARY

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This table defines some common terms used in Alation.

Term Definition

Agile Approval A collaboration workflow enabling Alation users to re-

quest reviews and provide approvals for Article objects

ensuring that articles are credible sources of information.

Alation Analytics A database that surfaces catalog usage data to provide

a way for governance officers and analysts to implement

better adoption of the Alation catalog and drive more

value at their company from exploring ways their users

interact with the data.

Alation Catalog The component of the Alation software that serves to

catalog and describe data sources offering several appli-

cations on top (such as Agile Approval or Stewardship

Dashboard). This is often referred to as “the Catalog”.

Also see Compose.

Alation Object An entity in the Alation catalog that can have a dedicated

catalog page. Almost everything you see in Alation is an

object, for example: a data source object, a table object,

a query object, or an article object.

Alation Search A set of features that allow searching and finding objects

in the Catalog.

Allie the Robot Our mascot of the machine learning algorithm in Alation.

Machine learning is used to suggest comprehensive titles

for data objects. You can see Allie’s image in various

messages in Alation, and you will also see the “robot

head” icon

next to an auto-suggested title.

Alation Role When you hear Alation roles, it is usually one of the roles

a user can be assigned when they join Alation: Viewer,

Composer, Steward, Catalog Admin, or Server Admin.

Also see Data Source Admin.

continues on next page
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Table 1 – continued from previous page

Term Definition

Article An object in the Alation catalog that can be used for data

documentation. You can create an article to store some

long-form written content, such as detailed data policies

or analytical insights. Articles can be added to Article

Groups that help bind related pieces of information to-

gether.

Article Group An object that is a “collection” of articles based on the

same custom template. Articles can be grouped into an

article group when they are related to one topic and are

complementary to each other.

Built-in Field A field on a catalog page template that cannot be removed

or modified. This typically has property values.

Catalog Admin A role in Alation granted to users whose primary task is

curating the catalog and supervising the curation effort

by other users.

Catalog Page A dedicated page for an Alation object that you see in the

Alation Catalog. Catalog pages are based on customiz-

able templates that have built-in and custom fields. Users

enrich their catalog by providing field values-information

describing the Alation object.

Catalog Page Template Template used to “assemble” a catalog page from built-

in and custom fields. Alation has two types of catalog

page templates: object templates and article templates

(or custom templates). Article templates can be created

by users. Both types of templates can be customized by

adding custom fields.

Catalog Set Alation object that enables you to group data objects

together and perform bulk edit operations on custom

fields. Bulk edits are done on the Catalog Sets page,

rather than on the data object page.

Column Lineage Visual representation (a diagram) of how tables, views,

and BI reports are derived from other tables, at the col-

umn level. Also see Lineage.

Compose This is the Alation query tool. You can access Compose

either using your web browser or by downloading the

Alation Compose app to your computer.

Conversations Alation enables you to publicly ask and answer questions

through Conversations, which live on any data object,

query, result set, or user profile.

Custom Field A catalog field created by a user that can be added to

catalog page templates.

Custom Template Catalog page template for the article object that

can be created by Catalog Admins and modified by

adding/removing custom fields.

Customer Portal An Alation-managed site for Alation admins. Accessible

with a login you receive when you install Alation at https:

//customerportal.alationdata.com/

Data Source An Alation object representing a database connection in

the Alation catalog.

continues on next page
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Table 1 – continued from previous page

Term Definition

Data Source Admin A function at the data source level for accessing and

editing the settings of a data source. Data Source Admins

can view and edit the data source settings, including

the connection properties and parameters for metadata

extraction, profiling, and query log ingestion. See Access

Tab.

Data Steward A field on catalog pages of data objects that stores the

names of users who are stewarding this data object in the

Alation Catalog. The Data Stewards field can be used for

filtering the reports on My Stewardship Dashboard and

the curation reports (Curate menu > Curation Progress,

Catalog Activity, Data Objects Without Stewards).

Dynamic Profiling When enabling dynamic profiling:

• Profiles will be user specific and user initiated.

• Profiling will use user’s database credentials.

• Automatic profiling will be disabled.

Filters Alation learns from you every time you run a query. If

you join tables or use a data expression, Alation will

automatically pick it up and enable you to save it for

quick reuse. On the table Catalog page, all previously

used JOIN clauses are on the Joins tab. Data expressions

are on the Filters tab.

Glossary An object that is a “collection” of terms based on the

same term type template.

Joins Alation learns from you every time you run a query. If

you join tables or use a data expression, Alation will

automatically pick it up and enable you to save it for

quick reuse. On the table Catalog page, all previously

used JOIN clauses are on the Joins tab. Data expressions

are on the Filters tab.

Lexicon A system job that matches abbreviations found in the

names of data objects with the comprehensive words, or

expansions. Lexicon is used for auto-titling and creating

Suggested Words for Article Groups.

Lineage Diagram on the data object page that helps trace the origin

of data in Tables and Columns and gives visibility into

how data in a source moves and transforms over time.

Input data for Lineage diagrams comes from QLI, queries

in Compose, and can be added using the dedicated API.

Metadata Extraction (MDE) Extraction of metadata from a data source into the Cata-

log with the goal of synchronizing them and providing

Alation users with a representation of the data contained

in this source. Metadata extraction can be run manually

or on an automatic schedule.

NoSQL Database NoSQL databases are software systems that provide stor-

age and query capabilities to support specific data models

and access patterns for building modern applications us-

ing flexible schemas.

continues on next page
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Table 1 – continued from previous page

Term Definition

Object Template Catalog page template for Alation objects, such as data

objects and queries. This can be modified by adding

or removing custom fields. This cannot be created or

removed by Alation users.

Obfuscate Literals When enabled, hides all literals in queries. Only the

query owner will be able to see the full query.

Object Type Property of an Alation object that describes what kind

of object it is. Each specific Alation object has a type.

For example, your MySQL data source is an object of

type “data”, or your article “How to use JOINs in Alation

Analytics Database” is an object of type “article”.

Popularity An indicator of the intensity of use of a data object. Pop-

ularity is determined with an algorithm that accounts for

both query ingestion (the number of data source accounts

that used the object and the number of times the object

was used) and Compose usage (the number of Alation

users that used the object in Compose and the number of

times the object was used).

Profiling/Sampling Creation of data samples for the cataloged data sources.

When you perform data profiling in Alation, it scans the

first 10,000 rows of a table. A data sample is a random

sample of 100 rows out of the 10,000 scanned rows in-

tended to provide you an insight to what kind of data is

contained in the profiled table without the need to run a

query.

Steward See Data Steward.

Query Collaboration A collaborative workflow in Compose that lets users de-

velop queries together. You can co-create queries lever-

aging the expertise of all Authors and the institutional

knowledge. A query Owner can start the collaboration

workflow by adding Authors to their queries. All Authors

can take turns editing the query statement. They can also

invite more Authors to contribute.

Query Execution The action and process of running a query using Alation.

You may also encounter the term “query run” which is

equivalent to query execution.

Query Log Ingestion (QLI) The processing of the database query logs in order or to

calculate Popularity, Lineage, Top Users, and to supply

filter and JOIN information to the catalog.

Query Result Table The results of the query execution. You can save the

results of a query as the Result Table object in the Alation

catalog.

Server Admin A role in Alation that has access to the full scope of

functionality in the Catalog and Compose, including the

application settings.

Social Querying See Query Collaboration.

Standard User A role in Alation that has access to Compose and the

main features of the Catalog, with the exception of ad-

min settings and catalog customization tools (such as

templates and custom fields).

continues on next page
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Table 1 – continued from previous page

Term Definition

Top Users On Schema and Table catalog pages, Alation automat-

ically lists Top Users through calculating expert status.

Alation calculates expertise on a data object based on sev-

eral factors: number of the user’s queries that mention the

data object, number of times the user added comments,

titles, or descriptions to the data object page, nomination

by other users.

Tree Table A table-like element of the catalog interface with ex-

pandable rows revealing nested elements. Mostly used

to represent complex data types, such as records, arrays,

or structs.

Virtual Data Source A type of source object in Alation that can be used to

catalog data storage that is either unsupported by Alation

with a built-in or custom driver or for some reason cannot

be accessed from Alation using the URI (could be for

security reasons). There is no automated MDE, Profiling

and Sampling, or QLI for Virtual Sources, and the meta-

data should be uploaded using the API. One example

of the use of a Virtual Data Source is to catalog Avro

schemas from data streaming platforms. Virtual Sources

can be used for querying in Compose if the database sup-

ports SQL dialects and if you choose to add the Compose

connection information.
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ONE

STATUS PAGE

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Important: The Status Page applies only to customers on the Cloud Native Architecture.

The Status Page displays the status by region for all the tier-one shared services. If there is an issue that impacts only

an individual customer, the status will not be reflected on the public page

The Alation Cloud Service (ACS) Status Page is where you can get real-time information and updates about ACS. The

Status Page enables you and anyone else at your organization to self-serve when you need to understand any issues that

may arise. With the Status Page, anyone at your organization can subscribe to updates or visit the website so you can

directly get more information without having to open a support ticket. If you ever experience an issue with your ACS

instance, the Status Page can be checked first to see if there are any known issues affecting customers. Specifically, you

can check the status of ACS by region and subscribe to notifications for incidents.

Navigate to the Status Page with this URL: https://status.alationcloud.com/.

The information provided on the Status Page can help you plan any further actions. You can always contact Alation

Support for more help.

1.1 Subscribe to Updates

When you subscribe to updates, you will be notified about events without having to visit the Status Page directly. You

can receive status notifications of an issue affecting your service’s region. You can subscribe to updates through email

or email and Slack.

Click the Subscribe to Updates button in the upper right and fill in the relevant information to receive notifications.

1.1.1 Best Practice When Subscribing to Updates

Be sure to review carefully and only select the relevant service(s) that you want to receive updates on. There is one

service per region so you will want to select the region that your ACS instance is hosted in. This will ensure that you

only receive updates that are relevant to your ACS instance and do not receive updates regarding regions where you are

not using Alation.
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1.1.2 Subscribe to Email Updates

Notifications are sent directly to your inbox when you subscribe to email updates.

1. Click the Subscribe to Updates button in the upper right.

2. In the dialog under the Email tab, type in your email address

3. Click the dropdown to choose the region where your ACS instance is hosted.

• The default location shows as All Services.

• Select the region your ACS instance is in. This will remove All Services and replace it with only the

region you have selected.

• If needed, you can also add additional regions or remove regions.

4. Click the Subscribe Email button to receive updates about ACS.

1.1.3 Subscribe to Slack Updates

Notifications are sent directly to your Slack account when you subscribe to Slack updates.

Note: Go back to the Email tab and click the Subscribe Email button to receive updates about ACS.

The Status Page app has not been added to Alation’s Slack. When you click Add to Slack, there is currently no action

performed and you will not be subscribed to Slack updates. Subscription information will be updated at a later date

when Slack has been added.
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1.2 View System Status

The Status Page shows the overall health of ACS.

The top center banner displays the most recent status across all services and will show a green-circled check mark when

everything is running smoothly.
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1.3 View Current Status by Service

Below the System Status heading is the Current Status by Service dropdown, which provides updates by service.

There is one service per region. You can check the status for the region your ACS instance is hosted in.

Updates are shown by the color and symbol pertaining to the issue:

• Green circle with a check mark: No known issue

• Red circle with a line: Outage

• Yellow triangle with an exclamation point: Partial outage

• Blue wrench: Maintenance

1.4 View Incidents

If there is an active incident, you will see a post on the Status Page above System Status.
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1.4.1 View Incident Updates

The incident posts contain the following information, which is also sent to your email or Slack if you are subscribed:

• The incident title describing the specific issue

• The incident status (Detected, Investigating, or Resolved)

• The time the message was posted

• Actions being taken

• Affected services

You may also see information on how long until the next update.

Within the post, the View incident details button takes you to a separate page to view the timeline of the issue. You can

click the Send me updates button to receive updates via email for that specific incident.

Note: If you are already subscribed to your service region, you will automatically receive notices about specific

incidents. You will not get notifications about impacts in other regions.

1.4.2 View Incident Resolutions

Once an incident is resolved, the Status Page reverts back to display a green check mark. If you are subscribed to updates,

a Resolved notification is sent to your email.

1.4.3 View Incident History

You can view the history and details of a specific incident, such as when it was detected and when it was resolved. Click

the History button in the lower-right under System Status to view the incident timeline.

If you receive a notification about an incident and see no known issues when checking the Status Page, you can view the

details and entire history of an incident by clicking History at the bottom.

1.5 Planned Maintenance

Important: At this time, planned maintenance events apply only to APAC and EMEA regions.

When there is a planned maintenance event, the ACS Status Page displays a maintenance notification post with detailed

information about the upcoming maintenance.
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1.5.1 Maintenance Notifications

A maintenance notification includes:

• Title summarizing the maintenance activity

• Date of the maintenance

• Duration of the maintenance

• Status (Scheduled, In Progress, or Complete)

• Brief description of the maintenance actions being performed

A maintenance notification is posted in the section above the System Status. If you are subscribed to updates, you will

also receive a detailed notification about the maintenance.

1.5.2 Maintenance Stages

A planned maintenance event includes the following stages:

• Scheduled Maintenance: Each planned maintenance event that includes downtime starts with a a scheduled

maintenance post.

• Maintenance Notifications: A maintenance notification is always provided in advanced of the maintenance

activity.

• In-progress Status: When a planned maintenance has started, the maintenance event status is updated to

in-progress.

• Complete Status: When a planned maintenance is finished, the maintenance event status is updated to

complete.

1.5.3 Maintenance Details

Click View maintenance details for the maintenance timeline information. There is also an option to receive email

updates for a specific event if you have not already subscribed to updates.

1.5.4 Maintenance History

To view the timeline of planned maintenance, click History under System Status at the bottom of the screen.
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Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Alation Cloud Service is a solution for organizations that wish to use the full scope of the Alation Data Catalog without

the overhead associated with procuring and hosting the infrastructure for Alation instances, as well as configuring and

maintaining the Alation application.

Alation Cloud Service is a fully managed instance cluster. The Alation experts prepare, install, and configure the

required hardware and software. The Alation personnel takes the Alation application maintenance workload off the IT

teams at an organization as all environment administration and upgrade tasks are delegated to Alation.

Cloud customers benefit from faster time to value as their instance is regularly patched and upgraded so that they can

take advantage of new features, enhancements, and bug fixes shortly after they are released.

Important: To receive a demo of the Alation Cloud Services or request pricing options, contact your account manager.

You can also sign up on the company site: Alation Cloud Service.

2.1 Geographic Availability

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Alation Cloud Service is available in North America, Europe, and Asia Pacific.

If other locations are desired, you can raise this question with your account manager.

2.2 Cloud Networking

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

The following network options are supported:

• Whitelisting the Alation Cloud Service Internet Gateway on the corporate network (no additional cost)

• Enhanced networking with AWS PrivateLink (priced separately)
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2.2.1 Whitelisting the Alation Cloud Service Internet Gateway

For those customers that support the whitelisting of the Alation Cloud Service NAT Gateway, Alation will send the

NAT Gateway IP information. The IT team on the Customer side will need to whitelist the IP based on their network

configuration.

For instructions, see Whitelist the Alation Cloud Service IP.

2.2.2 AWS PrivateLink

Alation Cloud Service supports the AWS PrivateLink option that provides private connectivity between VPCs, AWS

services, and on-premises networks, without exposing your traffic to the public internet. AWS PrivateLink makes it easy

to connect services across different accounts and VPCs to significantly simplify your network architecture.

For Alation Cloud Service customers on the cloud-native architecture, support for PrivateLink was added in the 2023.1.5.1

release.

For instructions, see AWS PrivateLink with Alation Cloud Service.

2.3 Non-Production Environments in the Cloud

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Available only for Alation Cloud Service customers on the cloud native architecture

Alation can provide non-production environments to Alation Cloud Service customers for testing, development, and

training purposes. With a non-production environment, you can:

• Test out connecting to a new data source, from installing the connector to extracting metadata.

• Try out API calls without any risk to your production environment.

• Enable and try out previously unused features without any disruption to users in your main Alation instance.

• Train your users and let them try features in a safe way.

Non-production instances are available 52 weeks a year and are administered by Alation, just like your production

Alation instance.

2.3.1 Non-Production Offerings

We offer two non-production plans:

• Cloud Developer Pro

• Cloud Developer Pro Plus

Features Cloud Developer Pro Cloud Developer Pro Plus

# of Objects < 50,000 Same as your production instance

Refresh data from production to non-production No Yes

PrivateLink support No Yes
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Cloud Developer Pro

Number of Objects

With Cloud Developer Pro, your non-production instance can have up to 50,000 objects.

Data Refresh

Data will not be synced with your production instance, so you’ll have to manage the data on your Cloud Developer Pro

instance separately.

PrivateLink Support

Cloud Developer Pro doesn’t support connecting to data sources via AWS PrivateLink

Cloud Developer Pro Plus

Number of Objects

With Cloud Developer Pro Plus, your non-production instance can have as many objects as your production environment,

so you can see exactly how changes you make will affect production.

Data Refresh

In addition, you can sync data from your production environment to non-production to ensure non-production is up to

date. You can refresh your non-production instance up to once per quarter. To schedule a refresh, submit a request to

Alation Support.

When you refresh your non-production data, all existing data and configuration in the non-production instance will be

overwritten with whatever is currently in your production environment. All data and settings in your non-production

instance should be identical to your production instance, with the following exceptions:

• Query schedules will be turned off

• Email notifications will be turned off

• Licensing for your non-production instance is handled separately

Everything else will be carried over, including users, identity provider configuration, connection settings, curated

content, etc. If your production configurations are not applicable to your non-production instance, you’ll need to make

appropriate changes after the data is refreshed.
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PrivateLink Support

With Cloud Developer Pro Plus, you can connect to data sources via AWS PrivateLink.

2.3.2 Alation Agent with Non-Production Instances

An Alation Agent can only be associated with a single Alation instance at a time. If you use the Alation Agent, you’ll

need a separate Agent for your non-production instance. You’ll have to install and configure the non-production Agent

separately. You can use the non-production Agent to connect your non-production Alation instance to the same data

sources as your production instance.

2.4 Cloud Service Security

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Alation Cloud Service takes a robust approach to provide security for all our customers. To learn more, including

information about specific security certifications, please reach out to your account manager.

By default, encryption keys are generated and rotated automatically for Alation Cloud Service deployments. You can

also provide your own encryption keys using the Bring Your Own Key feature.

2.5 Alation Cloud Roles and Responsibilities

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

With Alation Cloud Service, all of the configurations or tasks on the backend of the Alation server will be performed by

authorized Alation personnel.

Catalog users on the customer side with the Server Admin role can change the catalog settings and perform the

configuration tasks available in the Alation UI.

Collaborative effort is required from both the Alation personnel and the customer admin team for a number of specific

configuration tasks, such as setting up authentication or whitelisting the cloud instance IP on the corporate network.

See the table below for a breakdown of various activities and their respective owners:

Activity Owner Example

Application upgrade Alation

• Upgrades to patch releases and

major releases

Security Alation

• Firewall configuration, pen

testing, encryption

Backup management and backup re-

store

Alation

• Daily backups

• Outdated backup cleanup

• Backup restores

continues on next page
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Table 1 – continued from previous page

Activity Owner Example

Disaster recovery setup and mainte-

nance

Alation

• All disaster recovery setup and

maintenance actions

Email server setup Alation

• Setting up an email service

Backend admin tasks Alation

• Enabling feature flags using

alation_conf

• Setting up Alation Analytics

• Installing Alation Connector

Manager

Server monitoring Alation

• Monitoring the state of the Ala-

tion server and processes

• Accessing server logs for trou-

bleshooting

License deployment Alation

• Managing application of li-

censes

Data migration Alation and Customer

• Migrating an on-premise de-

ployment to the Alation Cloud

Service

SSO authentication setup Alation and Customer

• Configuring SSO authentica-

tion for the Alation application

and data sources.

• SAML can be set up by the

customer via the UI starting in

2021.4

Non-production environments Alation and Customer

• Deploying and using a non-

production cloud environment

• Data refresh from production

to non-production (customer

requests it and Alation per-

forms it).

AWS PrivateLink configuration Alation and Customer

• Configuring AWS PrivateLink

to connect to sources

continues on next page
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Table 1 – continued from previous page

Activity Owner Example

IP whitelisting and FW access Customer

• VPC, opening firewall ports,

IP whitelisting

Data source setup Customer

• Configuring data source con-

nections in Alation UI

Alation Agent Customer

• Installing the Agent

• Upgrading the Agent

• Maintaining and troubleshoot-

ing the Agent

• Installing and managing data

sources on the Agent

Administration in Alation UI Customer

• Managing users and groups

• Changing Catalog settings

• Customizing Catalog page

templates

2.6 Migrating from On-Prem to Cloud

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

It is possible to migrate from an on-prem deployment of Alation to the Cloud deployment. Alation Professional Services

can assist in this move. Contact your account manager to start a conversation about moving to the Cloud.
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Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Use this section for information about the Alation Cloud configuration tasks.

For information about providing your own encryption keys, see Bring Your Own Key.

3.1 Alation’s IP Addresses for Allow Lists

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Important: This page only applies if you’re an Alation Cloud Service customer using our cloud native architecture,

available from 2022.4.

This page contains a list of IP addresses that Alation Cloud Service’s cloud native architecture uses to communicate

with external resources, such as data sources, over the public internet.

Depending on your network security configuration, your IT or network administrator may need to add these IP addresses

to an allow list so Alation can communicate with your network or data sources. You will need to allow the listed IP

addresses for the geographic region that your Alation Cloud Service instance is in.

These IP addresses may change over time without notice. This document will be updated when IP addresses are changed

or added.

3.1.1 IP Addresses

Geography Location IP Addresses
CIDR Range

Africa, Europe, & Middle East Frankfurt 3.77.79.216/29 3.77.79.216 - 3.77.79.223

Dublin 3.253.238.240/29 3.253.238.240 - 3.253.238.247

Americas Montreal 15.156.224.56/29 15.156.224.56 - 15.156.224.63

Virginia 44.211.178.224/29 44.211.178.224 - 44.211.178.231

Oregon 18.246.160.64/29 18.246.160.64 - 18.246.160.71

Asia Pacific Singapore 18.143.252.64/29 18.143.252.64 - 18.143.252.71

Sydney 3.27.127.216/29 3.27.127.216 - 3.27.127.223

Tokyo 52.195.197.8/29 52.195.197.10 - 52.195.197.13
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3.2 Whitelist the Alation Cloud Service IP

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Use the steps in this section to whitelist the Alation Cloud Service IP on different network provider platforms where the

instances are running under a public subnet and have a public IP.

3.2.1 Amazon Web Services

IPs are whitelisted in security groups under EC2 services.

1. In the EC2 service select the Security Group from the side panel:

2. Create a new security group and add the necessary protocol, port, and IP address CIDR:

3. Attach the security group to the necessary instance to allow access.

3.2.2 Cisco

1. For accessing device configuration, log in with Cisco ASDM.

2. Access the Access Rules.

3. Add the new IP address and an action in order to whitelist the respective address:
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3.2.3 Azure

1. Login to the Azure console and navigate to Virtual Machines.

2. Select the VM.

3. Choose the network setting.

4. Add the corresponding inbound rules with the Source as IP Address and ports to whitelist:
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3.3 AWS PrivateLink with Alation Cloud Service

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Amazon’s AWS PrivateLink allows for secure connections between Alation Cloud Service and your AWS-based data

sources.

3.3.1 AWS PrivateLink Overview

AWS PrivateLink is a networking service that provides secure connectivity between AWS virtual private clouds (VPCs),

supported AWS services, and your on-premises networks without exposing your traffic to the public internet.

With PrivateLink, you can connect native AWS services and partner services, like Alation, to other AWS services, like

your data sources that run in AWS. PrivateLink connections stay within AWS boundaries, so traffic through PrivateLink

isn’t exposed to the public internet. Data is only transmitted to Alation in response to requests from Alation Cloud

Service.

Architecture

The following diagrams summarize the architecture of the PrivateLink networking option. Your VPC is the provider, and

Alation’s VPC is the consumer. See Amazon’s PrivateLink documentation for more information about these concepts.

Your data source may be located in a different region, as long as you have a VPC in the Alation region that can serve as

a transit connection for PrivateLink to your data source. The connection from the network load balancer to the data

source is the responsibility of the customer.
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Permissions

PrivateLink does not interact or interfere with Alation Identity and Access Management (IAM) settings or permissions.

In terms of the seven-layer network model, PrivateLink operates primarily at the network layer, while Alation IAM

settings and permissions operate at the application layer.

However, you must add permissions that allow specific AWS principals to create an interface VPC endpoint to connect

to your endpoint service. This is documented below.

3.3.2 Set Up PrivateLink

Follow this procedure to create an AWS PrivateLink connection between Alation Cloud Service and a data source

located in an AWS virtual private cloud (VPC).

The overall process involves three main steps:

1. Create a Network Load Balancer in Your AWS Account

2. Create an Endpoint Service in Your AWS Account

3. Establish the Connection

Warning: This final step involves some back-and-forth between you and Alation Support. It also requires your

Alation instance to be restarted, which will result in brief downtime. You’ll be able to arrange an appropriate

time for Alation Support to restart your instance.

Prerequisites

• Your data source must have network connectivity to an AWS virtual private cloud (VPC) that’s in the same AWS

region as your Alation Cloud Service instance.

• You need the IP address and port of the data source you’re connecting to.

Create a Network Load Balancer in Your AWS Account

A network load balancer forwards incoming PrivateLink traffic to your data source. You can forward traffic to multiple

data sources if needed. To create a network load balancer:

1. In the AWS Console, go to EC2.

2. Click Load Balancers.

3. Click Create load balancer.

4. Choose Network Load Balancer.

5. Click the Create button.

6. Fill out the Basic configuration section:

a. For Load balancer name, enter a name that’s unique within your AWS account.

b. For Scheme, select Internal.

c. For IP address type, select IPv4.

7. Fill out the Network mapping section:

a. Select the VPC where your data source is located.
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b. Under Mappings, select the availability zones where your data source is located.

8. In the Listeners and routing section, choose the protocol and port for the connection coming into your load

balancer.

9. If you have an existing target group with your data source in it, select it and proceed to the final step. Otherwise,

click Create target group. A new tab will open. Fill out the following information:

a. Select IP addresses.

b. Enter a Target group name.

c. Choose the protocol and port that’s listening on your data source.

d. Select the VPC where your data source is located.

e. Click Next.

f. Enter the IP address and port that’s listening on your data source, then click Include as pending below.

Note: If the IP address of your data source changes for any reason, you’ll have to update your load balancer

to route traffic from Alation to the new IP address.

g. Click Create target group.

h. Once the target is healthy, return to the load balancer tab.

10. Repeat the prior two steps for any additional data sources you may have.

11. Click Create load balancer.

12. For increased availability, scalability, and fault tolerance, we recommend turning on cross-zone load balancing:

a. Click View load balancer to return to the list of your load balancers.

b. Under Load balancers, click on the name of your load balancer to edit it.

c. Click the Attributes tab.

d. On the Attributes tab, click the Edit button.

e. Enable the Cross-zone load balancing toggle.

f. Click the Save changes button.

Once you’ve created a network load balancer, you need to create an endpoint service and associate it with the load

balancer.

Create an Endpoint Service in Your AWS Account

1. In the AWS Console, go to VPC.

2. Click Endpoint services.

3. Click Create endpoint service.

4. Enter a name.

5. For Load balancer type, select Network.

6. Select the load balancer you created. If you just created it, it may take some time to become available.

7. Click Create.

8. Once the endpoint is created, take note of the Service name. You will need to provide the service name to Alation.
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Now that you have an endpoint service connected to a network load balancer, you will work with Alation to establish the

connection between Alation and your data source.

Establish the Connection

After creating the network load balancer and endpoint service, you will need to work with Alation Support to establish

the connection between Alation and your data source.

1. Open a support ticket with Alation Support and provide the following information:

a. Subject: AWS PrivateLink support requested

b. Body:

• Provide the endpoint service name.

• Provide the port for connections coming into your load balancer (from step 8 under Create a Network

Load Balancer in Your AWS Account).

2. When Alation gets the support ticket, we’ll send you an Amazon resource name (ARN) for the required IAM role.

3. Add the provided IAM role ARN as a principal to your endpoint service:

a. Navigate to the endpoint service you created.

b. Click the Allow principals tab, then the Allow principals button.

c. Enter the ARN that Alation gave you.

d. Click Allow principals.

4. Notify Alation that you’ve entered the IAM role ARN.

5. Alation will set up an endpoint in Alation Cloud Service, initiate the connection, restart your Alation instance,

and notify you that it’s ready. We’ll also send the DNS name for the endpoint (you’ll need it later for setting up

your data source in Alation).

Warning: This step will require your Alation instance to be restarted, which will cause downtime. Arrange

for an appropriate time with Alation Support.

6. Accept the incoming connection from Alation:

a. Navigate to the endpoint service you created.

b. Click the Endpoint connections tab. You should see a new endpoint listed.

c. Select the endpoint.

d. Click Actions.

e. Click Accept endpoint connection request.

f. In the confirmation that appears, type accept in the provided box, then click the Accept button. The VPC

endpoint state will change to Available.

Your PrivateLink connection should now be active. Proceed to add your data source(s) to Alation as described below.
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3.3.3 Add a PrivateLink-based Data Source in Alation

Once you’ve set up PrivateLink, the process for adding a PrivateLink data source in Alation is essentially the same as

adding any other data source, with a few minor differences.

Host and Port

When adding your data source in Alation, the host name and port for the data source depends on your PrivateLink

configuration.

• For the host name, use the DNS name that Alation provided when establishing the connection (see step 2 under

Establish the Connection). This host name is unique to PrivateLink. If you don’t know the host name, contact

Alation Support.

• For the port, use the port for connections coming into your network load balancer (from step 8 under Create a

Network Load Balancer in Your AWS Account).

Note: For SQL Server data sources on PrivateLink, you may need to add trustServerCertificate=true to the

connection string. This may be necessary if the SQL Server certificate has a domain name that’s different from the VPC

endpoint address.

Test the Connection

When you’re done configuring your data source and endpoint service settings, test that the connection works. On the

data source settings page, go to the General Settings tab and find the Test Connection or Network Connection section.

Click the Test button.

If the test is successful, you can now use the data source for metadata extraction, query log ingestion, sampling, and

profiling.

If the test fails, read the error message for information about what went wrong. Double check your connection information,

such as the host name and port, and update it if needed. If you can’t troubleshoot the error on your own, contact Alation

Support.

Help with Adding Data Sources

For help with adding OCF data sources, see the Open Connector Framework section of the docs, then scroll down to

find your specific data source.

For help adding native connectors, see Add Data Sources.

3.3.4 Add a New PrivateLink-based Data Source in AWS

If you’ve already set up a data source using PrivateLink in the past, you can add new data sources to your existing

PrivateLink connection. A single PrivateLink connection can typically support up to 50 data sources, depending on

your network configuration and traffic.

1. In the AWS Console, go to EC2.

2. Click Load Balancers.

3. Select the load balancer for your PrivateLink connection.

4. In the Listeners section, click Add listener.
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5. If you have an existing target group with your data source in it, select it. Otherwise, click Create target group. A

new tab will open. Fill out the following information:

a. Select IP addresses.

b. Enter a Target group name.

c. Choose the protocol and port that’s listening on your data source.

d. Select the VPC where your data source is located.

e. Click Next.

f. Enter the IP address and port that’s listening on your data source, then click Include as pending below.

Note: If the IP address of your data source changes for any reason, you’ll have to update your load balancer

to route traffic from Alation to the new IP address.

g. Click Create target group.

h. Once the target is healthy, return to the load balancer tab.

See Add a Data Source in Alation for remaining steps to set up your data source.

3.3.5 Migrate PrivateLink to Alation’s Cloud Native Architecture

When you migrate to Alation’s cloud native architecture, your Alation instance will move to a new VPC. You will need

to make some configuration changes during the migration to ensure your PrivateLink data sources continue to work.

These changes are described below.

Note: The exact migration steps may vary. For example, the Alation engineer handling your migration may ask you to

accept the new endpoint connection before migration instead of afterward. Work with your Alation account manager

and Alation Support to determine the exact steps and schedule.

Endpoint Service Settings

Before migrating to Alation’s cloud native architecture, you’ll need to update your PrivateLink configuration to prepare

for the migration. You’ll need to accept a new incoming endpoint connection. In some cases, you may also need to add

a new Amazon resource name (ARN) to your endpoint service.

To reconfigure PrivateLink before migrating to Alation’s cloud native architecture:

1. If needed, Alation will provide you a new Amazon resource name (ARN) for the required IAM role. Add the

provided IAM role ARN as a principal to your endpoint service:

a. In the AWS Console, go to VPC.

b. Click Endpoint services.

c. Select the endpoint service you created.

d. Click the Allow principals tab, then the Allow principals button.

e. Enter the ARN that Alation gave you.

f. Click Allow principals.

2. Notify Alation that you’ve entered the IAM role ARN.
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3. Alation will initiate a new connection and migrate your Alation instance to the cloud native architecture. Your

Alation instance will be offline during this process. We will notify you when it’s back online.

4. Accept the incoming connection from Alation:

a. Navigate to the endpoint service you created.

b. Click the Endpoint connections tab. You should see a new endpoint listed.

c. Select the endpoint.

d. Click Actions.

e. Click Accept endpoint connection request.

f. In the confirmation that appears, type accept in the provided box, then click the Accept button. The VPC

endpoint state will change to Available.

Data Source Settings

Once Alation has set up the new endpoint, we may send you a new DNS name for the data source. On the data source

settings page in Alation, go to the General Settings tab and update the host name with the DNS name we provided.

If a private DNS name was previously created, it will remain the same, and you won’t need to update your data source

settings.

Test the Connection

When you’re done configuring your data source and endpoint service settings, test that the connection works. On the

data source settings page, go to the General Settings tab and find the Test Connection or Network Connection section.

Click the Test button.

If the test is successful, you can now use the data source for metadata extraction, query log ingestion, sampling, and

profiling.

If the test fails, read the error message for information about what went wrong. Double check your connection information,

such as the host name and port, and update it if needed. If you can’t troubleshoot the error on your own, contact Alation

Support.

3.3.6 Limitations

Data Source Location

To use PrivateLink, your AWS-based data sources must have network connectivity to an AWS virtual private cloud

(VPC) in the same AWS region as your Alation Cloud Service instance. To determine which AWS region your Alation

Cloud Service instance is located in, contact your Alation account manager.

PrivateLink connections with data sources that are in cloud systems other than AWS, such as Azure, aren’t supported by

Alation at this time.
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Number of Connections

You’re limited to one PrivateLink connection per Alation Cloud Service instance. A single PrivateLink connection can

typically support up to 50 data sources, depending on your network configuration and traffic.

3.4 Reconfigure Azure AD and Okta for Alation’s Cloud Native Archi-

tecture

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

3.4.1 Background

Alation is introducing subdomains to the URL for Alation Cloud Service with the cloud native architecture. The

change requires an admin of your Identity Provider to add the new URL to the identity provider, if you have previously

configured the identity provider without the subdomain.

Region Change Example of New Domain

Europe .eu subdomain [customername].eu.alationcloud.com

APAC .ap subdomain [customername].ap.alationcloud.com

US No change Not applicable

3.4.2 Benefit

The new subdomains will provide the following additional benefits to Alation Cloud Service customers:

• Regional identity: It will be more clear to all end users that your data is hosted in your geography.

• Performance and scalability: Alation will be better able to optimize the performance of each region and to

continue to scale the service.

• Isolation and compliance: The new subdomains will provide additional isolation between regions and improve

compliance with local regulations.

3.4.3 Impact

For the most common identity providers, Azure AD and Okta, the new URL can be added in such a way that the existing

and new URL are both present.

Additionally, a redirect page will be in place to inform users visiting the old Alation URL that they are being redirected

to the new URL.
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3.4.4 Reconfigure Azure Active Directory (Azure AD)

To add the new Alation Cloud Service URL to Azure AD:

1. Go to the Azure AD SAML application.

2. Click on the single sign-on option.

3. Edit the Basic SAML Configuration option.

4. Add the new URL in the Reply URL section. Your new URL is the same as your old URL with either .eu or

.ap before .alationcloud.com.

Note: Default Checkbox

Before migrating to the cloud native architecture, leave the Default checkmark on your old domain name.

After migrating to the cloud native architecture, we recommend changing the Default checkmark to the new

domain name for performance benefits.

5. Click Save.

3.4.5 Reconfigure Okta

To add the new Alation Cloud Service URL to Okta:

1. Go to the Okta application.

2. Add new URLs in the Other Requestable SSO URLs section. Your new URL is the same as your old URL with

either .eu or .ap before .alationcloud.com.
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3.5 Cloud Service Configuration Limitations

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

3.5.1 Email Server Setup Limitation

Currently, the managed Cloud deployment of Alation does not support corporate email server setup. The built-in email

server option has to be used until this functionality is added.

3.5.2 Alation Analytics V2 Limitations

Starting in 2023.3, Alation Cloud Service customers on the cloud native architecture can connect third-party BI tools to

Alation Analytics V2.

If you are an Alation Cloud Service customer who’s not yet on the cloud native architecture, contact your account

manager to discuss your options.

3.5.3 Leaderboards

Leaderboards are by default turned off for Alation Cloud Service customers hosted in Europe. To have this feature

turned on, create a Service Cloud ticket.

3.5.4 Custom Thumbnail Images on the Homepage

If a Server Admin wants to use custom images on the Alation Homepage, they can do so using an Article object in

Alation. On how to add custom images using an Article object, see Use Custom Thumbnail Images.

You can also contact Alation Support to request the addition of new images to your Alation instance.
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ALATION AGENT

4.1 Agent Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

See Alation Cloud Service Compatibility for information about which versions of Alation Cloud Service are supported

by each version of the Agent. To get the latest Alation Agent features and fixes, we recommend upgrading to the latest

version of the Alation Agent that’s compatible with your version of Alation Cloud Service.

4.1.1 Release 1.6.1.3465

Polling Mode UI

We’ve made some improvements in the Alation UI to help you understand when an Agent is in polling mode and how

that could affect your connection:

• The Agent Dashboard indicates whether the Agent is in polling mode.

• When viewing connector details on the Connector Dashboard, you can see whether the connector is on an Agent

that is in polling mode.

• When testing RDBMS data source connections on the data source settings page, you can see whether the data

source is connected through an Agent that is in polling mode.

4.1.2 Release 1.6.1.3288

Polling Mode

The Alation Agent now supports connecting to Alation Cloud Service via polling mode.

4.1.3 Release 1.5.1.2863

Support for More Operating Systems

The Alation Agent now officially supports more operating systems:

• Debian 11

• Red Hat 9

• Ubuntu 22
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For a complete list of supported operating systems, see the Agent system requirements.

Diagnostic Tool Improvements

The built-in diagnostic tool now checks that /etc/hosts is configured correctly. A missing or incorrect /etc/hosts file can

disrupt the connection between Alation Cloud Services and the Alation Agent.

4.1.4 Release 1.5.0.2541

Diagnostic Tool

Is your Agent in a disconnected state? We’ve added a new diagnostic tool to the Agent that will help you troubleshoot

connectivity issues. See the Troubleshooting topic for details on working with the diagnostic tool.

4.1.5 Release 1.3.0.1536

Bug Fixes

We fixed an issue where the Agent was failing to close old network connections when establishing failover connections

to Alation Cloud Service.

4.1.6 Release 1.2.1.1168

Improved Reliability

The Alation Agent now establishes multiple failover connections to Alation Cloud Service for improved uptime and

performance.

Support for Basic Authentication with Proxy

The Alation Agent now works with HTTP CONNECT proxies that require basic authentication. On the Agent machine,

edit the /etc/hydra/hydra.toml file to include the following line:

web_proxy = "<username>:<password>@<proxy-address>:<proxy-port>"

Replace the parts in angle brackets with the appropriate information for your proxy.

See the Agent installation instructions for more details on configuring the Agent to work with a proxy.

Bug Fixes

We fixed an issue where the Agent could sometimes report an ERROR.E1000, which would prevent connectors from

being installed. Upgrading to version 1.2.1.1168 resolves this issue.
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4.1.7 Release 1.2.1.1120

Compose Support

The Aalation Agent now supports Compose connections to on-premise data sources. This support includes:

• Query execution in Compose

• Query forms

• Scheduled queries

• Excel live reports

• Data upload

Compose Compatibility with the Agent

In order to use Compose with the Alation Agent, you must:

• Be on Alation Cloud Service version 2022.4 or later.

• Have Alation Agent version 1.2.1.868 or newer installed. Agent version 1.2.0.815 does not support Compose.

• Have a supporting version of the relevant connector installed on the Agent. See the documentation for individual

OCF connectors to find out if a particular connector can connect to Compose through the Alation Agent.

4.1.8 Release 1.2.1.868

Multiple Agent Installations

Alation now supports multiple Alation Agent installations per cloud instance. Multiple Agents may be required if

data sources are in different geographical locations, network segments, or security zones. A Server Admin for a cloud

instance can now install Alation Agent multiple times to enable connection to on-premise data sources from the catalog.

Agent Enhancements

• Users can now delete an Agent even when the certificate is revoked.

• The default port of 80 for web_proxy is now honored by the Agent. Previously port 80 was incorrectly ignored

and defaulted to 3128.

4.2 Install the Alation Agent

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Installing the Alation Agent (Agent) involves six basic steps:

1. Prepare for the installation.

2. Navigate to the Agent dashboard.

3. Perform the preflight check (optional).

4. Download the Agent and run the installation script.

5. Name the Agent.
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6. Generate encryption certificates.

These steps are described in detail below. You will be switching back and forth between Alation and the Agent’s host

machine to complete the installation. You’ll use information provided in Alation to run commands on the Agent machine,

and you’ll sometimes copy the output of those commands back into Alation.

You can install multiple Agents, each on its own machine, and connect them all with Alation Cloud Service. This may

be needed if you have data sources in different geographical locations, network segments, or security zones.

4.2.1 Step 1: Prepare for the Installation

Before you can install the Agent, you must:

• Get access to the Customer Portal. In Customer Portal you can:

– Select Agents from top menu to see links to Agent installation packages.

– Select Connectors to see the list of OCF connector packages you can download to install in Agent.

• Provision a Linux host to install the Agent on.

– Check the System Requirements for the required hardware and software.

– The Agent’s host can be a physical or virtual machine. A virtual machine can be set up in a shared server

environment, as long as the system requirements are met.

– The Agent machine should be located appropriately within your network so that it can access the relevant

data sources.

– Don’t run other software on the Agent machine—only the Agent should be installed.

• Ensure that outbound port 443 is open.

• If you are using an HTTP CONNECT proxy, the proxy needs to allow resolving the DNS address within your

Alation Cloud instance that is available for the Agent. You will find this address in Step 3: Preflight Check. If your

proxy server is a TLS middlebox, additional steps are required. Contact Alation Support for more information.

• Get access to Alation’s Customer Portal. At least one person in your organization should already have access. If

you don’t know who that is, contact your account manager.

• Make sure you have the Server Admin role in Alation.

4.2.2 Step 2: Navigate to the Agent Dashboard

First ensure you have completed the prerequisites in the prior step. You must have the Server Admin role in Alation to

complete the remaining steps.

1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Manage Connectors.
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3. Click the Agents tab. The Agents Dashboard appears.

4. Click the Add New Agent button.

The Add New Agent dialog will appear.
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4.2.3 Step 3: Preflight Check (Optional)

Check that the Agent host machine can resolve the DNS that is available for the Agent from your Alation Cloud instance.

You can find the address on the first screen of the Add New Agent dialog.

You will need to make sure you have SSH credentials to the Agent machine and that it has outbound access to the open

internet. If you do not want the Agent to have outbound access to the open internet, you may use a proxy server. In that

case you will need to whitelist the Alation Cloud address on your proxy server to allow the Agent machine outbound

access to Alation Cloud Service.

Then you can use a tool such as dig or nslookup to see if you can reach your Alation Cloud instance address. For

example:

dig <your-alation-cloud-domain>

If your Alation Cloud instance is reachable, the output of the dig command should include something like this:

;; ANSWER SECTION:

<your-alation-cloud-domain>. 60 IN A <alation-cloud-IP>

If your Alation Cloud instance is not reachable, you will need to configure your network to correctly resolve the DNS.

4.2.4 Step 4: Download and Run Installation Script

You’re now ready to download the software package and run the installation script.

1. In the Add New Agent dialog, click the link to the Alation Customer Portal.
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2. In the Alation Customer Portal, select the latest available version for the desired operating system:

• RHEL for Red Hat-based systems

• DEBIAN for Debian-based systems

The Agent will download to your computer as a tar.gz file named ocf-agent-<agent-version>-<operating-

system>.tar.gz.

3. If needed, transfer the downloaded file to the Agent’s host machine. For example, if you downloaded the Agent

file to a Unix-based machine, you could transfer the file using the scp command in Terminal:

scp /local/path/to/ocf-agent-<agent-version>-<operating-system>.tar.gz <ssh-user>@

<server-address>:/remote/path/to/ocf-agent

4. On the Agent’s host machine, extract the .tar.gz file. Example:

tar -xf ocf-agent-<agent-version>-<operating-system>.tar.gz

The Agent installation files are extracted into an ocf-agent directory.

5. Change into the ocf-agent directory.

cd ocf-agent

6. In Alation, copy the relevant installation command from the Install Agent screen.
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7. In the terminal on the Agent’s host machine, make sure you are in the ocf-agent directory, then paste and run the

installation command. This will install and configure the Agent.

8. (Optional) If your network routes outgoing traffic through an HTTP CONNECT proxy, see the Advanced

Configuration section below.

9. In Alation, click the Next button.

You have now installed and configured the Agent on a machine inside your network. Next you’ll need to name the Agent

in Alation.

Advanced Configuration

If your network routes outgoing traffic through an HTTP CONNECT proxy, you need to:

• Add the Alation Cloud Service connectivity endpoint to your proxy server’s allow list.

• Add the proxy’s address to the Agent configuration file.

Proxy Allow List

You will need to add the Alation Cloud Service connectivity endpoint to your proxy server’s allow list so

the Agent can reach your Alation Cloud Service instance.

The Alation Cloud Service endpoint is shown on the address line of the Agent installation command.

This is the same address that should be in your Agent configuration file at /etc/hydra/hydra.toml.

Add Proxy Address to Agent Config

This is done on the Agent’s host machine. The steps depend on whether your proxy requires authentication.

• No Authentication

For proxies that don’t require authentication, edit /etc/hydra/hydra.toml to add the following line:

web_proxy = "<proxy-address>:<proxy-port>"

• Basic Authentication

Starting with Agent version 1.2.1.1168, you can route the Agent through proxies that require basic authentication.

Edit /etc/hydra/hydra.toml to add the following line:

web_proxy = "<username>:<password>@<proxy-address>:<proxy-port>"

Replace the parts in angle brackets with the appropriate information for your proxy. Don’t include the angle

brackets. Do include the quotes. The proxy address can be a domain name or an IP address. If no port is provided,

the Agent defaults to port 3128.

Here’s an example with basic authentication:

web_proxy = "jane:securepassword@company.proxy.com:3128"
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4.2.5 Step 5: Name Your Agent

1. In Alation, enter a name for the Agent. This name can’t be changed, so choose carefully.

Note: The Agent’s name is used to identify connectors that you install on this Agent. When you install a new

connector or add a new data source and link it to your Agent, you’ll see the Agent name added to the end of the

connector name.

2. (Optional) Enter a description of the Agent. This appears on the Agent’s detail page. The description can’t be

changed later.

3. Click the Next button, then confirm the name you chose.

Now that you’ve named the Agent, it’s time to establish the secure connection between your Alation Cloud instance and

the Agent.

Note: After starting the Add Agent workflow you can always close the Add New Agent dialog. You can pick it back up

again at a later time by returning to the Agent Dashboard and clicking on the Complete Setup link.

4.2.6 Step 6: Generate Encryption Certificates

Alation uses signed certificates to encrypt the communication between Alation and the Agent.

1. On the Generate Certificate Signing Request (CSR) screen, copy the provided command and run it on the

Agent’s host machine.

sudo kratos certs gen

The command will generate a certificate signing request. Example output:

-----BEGIN CERTIFICATE REQUEST-----

<your certificate signing request>

-----END CERTIFICATE REQUEST-----

2. Copy the certificate signing request from the Agent machine, including the dashes.

3. In Alation, paste the certificate signing request into the provided box under Certificate Signing Request Output.

Then click the Next button.
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4. Alation will generate two signed certificates—one for the Agent and one root certificate. Copy the provided

certificate installation command.

5. On the Agent’s host machine, paste the copied certificate command and run it. This installs the certificate.

6. Restart the Agent by copying the provided command and running it on the Agent’s host machine.

sudo systemctl restart hydra

7. When the Agent has finished restarting, click the Finish button in Alation. Check that your Agent has a status of

Connected in the Agent Dashboard. If it doesn’t, check the Troubleshooting page.

Note: The certificates will automatically expire after one year.

If the installation was successful, you can now install connectors on your Agent.
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4.3 Connect the Agent to Data Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

To connect to a data source with the Alation Agent (Agent), you must first install the appropriate OCF connector on the

Agent. To obtain an OCF connector, open a support ticket with Alation to request the specific OCF connectors you need.

Important:

• The Agent only works with connectors based on the Open Connector Framework (OCF).

• The Agent only supports RDBMS and BI connectors.

Once you’ve installed the right connector, you can add the data source.

4.3.1 Install a Connector on the Agent

You must be a Server Admin to install the connector. Each connector is installed in its own container on the Agent

machine.

To install a connector on the Agent:

1. Get the appropriate OCF connector from Alation support. The connector will be provided as a Zip file.

2. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

3. Under the Server Admin section, click Manage Connectors.

4. Click the Install New Connector button on the Connectors Dashboard page.

5. Select the Select an Agent checkbox.
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6. Click the arrow next to Select Agent, then select the name of the Agent.

7. Drag and drop the connector Zip file into the designated area, or click in the area to select the file from your

system.

Note: The installation may take several minutes. When it’s done, a success message will appear.

Note: If you get an error, see the Troubleshooting page.

8. When the installation is complete, click the Close button.

The list of connectors will refresh. After a moment, your new connector will appear in the list. The Agent’s name

will be added to the end of the connector name.
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4.3.2 Connect to a Data Source through the Agent

Once you’ve installed the right connector on the Agent, you can connect to an on-premise data source from Alation

through your Agent.

The process of adding an on-premise data source through the Agent is almost the same as adding any other data source.

The difference is that when choosing the Database Type, you must choose an OCF connector that shows the Agent’s

name in parentheses.
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The pattern for OCF connector names is “<Data Source> OCF Connector (Agent Name).” For example, if you wanted

to connect to a MySQL data source on an agent named “Agent,” you would select “MySQL OCF Connector (Agent)”

for the Database Type. The connector will have the same name that appears in the Connectors Dashboard.

Once you select the Database Type, the dialog will close and take you to the Datasource Settings page. There you can

enter the connection information for your on-premise data source.
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Once you have connected to the data source, you can run metadata extraction, query log ingestion, sampling, and

profiling.

Compose Compatibility with the Agent

In order to use Compose with the Alation Agent, you must:

• Be on Alation Cloud Service version 2022.4 or later.

• Have Alation Agent version 1.2.1.868 or newer installed. Agent version 1.2.0.815 does not support Compose.

• Have a supporting version of the relevant connector installed on the Agent. See the documentation for individual

OCF connectors to find out if a particular connector can connect to Compose through the Alation Agent.

4.4 Manage Connectors

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Connectors that are installed on the Alation Agent can be managed using the Connectors Dashboard. This is the same

as other OCF connectors.

To navigate to the Connectors Dashboard:

1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Manage Connectors.

3. Click the Actions button to view the list of actions available for an installed OCF connector. The actions are

described below.
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4.4.1 Connector Actions

Start Connector

If the connector container is currently stopped, the action will start it up again.

Stop Connector

If the connector container is currently running, this action shuts it down.

Restart Connector

If the connector container is currently running, this action shuts it down, then starts it up again.

Upgrade Connector

This action will let you update the connector to a newer version. You can request a newer connector version from Alation

Support.

1. Select Upgrade Connector from the connector’s Actions menu. The Update Connector dialog appears.

2. Drag and drop the connector Zip file into the designated area, or click in the area to select the file from your

system.

Note: The installation may take several minutes. When it’s done, a success message will appear.

3. Once the upgrade is complete, click Close.

Note: You can also downgrade the connector version using the Upgrade Connector action. To downgrade, drag

and drop or select the downgrade version Zip file.

Note: Make sure that you use the same connector type for upgrade or downgrade.
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Kill Connector

This action forcefully stops a connector. Killing a connector will interrupt running tasks on any data sources associated

with the connector. Click the Kill button to confirm the kill or click the Close button to abort the kill operation.

Delete Connector

This action deletes a connector. If there are no data sources associated with the connector, click the Delete button to

confirm the deletion.

If there are any data sources associated with the connector, click the Force Delete button to force delete the connector

or click the Close button to abort the delete operation.

After a force delete operation:

• The connector will be deleted.

• The existing data of the data source will remain in Alation.

• You will not be able to perform any action on the data.

4.5 Work with the Agent’s Certificates

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Alation uses signed certificates to encrypt the communication between your Alation Cloud instance and the Agent.

Alation uses two signed certificates—one for the Agent and one root certificate. These certificates will automatically

expire after one year.

You’re in full control of these certificates. You can always view the certificates in Alation. You can revoke them at any

time to stop communication between your Alation Cloud instance and the Agent. You can also renew certificates at any

time, whether they are current, expired, or revoked.

To work with the Agent’s certificates, first navigate to the Agents Dashboard:
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1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Manage Connectors.

3. Click the Agents tab. The Agents Dashboard appears.

4.5.1 View the Certificates’ Expiration Date

To view the expiration date of the Agent’s certificates:

1. Navigate to the Agents Dashboard.

2. In the Certificate Expiration column, you can see the date on which the certificates will expire. If there is no

date, then there are no valid certificates associated with that Agent.

246 Chapter 4. Alation Agent



Alation User Guide

4.5.2 View the Certificates

To view an Agent’s certificates:

1. Navigate to the Agents Dashboard.

2. Click on the name of the Agent. The Agent’s dedicated page opens.

3. Click the Agent Options button, then select View Certificates.

4. A dialog will appear that shows the certificates.

Note: If the certificate has been revoked, you’ll see an error message.

See Renew the Certificates to reestablish the connection.

5. Click the Close button to exit the dialog.

4.5.3 Revoke the Certificates

You can revoke the Agent’s certificates at any time. This stops all communication between the Agent and your Alation

Cloud instance.

To revoke an Agent’s certificates:

1. Navigate to the Agents Dashboard.

2. Click on the name of the Agent. The Agent’s dedicated page opens.

3. Click the Agent Options button, then select Revoke Certificate.
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4. A confirmation dialog appears. Click the Confirm button to revoke the certificate.

Important: It may take up to an hour before the certificate is fully revoked, per the Online Certificate Status

Protocol (RFC 5019) Section 6. Your Agent may appear to have a Connected status until that time.

4.5.4 Renew the Certificates

Agent certificates automatically expire after one year. You’ll need to renew them on a yearly basis in order to keep using

the Agent. You may also need to renew certificates that you have previously revoked.

To renew an Agent’s certificates:

1. Navigate to the Agents Dashboard.

2. Click on the name of the Agent. The Agent’s dedicated page opens.

3. Click the Agent Options button, then select Renew Certificate.

4. On the Generate Certificate Signing Request (CSR) screen, copy the provided command and run it on the

Agent’s host machine.

sudo kratos certs gen

Since this Agent has already been connected to your Alation Cloud instance in the past, you will get a warning

that a key has already been created.

Warning! A key for this agent appears to have already been generated

at "/etc/hydra/agent/security/proxy_key.pem". Generating a new key pair

will destroy the existing one.

Continue? [Y|n]
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Enter Y to continue.

The command will generate a certificate signing request. Example output:

-----BEGIN CERTIFICATE REQUEST-----

<your certificate signing request>

-----END CERTIFICATE REQUEST-----

5. Copy the certificate signing request from the Agent machine, including the dashes.

6. In Alation, paste the certificate signing request into the provided box under Certificate Signing Request Output.

Then click the Next button.

7. Alation will generate two signed certificates—one for the Agent and one root certificate. Copy the provided

certificate installation command.

8. On the Agent’s host machine, paste the copied certificate command and run it. This installs the certificate.

9. Restart the Agent by copying the provided command and running it on the Agent’s host machine.

sudo systemctl restart hydra
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10. When the Agent has finished restarting, click the Finish button in Alation. Check that your Agent has a status of

Connected in the Agent Dashboard. If it doesn’t, check the Troubleshooting page.

Note: The certificates will automatically expire after one year.

4.6 Upgrade the Agent

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

To upgrade an Alation Agent (Agent) installation to a newer version:

1. On the Agent host machine, check the installed Agent’s version by running:

hydra version

The version number will be in the first line of the output.

2. Go to the Alation Customer Portal. If prompted, log in.

3. If a newer version of the Agent is available in the Version column of the Alation Customer Portal, proceed with

the upgrade.

4. In the Alation Customer Portal, select the latest available version for the desired operating system:

• RHEL for Red Hat-based systems

• DEBIAN for Debian-based systems

The Agent will download to your computer as a tar.gz file named ocf-agent-<agent-version>-<operating-

system>.tar.gz.

5. If needed, transfer the downloaded file to the Agent’s host machine. For example, if you downloaded the Agent

file to a Unix-based machine, you could transfer the file using the scp command in Terminal:

scp /local/path/to/ocf-agent-<agent-version>-<operating-system>.tar.gz <ssh-user>@

<server-address>:/remote/path/to/ocf-agent

Important: If you already have an ocf-agent directory on the Agent machine, remove or rename it so its old

files won’t interfere with the current process.

6. On the Agent’s host machine, extract the .tar.gz file. Example:

tar -xf ocf-agent-<agent-version>-<operating-system>.tar.gz

The Agent installation files are extracted into an ocf-agent directory.
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7. Change into the ocf-agent directory.

cd ocf-agent

Then check the name of the installation file.

ls

It should be named something like ocf-agent-<version>.deb or ocf-agent-<version>.rpm.

8. Run one of the following commands, replacing “<agent-install-file>” with the file name of the Agent installer you

downloaded.

On a Debian-based machine:

sudo dpkg --install <agent-install-file>

On a Red Hat-based machine:

sudo rpm -Uvh <agent-install-file>

9. If you’re upgrading the Agent as part of an upgrade to Alation 2022.4 running on Alation’s cloud native architecture,

you may also need to update the Agent configuration file. See Update the Agent’s Address Configuration.

10. Restart the Agent by copying the provided command and running it on the Agent’s host machine.

sudo systemctl restart hydra

The upgrade process is complete when the Agent is done restarting.

11. Verify the upgraded Agent’s version by running:

hydra version

The version number will be in the first line of the output.

4.7 Update the Agent’s Address Configuration

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

You may need to update the Agent’s address configuration if the Agent is in a disconnected status. This may happen

if the Agent was set up incorrectly or if you’re an Alation Cloud Service customer who’s been upgraded to the cloud

native architecture (available starting in 2022.4).

To update the Agent’s address configuration, first you need to get the correct connectivity endpoint of your Alation Cloud

Service instance. Then you need to enter the endpoint into the Agent’s configuration file. This process is described in

detail below.
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4.7.1 Get the Alation Cloud Service Connectivity Endpoint

You can get the Alation Cloud Service connectivity endpoint by starting, but not finishing, the Agent installation process

within Alation:

1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Manage Connectors.

3. Click the Agents tab. The Agents Dashboard appears.

4. Click the Add New Agent button.

The Add New Agent dialog will appear.

5. The first step of the installation process will show connectivity endpoint between quotes on the address line.
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6. Save the connectivity endpoint in a secure location for later use. Then click the X button to exit the Add New

Agent dialog. (You should not install or reinstall an Agent now.)

4.7.2 Allow the Connectivity Endpoint

If your organization uses a Web Application Firewall (WAF), inform your firewall admin to allow the Alation Cloud

Service connectivity endpoint to pass through.

4.7.3 Edit the Agent Configuration File

Now that you have the correct connectivity endpoint of your Alation Cloud Service instance, you need to enter the

address into the Agent’s configuration file.

1. The Agent configuration file is located on the Agent host machine at /etc/hydra/hydra.toml. Edit the file using

your preferred text editor. You may need to use sudo privileges.

2. In hydra.toml, look for the address line. Replace the address value inside the quotation marks with the Alation

Cloud Service connectivity endpoint you obtained earlier. If the address is already correct, you don’t need to do

anything else.

3. Restart the agent by running the following command:

sudo hydra restart

4. In Alation, return to the Agents Dashboard and verify that the Agent is now connected to Alation.

4.8 Delete and Reconnect the Agent in Alation

Alation Cloud Service Applies to Alation Cloud Service instances of Alation
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4.8.1 Delete the Agent from Alation

You can delete an Agent from the Agents Dashboard in Alation at any time. This will have the following effects:

• The Agent is removed from your Agents Dashboard in Alation.

• All connectors you have installed on the Agent will be deleted from the Agent. The data sources will still appear

in Alation, but the connection to your physical data source will be broken. You’ll no longer be able to use the old

data source in Alation to conduct metadata extraction or other operations. If you reinstall the connector, you can

add the data source to Alation again, but it will be considered a separate data source from the old one. You will

have to rerun metadata extraction again on this new data source.

• The certificate for the Agent is revoked. The connection is broken between your Alation Cloud instance and the

Agent software installed on your network.

• The Agent software remains on the host machine where you installed it (unless it has been removed or uninstalled

separately). You can reconnect it later, if desired.

To delete an Agent from Alation:

1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Manage Connectors.

3. Click the Agents tab. The Agents Dashboard appears.

4. Click on the name of the Agent. The Agent’s dedicated page opens.
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5. Click the Agent Options button, then select Delete Agent. A confirmation message appears.

6. Click the Confirm button to delete the Agent. A success message appears.

7. Click the Close button. You will be returned to the Agents Dashboard. The Agent will no longer be listed.

The Agent software that you installed on your network is unaffected by this procedure, but it will now be unable to

connect to your Alation Cloud instance. To reconnect your Agent to your Alation Cloud instance, see Reconnect an

Installed Agent to Alation. To uninstall the Agent from your network, see Uninstall and Reinstall the Agent Software.

4.8.2 Reconnect an Installed Agent to Alation

If you have deleted an Agent from the Agent Dashboard in Alation and the Agent software is still running on your

network, you can reconnect the installed Agent to your Alation Cloud instance. Before reconnecting the Agent, check the

Alation Cloud Service Compatibility to see if a newer Agent is available for your Alation Cloud version. If so, upgrade

the Agent first.

Step 1: Navigate to the Agent Dashboard

You must have the Server Admin role in Alation to complete these steps.

1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Manage Connectors.
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3. Click the Agents tab. The Agents Dashboard appears.

4. Click the Add New Agent button.

The Add New Agent dialog will appear.

5. Click the Next button.

Important: Do not follow the installation instructions on the Install Agent screen. You do not need to install

the Agent again, because it’s already installed and running on your network.

Step 2: Name Your Agent

1. In Alation, enter a name for the Agent. This name can’t be changed, so choose carefully.

Note: The Agent’s name is used to identify connectors that you install on this Agent. When you install a new

connector or add a new data source and link it to your Agent, you’ll see the Agent name added to the end of the

connector name.

2. (Optional) Enter a description of the Agent. This appears on the Agent’s detail page. The description can’t be

changed later.

3. Click the Next button, then confirm the name you chose.
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Step 3: Generate Encryption Certificates

Alation uses signed certificates to encrypt the communication between Alation and the Agent.

1. On the Generate Certificate Signing Request (CSR) screen, copy the provided command and run it on the

Agent’s host machine.

sudo kratos certs gen

Since this Agent has already been connected to your Alation Cloud instance in the past, you will get a warning

that a key has already been created.

Warning! A key for this agent appears to have already been generated

at "/etc/hydra/agent/security/proxy_key.pem". Generating a new key pair

will destroy the existing one.

Continue? [Y|n]

Enter Y to continue.

The command will generate a certificate signing request. Example output:

-----BEGIN CERTIFICATE REQUEST-----

<your certificate signing request>

-----END CERTIFICATE REQUEST-----

2. Copy the certificate signing request from the Agent machine, including the dashes.

3. In Alation, paste the certificate signing request into the provided box under Certificate Signing Request Output.

Then click the Next button.

4. Alation will generate two signed certificates—one for the Agent and one root certificate. Copy the provided

certificate installation command.
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5. On the Agent’s host machine, paste the copied certificate command and run it. This installs the certificate.

6. Restart the Agent by copying the provided command and running it on the Agent’s host machine.

sudo systemctl restart hydra

7. When the Agent has finished restarting, click the Finish button in Alation. Check that your Agent has a status of

Connected in the Agent Dashboard. If it doesn’t, check the Troubleshooting page.

If the installation was successful, you can now install connectors on your Agent.

4.9 Uninstall and Reinstall the Agent Software

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

4.9.1 Uninstall the Agent

To uninstall an Agent from your network, run the following commands on the Agent’s host machine.

Red Hat-Based

Run these two commands in turn.

sudo yum remove alation-container-service

sudo yum remove alation-hydra
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Debian-Based

Run these two commands in turn.

sudo apt-get remove alation-hydra

sudo apt-get remove alation-container-service

Or run these two commands in turn.

sudo dpkg --remove alation-hydra

sudo dpkg --remove alation-container-service

After you uninstall an Agent, the corresponding Agent entry on the Agents Dashboard in Alation will show as

disconnected. To delete the Agent entry from the Agents Dashboard, see Deleting the Agent from Alation. To reinstall

an Agent on your network and connect it to an existing Agent entry in Alation, see below.

4.9.2 Reinstall an Agent and Reconnect to Alation

In some cases, you may have an Agent listed on the Agents Dashboard in Alation, but the Agent software that you had

installed inside your network is no longer there. For example, the Agent’s host machine may have gone down, or the

Agent software may have been uninstalled or deleted.

If this happens, you can install a new copy of the Agent on your network and reconnect it to the Agent entry in Alation.

Once the connection has been restored, any connectors you had previously installed on your old Agent will automatically

be reinstalled on the new Agent.

Step 1: Prepare for the Installation

Before you can install the Agent, you must:

1. Provision a Linux host to install the Agent on. This can be a physical or virtual machine. Do not run other software

on this machine—only the Agent should be installed. See Agent System Requirements for details.

2. Get access to Alation’s Customer Portal. If you don’t have access or aren’t sure how to access it, contact your

account manager.

3. Have the Server Admin role in Alation.

Step 2: Navigate to the Agent Dashboard

First ensure you have completed the prerequisites in the prior step. You must have the Server Admin role in Alation to

complete the remaining steps.

1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Manage Connectors.
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3. Click the Agents tab. The Agents Dashboard appears.

4. Click the Add New Agent button.

The Add New Agent dialog will appear.

Note: You will only need to use the first step in the Add New Agent process. This provides you the information

needed to install the Agent. Do not click the Next button.
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Step 3: Download and Run Installation Script

1. In the Add New Agent dialog, click the link to the Alation Customer Portal.

2. In the Alation Customer Portal, select the latest available version for the desired operating system:

• RHEL for Red Hat-based systems

• DEBIAN for Debian-based systems

The Agent will download to your computer as a tar.gz file named ocf-agent-<agent-version>-<operating-

system>.tar.gz.

3. If needed, transfer the downloaded file to the Agent’s host machine. For example, if you downloaded the Agent

file to a Unix-based machine, you could transfer the file using the scp command in Terminal:

scp /local/path/to/ocf-agent-<agent-version>-<operating-system>.tar.gz <ssh-user>@

<server-address>:/remote/path/to/ocf-agent

Important: If you already have an ocf-agent directory on the Agent machine, remove or rename it so its old

files won’t interfere with the current process.

4. On the Agent’s host machine, extract the .tar.gz file. Example:

tar -xf ocf-agent-<agent-version>-<operating-system>.tar.gz

The Agent installation files are extracted into an ocf-agent directory.

5. Change into the ocf-agent directory.

cd ocf-agent

6. In Alation, copy the relevant installation command from the Install Agent screen.
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7. In the terminal on the Agent’s host machine, make sure you are in the ocf-agent directory, then paste and run the

installation command. This will install and configure the Agent.

8. (Optional) If your network routes outgoing traffic through an HTTP CONNECT proxy, see the Advanced

Configuration section below.

9. In Alation, click the X button to exit the Add New Agent dialog.

Note: Do not click the Next button. The remaining steps in the Add New Agent process are not needed in this

scenario.

Advanced Configuration

If your network routes outgoing traffic through an HTTP CONNECT proxy, you need to:

• Add the Alation Cloud Service connectivity endpoint to your proxy server’s allow list.

• Add the proxy’s address to the Agent configuration file.

Proxy Allow List

You will need to add the Alation Cloud Service connectivity endpoint to your proxy server’s allow list so

the Agent can reach your Alation Cloud Service instance.

The Alation Cloud Service endpoint is shown on the address line of the Agent installation command.

This is the same address that should be in your Agent configuration file at /etc/hydra/hydra.toml.

Add Proxy Address to Agent Config

This is done on the Agent’s host machine. The steps depend on whether your proxy requires authentication.

• No Authentication

For proxies that don’t require authentication, edit /etc/hydra/hydra.toml to add the following line:

web_proxy = "<proxy-address>:<proxy-port>"
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• Basic Authentication

Starting with Agent version 1.2.1.1168, you can route the Agent through proxies that require basic authentication.

Edit /etc/hydra/hydra.toml to add the following line:

web_proxy = "<username>:<password>@<proxy-address>:<proxy-port>"

Replace the parts in angle brackets with the appropriate information for your proxy. Don’t include the angle

brackets. Do include the quotes. The proxy address can be a domain name or an IP address. If no port is provided,

the Agent defaults to port 3128.

Here’s an example with basic authentication:

web_proxy = "jane:securepassword@company.proxy.com:3128"

Step 4. Renew the Agent’s Certificates

If you’re reinstalling the Agent on the same machine as your old Agent, you may be able to reuse the old Agent’s

certificates. To check if your old Agent’s certificates are still valid, see View the Certificates’ Expiration Date. If they

are not valid, or if you’re installing the Agent on a new machine, use the steps below to renew the certificates.

1. On the Agents Dashboard in Alation, click the name of the Agent you are reconnecting to.

2. Click the Agent Options button, then select Renew Certificate.

3. On the Generate Certificate Signing Request (CSR) screen, copy the provided command and run it on the

Agent’s host machine.

sudo kratos certs gen

Since this Agent has already been connected to your Alation Cloud instance in the past, you will get a warning

that a key has already been created.

Warning! A key for this agent appears to have already been generated

at "/etc/hydra/agent/security/proxy_key.pem". Generating a new key pair

will destroy the existing one.

Continue? [Y|n]

Enter Y to continue.

The command will generate a certificate signing request. Example output:
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-----BEGIN CERTIFICATE REQUEST-----

<your certificate signing request>

-----END CERTIFICATE REQUEST-----

4. Copy the certificate signing request from the Agent machine, including the dashes.

5. In Alation, paste the certificate signing request into the provided box under Certificate Signing Request Output.

Then click the Next button.

6. Alation will generate two signed certificates—one for the Agent and one root certificate. Copy the provided

certificate installation command.

7. On the Agent’s host machine, paste the copied certificate command and run it. This installs the certificate.

8. Restart the Agent by copying the provided command and running it on the Agent’s host machine.

sudo systemctl restart hydra

9. When the Agent has finished restarting, click the Finish button in Alation. Check that your Agent has a status of

Connected in the Agent Dashboard. If it doesn’t, check the Troubleshooting page.
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Note: The certificates will automatically expire after one year.

Step 5. Resync the Agent

Your new Agent installation should now be connected to your Alation Cloud instance. Now you can resync the Agent,

which will reinstall any connectors that you had previously installed on your Agent.

1. On the Agent page, click the Agent Options button, then select Resync Agent.

2. A confirmation message will appear. Click the Confirm button to continue resyncing.

3. The resync process may take some time. When the resync is complete, a success message will appear. Click the

Close button.

Step 6. Verify the Data Source Connection

Now that the Agent has been resynced, you can verify that the Agent’s data source is connected properly. To do this, you

must be a Data Source Admin for this data source.

1. Go to Apps and select Sources.

2. Click the data source you want to verify.

3. Click on More, then Settings.

4. Click on the General Settings tab.
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5. Under the Network Connection heading, click the Test button.

4.10 Start and Stop the Agent

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

On the Agent’s host machine, you can start and stop the Agent if desired. The commands to start and stop the Agent

affect all of the Agent’s components together—the reverse proxy, the Alation Connection Manager, and the connectors.

Before starting or stopping the Agent, you may want to check the Agent’s status first.

4.10.1 Stop the Agent

To stop a running Agent:

sudo hydra stop

Once the Agent has stopped, it will appear as disconnected on the Agents Dashboard in Alation. Running sudo docker

ps on the Agent machine will show no active containers.

4.10.2 Start the Agent

To start a stopped Agent:

sudo hydra start

4.10.3 Restart the Agent

To restart the Agent (stop and then automatically restart again):

sudo hydra restart

4.11 Troubleshoot the Agent

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

This section will help you troubleshoot issues with the Agent. Issues may include:

• Agent is in a “Disconnected” status.

• Agent connectors are in an “Unknown” status.

• Error when installing new connectors.

If network interruptions ever break the connection between the Agent and your Alation Cloud instance, the Agent will

attempt to reconnect. It keeps trying to connect using an exponential backoff algorithm. Once the Agent can connect to

your Alation Cloud instance again, it will reauthenticate and reestablish a secure connection.

Any jobs, such as metadata extraction, that were underway will automatically restart as long as the connection is

reestablished within 30 seconds. If it takes longer than that, you’ll have to restart the job manually.
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4.11.1 Diagnose Agent Connectivity Problems

Applies to Agent versions 1.5.0.2541 and later

Alation Agent versions 1.5.0.2541 and later come packaged with a suite of diagnostics that you can use to troubleshoot

connectivity issues when deploying the Agent. These checks include (but are not limited to):

• Operating system, memory, and CPU compatibility.

• Configuration of the Agent.

• Expired or revoked security certificates.

• Issues related to DNS resolution and establishment of a TCP connection to Alation Cloud Service.

To use the diagnostic tools, log into the Agent host machine. Some of the most useful commands are shown below.

To get help information about the diagnostics tool:

kratos diagnostics help

To save the logs for all Agent components, including connectors, to the /tmp directory:

kratos diagnostics logs -o /tmp

To get a list of available diagnostics:

kratos diagnostics list

To run all diagnostics and save the results to a file:

kratos diagnostics run >> agent_diagnostics.yaml

You can send the resulting file, which includes the output logs of the diagnostics, to Alation Support to enable faster

diagnosis of Agent connectivity problems.

4.11.2 Check the System Requirements

Verify that the Agent’s host machine meets the Agent System Requirements.

4.11.3 Check the Agent Version

Ensure that you have installed the latest version of the Agent.

1. On the Agent host machine, check the installed Agent’s version by running:

hydra version

The version number will be in the first line of the output.

2. Go to the Alation Customer Portal. If prompted, log in.

3. On the Alation Customer Portal, check the latest version number under the Version column. If it’s newer than the

Agent you have installed, upgrade the Agent.
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4.11.4 Check the Agent’s Status

As a troubleshooting step, or when starting and stopping the Agent, you may want to check the Agent’s status.

Agent Status in Alation

In Alation, you can check the Agent’s connection status by visiting Admin Settings > Manage Connectors > Agents

Dashboard. The Agent’s Status tells you if your Alation Cloud instance can reach the Agent’s reverse proxy component.

This does not necessarily indicate that the Alation Connector Manager component or the connectors are running.

Agent Status on the Agent’s Machine

You can check the status of the Agent’s individual components on the Agent’s host machine. To check the status, run the

following command:

sudo docker ps

This command will output a list of running Docker containers. A normally functioning Agent will show several

containers:

• agent: This is the Alation Connector Manager component of the Agent.

• proxy: This is the reverse proxy component of the Agent.

• connector_[n]: Each connector will be listed with n representing the connector’s ID.

You can correlate the ID with the connectors on the Connectors Dashboard in Alation by clicking on

a connector and viewing its URL.

If any components are missing from the list, that means they are not running. You can try to start the components back

up by running sudo hydra restart on the Agent machine. Then run sudo docker ps again to check the status.
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4.11.5 Check the Certificates

If the Agent shows as disconnected, it may be that the Agent’s certificates have expired or been revoked. The certificates

expire automatically after one year.

To check if the Agent has valid certificates, see View the Certificates’ Expiration Date. If the Agent does not have valid

certificates, see Renew the Certificates to reestablish the connection. Do not add a new Agent, as doing so will not solve

problems with certificates and may cause additional problems.

4.11.6 Update the Agent’s Address Configuration

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

You may need to update the Agent’s address configuration if the Agent is in a disconnected status. This may happen

if the Agent was set up incorrectly or if you’re an Alation Cloud Service customer who’s been upgraded to the cloud

native architecture (available starting in 2022.4).

To update the Agent’s address configuration, first you need to get the correct connectivity endpoint of your Alation Cloud

Service instance. Then you need to enter the endpoint into the Agent’s configuration file. This process is described in

detail below.

Get the Alation Cloud Service Connectivity Endpoint

You can get the Alation Cloud Service connectivity endpoint by starting, but not finishing, the Agent installation process

within Alation:

1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Manage Connectors.
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3. Click the Agents tab. The Agents Dashboard appears.

4. Click the Add New Agent button.

The Add New Agent dialog will appear.

5. The first step of the installation process will show connectivity endpoint between quotes on the address line.
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6. Save the connectivity endpoint in a secure location for later use. Then click the X button to exit the Add New

Agent dialog. (You should not install or reinstall an Agent now.)

Allow the Connectivity Endpoint

If your organization uses a Web Application Firewall (WAF), inform your firewall admin to allow the Alation Cloud

Service connectivity endpoint to pass through.

Edit the Agent Configuration File

Now that you have the correct connectivity endpoint of your Alation Cloud Service instance, you need to enter the

address into the Agent’s configuration file.

1. The Agent configuration file is located on the Agent host machine at /etc/hydra/hydra.toml. Edit the file using

your preferred text editor. You may need to use sudo privileges.

2. In hydra.toml, look for the address line. Replace the address value inside the quotation marks with the Alation

Cloud Service connectivity endpoint you obtained earlier. If the address is already correct, you don’t need to do

anything else.

3. Restart the agent by running the following command:

sudo hydra restart

4. In Alation, return to the Agents Dashboard and verify that the Agent is now connected to Alation.

4.11.7 Check Agent Error Messages

To view Agent error messages, run the following command on the Agent’s host machine:

sudo systemctl status hydra.service
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4.11.8 Check Logs

Each component of the Agent writes its own logs on the Agent host machine. Each connector that’s installed on the Agent

also has its own logs. On the Agent machine, you can get an archive of all logs or check the logs for each component

and connector separately. Connector logs are also available directly in Alation.

All Logs

You can get an archive of all Agent component logs, including connector logs, using the Agent diagnostics tool on the

Agent machine.

To save all Agent logs to the current working directory:

kratos diagnostics logs

To save all Agent logs to a specified directory:

kratos diagnostics logs -o /tmp

Agent Component Logs

To check the Agent’s logs, you’ll need to know the name of the Docker container for the component you’re checking. To

get the names of the containers, run the following command on the Agent’s host machine:

sudo docker ps

In the output, look under the NAMES column.

• agent: This is the Alation Connector Manager component of the Agent.

• proxy: This is the reverse proxy component of the Agent.

• connector_[n]: Each connector will be listed with n representing the connector’s ID.

You can correlate the ID with the connectors on the Connectors Dashboard in Alation by clicking on

a connector and viewing its URL.

Access the logs using the docker logs command followed by the name of the container. For example:
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# tail logs for Alation Connector Manager component

docker logs -f agent

# tail logs for reverse proxy component

docker logs -f proxy

# save logs to a file

docker logs agent >& agent.logs 2>&1

docker logs proxy >& agent.logs 2>&1

Connector Logs

Each OCF connector has logs that record information about actions such as metadata extraction and query log ingestion.

Logs for OCF connectors installed on the Agent are available from the Connectors Dashboard. The Logs area displays

seven days or 1,000 lines of logs. You must be a Server Admin to see the Connectors Dashboard.

To view OCF connector logs in Alation:

1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Manage Connectors.

3. Click the connector whose logs you want to see.

4. Choose whether you want to see Connector Logs or System Logs.
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Note: The option to download connector logs is not supported for Agent connectors.

To view OCF connector logs on the Agent’s host machine:

1. Get the ID of the connector by running kratos list and looking for the “id” field. Or run sudo docker ps

and look for the number following the underscore in the container name.

2. Use the commands below to work with the connector logs as desired:

# Tail logs

kratos tail <ID>

# Get full logs

kratos logs <ID>

# Get logs from a specific date

kratos logs --since 2020-08-15 <ID>

# Redirect logs to a file

kratos logs <ID> > connector_3.log 2>&1

4.12 Alation Agent Version History

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

In the table below, find the version of Alation you’re currently using. To get the latest Alation Agent features and fixes,

we recommend upgrading to the latest version of the Alation Agent that’s compatible with your version of Alation Cloud

Service.

Alation provides downloads for the latest two versions of the Alation Agent on the Customer Portal. Older versions of

the Agent will become unavailable as newer versions are released.
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Alation Agent Version Compatible Versions of Alation Cloud Service

1.6.1.3465 2023.3.4, 2023.3.5

1.6.1.3288 2023.3.4, 2023.3.5

1.5.1.2863 2023.3.2, 2023.3.1, 2023.1.7

1.5.0.2541 2023.3, 2023.1.7

1.3.0.1536 2022.4, 2023.1, 2023.1.1 to 2023.1.7

1.2.1.1168 2022.4, 2023.1

1.2.1.1120 2022.4

1.2.1.868 2022.3, 2022.4, 2023.1

1.2.0.815 2022.2, 2022.3

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

The Alation Agent (or simply the Agent) is optional software you can install on your network to securely connect Alation

Cloud Service to your on-premise data sources. After connecting the Agent to data sources that are behind your firewall,

you can securely catalog metadata from those data sources to your Alation Cloud instance.

When considering use of the Agent, keep in mind the following:

• Each Alation Cloud Service instance can support multiple Agents in different geographical locations, network

segments, or security zones.

• Each Agent can support multiple connectors and data sources.

• The Agent only works with connectors based on the Open Connector Framework (OCF). It doesn’t support native

or custom DB connectors.

• The Agent supports RDBMS, BI, and file system connectors.

• Newer versions of the Alation Agent now support Compose. See Compose Compatibility below for more details.

This page includes information about:

• Agent System Requirements

• Architecture

• Security

4.13 Agent System Requirements

Alation recommends running the Agent on a dedicated physical or virtual Linux machine with no other software installed.

A virtual machine can be set up in a shared server environment as long as the required CPU, RAM, and HDD are

allocated for the Agent.

You can install multiple Agents, each on its own machine, and connect them all with Alation Cloud Service. This may

be needed if you have data sources in different geographical locations, network segments, or security zones.
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4.13.1 Operating System

Alation Agent versions 1.5.0.2541 and later support the following operating systems:

• Debian based:

– Debian 9, 10, and 11

– Ubuntu 16, 18, 20, and 22

• Red Hat based:

– AWS Linux 2

– CentOS 7.x (x86 64-bit)

– Fedora 33 and 34

– Oracle Linux 7, 8, and 8.5 (on Red Hat Compatible Kernel)

– Red Hat 7.x, 8.x, and 9.x (x86 64-bit)

Alation Agents before version 1.5.0.2541 support the following operating systems:

• Debian based:

– Debian 9 and 10

– Ubuntu 16, 18, and 20

• Red Hat based:

– AWS Linux 2

– CentOS 7.x (x86 64-bit)

– Fedora 33 and 34

– Oracle Linux 7, 8, and 8.5 (on Red Hat Compatible Kernel)

– Red Hat 7.x and 8.x (x86 64-bit)

4.13.2 Hardware

The hardware requirements for the Agent depend on how many objects per data source you will be cataloging. Larger

data sources require more hardware resources.

The Agent has been certified on the following hardware at the specified scale. For cases with more objects, connectors,

or Agents, contact Alation.

Small Large

Scale # of objects per data source 5 Million 15 million

# of Agents per Alation in-

stance

5 5

# of connectors per Agent 5 10

System Component Require-

ments

CPU 2 or more cores

2.5-3.1 GHz

4 or more cores

2.5-3.1 GHz

RAM 8 GB 16 GB

HDD 20 GB 40 GB

The number of Agents per Alation instance may apply if you have data sources in different geographical locations,

network segments, or security zones and need to install and connect multiple Agents to your Alation Cloud Service.
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4.13.3 Alation Cloud Service Compatibility

In the table below, find the version of Alation you’re currently using. To get the latest Alation Agent features and fixes,

we recommend upgrading to the latest version of the Alation Agent that’s compatible with your version of Alation Cloud

Service.

Alation provides downloads for the latest two versions of the Alation Agent on the Customer Portal. Older versions of

the Agent will become unavailable as newer versions are released.

Alation Agent Version Compatible Versions of Alation Cloud Service

1.6.1.3465 2023.3.4, 2023.3.5

1.6.1.3288 2023.3.4, 2023.3.5

See the Alation Agent Version History page for a full listing of historical Agent releases and compatible Alation Cloud

Service versions.

4.13.4 Checking the Agent Version

On the Agent host machine, check the installed Agent’s version by running:

hydra version

The version number will be in the first line of the output.

4.13.5 Compose Compatibility

Compose Compatibility with the Agent

In order to use Compose with the Alation Agent, you must:

• Be on Alation Cloud Service version 2022.4 or later.

• Have Alation Agent version 1.2.1.868 or newer installed. Agent version 1.2.0.815 does not support Compose.

• Have a supporting version of the relevant connector installed on the Agent. See the documentation for individual

OCF connectors to find out if a particular connector can connect to Compose through the Alation Agent.

4.14 Architecture

The Agent has three parts:

• Alation Connector Manager: This Docker container manages all data source connectors installed on the Agent.

Management requests include actions like starting, stopping, updating, and deleting connectors.

• Reverse proxy: This handles communication between your Alation Cloud instance, the Alation Connector

Manager, and connectors. The reverse proxy initiates an outbound connection to your Alation Cloud instance

using mutual authentication (mTLS). Subsequent two-way communication occurs via this encrypted, persistent

tunnel.

• Connectors: Each data source connector installed on the Agent lives in its own Docker container. Data requests

from your Alation Cloud instance are forwarded through the reverse proxy to the relevant connector. From there,

the connector communicates with the individual data sources.
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The Alation Connector Manager, the reverse proxy, and the OCF connectors each reside in their own Docker container.

The Docker containers are installed by the Alation Container Service, which is part of the Agent installer.

4.15 Security

Alation designed the agent to comply with security policies that only allow outbound connections. It uses mutual TLS

and end-to-end encryption to secure communications between the Agent and Alation Cloud Service.

4.15.1 Establishing a Secure Connection

Alation uses digital certificates to provide end-to-end encryption between the Agent and Alation Cloud Service. After

installing the Agent software in your network, you’ll generate a certificate signing request (CSR) on the Agent machine.

You then upload the certificate signing request to the Alation Cloud Service. Alation Cloud uses the CSR to create a

TLS certificate that is used to establish a trusted relationship between the Agent and Alation Cloud Service. You’ll

install this TLS certificate on the Agent to finalize the trusted connection.

Alation uses the AWS Certificate Manager (ACM) Private Certificate Authority for generating all Agent certificates.

ACM is a highly-available private certificate authority service. Using ACM as the root certificate ensures that only

certificates generated from that certificate authority can establish trusted communication with the Alation Cloud Service.

You can renew or revoke the certificate at any time. See Work with the Agent’s Certificates.

Once the required certificate is in place, the Agent will initiate an outbound TLS v1.3 connection to Alation Cloud

Service. The Agent and Alation Cloud Service will mutually authenticate.

• Alation Cloud Service validates that the Agent’s certificate was signed by the ACM Private Certificate Authority.

• The Agent validates Alation Cloud Service’s certificate authority trust chain, the certificate’s expiration and

revocation status, and the ID of your Alation Cloud instance.
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4.15.2 Continuing Communication

This TLS connection ensures that all subsequent communication is fully encrypted and allows Alation Cloud Service

and the Agent to transfer metadata during metadata extraction and query log ingestion. The connection is persistent, so

future queries or extraction requests can be executed immediately.

If network interruptions ever break the connection between the Agent and your Alation Cloud instance, the Agent will

attempt to reconnect. It keeps trying to connect using an exponential backoff algorithm. Once the Agent can connect to

your Alation Cloud instance again, it will reauthenticate and reestablish a secure connection.

Any jobs, such as metadata extraction, that were underway will automatically restart as long as the connection is

reestablished within 30 seconds. If it takes longer than that, you’ll have to restart the job manually.

4.16 Further Reading

Explore the following topics for help with:

• Install the Alation Agent

• Connect the Agent to Data Sources

• Manage Connectors

• Work with the Agent’s Certificates

• Upgrade the Agent

• Delete and Reconnect the Agent in Alation

• Uninstall and Reinstall the Agent Software

• Start and Stop the Agent

• Troubleshoot the Agent
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CHAPTER

ONE

ALATION ANYWHERE

Alation Anywhere is a set of features that integrate Alation with other software you use, so you can access and use

Alation data anywhere. For example, you can see curated data descriptions in Tableau or search Alation from within

Slack.

Alation Anywhere offers the following integrations:

• Slack

• Tableau

• Microsoft Teams

1.1 Alation Anywhere for Slack

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Available from 2022.4

With Alation Anywhere for Slack, you can connect Alation to Slack and perform the following actions directly within

Slack:

• Search the Alation catalog.

• See rich previews of Alation catalog pages when you paste a link, and interact with the page by starring or

watching it.

• Start and reply to Alation Conversations about catalog objects.

By using Alation Anywhere for Slack, you can get more work done without leaving the context of your important work

conversations.

1.1.1 Prerequisites

To use Alation Anywhere for Slack, you must meet the following prerequisites:

• You must be using Alation Cloud Service and be on the cloud native architecture.

– To determine if you’re already on the cloud native architecture or to request migration to it, contact Alation

Support.

– Alation Anywhere for Slack is not available for on-premise installations of Alation.

• You can’t be using Slack’s Enterprise Grid deployment. It isn’t supported.

• A Slack workspace can only connect to a single instance of Alation. If you’re logged into multiple Slack

workspaces, you can connect to a different instance of Alation in each workspace.
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1.1.2 Install the Alation App in Slack

To use Alation Anywhere for Slack, you have to install the Alation app in Slack.

1. Find the app in one of the following ways:

• On the web:

a. Visit the Alation app page in the Slack App Directory online.

b. Click Add to Slack.

• In Slack:

a. Click Apps in the top left corner. If you don’t see this option, click More or Browse Slack to find it.

The Slack App Directory will open inside Slack.

b. Search for “Alation.” When you find it, click Add.

c. A new browser tab will open with information about the Alation Slack app. Click Add to Slack.

2. If you don’t have permission to install apps in Slack, you may need to submit a request to have it installed.

3. If you have permission to install apps, the Slack app directory informs you what permissions Alation needs to

connect to Slack. Click Allow to continue connecting.

4. Enter your company’s Alation domain, then click Continue.

Important: You have ten minutes to enter your Alation domain. If you take more than ten minutes, you’ll have

to start the installation process over again.
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5. A success message should appear. Click Go to Slack to open your Slack workspace and start using Alation in

Slack. You must first log into your Alation account in Slack. See the next section for instructions.

1.1.3 Log Into Alation in Slack

To use Alation Anywhere for Slack, you must be logged into Alation through Slack. To log into the Alation Slack app:

1. Type /alation login or attempt to search Alation by typing /alation search search_term. A message will appear

in Slack asking you to log in.

2. Click Connect.

a. If you are currently logged into Alation, a new browser tab will open with a message that you’ve successfully

authenticated.

b. If you’re not currently logged into Alation, a new browser tab will open to the Alation login screen or your

identity provider. Enter your credentials and log in. You’ll then see a message that you’ve successfully

authenticated.

3. Click Go to Slack. If your browser asks whether to open Slack, allow it.

4. When Slack opens, you should see a message that you have connected with Alation.

Note: If you clicked Not now, you will be asked to log in again next time you enter an /alation command. If you

clicked Don’t ask again, the only way you can log in is by entering /alation login.

1.1.4 Log Out of Alation in Slack

To log out of the Alation Slack app, type /alation logout. This disconnects Alation from Slack. You will no longer be

able to search Alation within Slack or see rich previews of Alation links until you log back in.

1.1.5 Search Alation in Slack

By searching Alation within Slack, you don’t have to leave the context of a Slack conversation to find and post information

from your Alation catalog.

To search Alation in Slack, type /alation search search_terms in Slack. You can enter one or more words for the search

term. Press Enter to submit the search. A pop-up appears showing you the top search result from Alation.

Note: You can also search using the simplified /alation search_terms command. But you won’t be able to use the

simplified search command to search for words that are reserved as commands, like “help,” “login,” and “logout.”

Instead you would have to use the full search command, for example /alation search login.

From the search pop-up, you can:

• Post the top search result to the Slack conversation by clicking Send it in chat. A preview of that catalog page

will be sent to the Slack channel. It may be a basic preview or a rich preview, depending on the catalog page.

• Open the catalog page for the top search result in Alation by clicking the search result’s title.

• See the top ten search results in Slack by clicking See more results. You can then filter by object type, modify

the search terms, and resubmit the search to get updated results while still in Slack.
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Note: When viewing multiple search results, each result has its own Send it in chat button. The search window

stays open when you click this button, so you can send multiple results to the chat quickly. Click Close to exit the

search window.

In private channels and direct messages, you can only send up to five results in a row to the chat. To send more,

click Close to exit the search window and run the same search again.

• See the full search results in Alation by clicking Go to Alation Page.

1.1.6 Preview Alation Catalog Pages in Slack

When you post a Slack message containing a link to an Alation catalog page, a preview of the catalog page appears

attached to the message. That way, readers of the message don’t have to go into Alation to understand what you’re

talking about.

All catalog pages will show a basic preview in Slack, while certain pages will show a rich preview with additional

features.

Catalog pages that have rich previews include:

• Articles

• Article groups (old glossaries)

• Conversations

• Data source objects

• Queries

• Table objects

From a rich preview, you can:

• Open the catalog page in Alation by clicking on the page title.

• See additional information by clicking the buttons at the bottom of the preview. For example, you can see custom

fields for an article, a list of columns for a table, raw SQL for a query, and so forth. You can also view and start

Conversations about the catalog page.

• See trust check flags next to the page title. Hover over the icon to see what kind of flag it is.

• Star or watch the page by clicking See more at the bottom of the preview.

• For queries, open the query in Compose or open the query form by clicking See more.

1.1.7 Conversations in Slack

Applies to 2023.3 and newer

You can interact with Alation Conversations inside Slack, so you don’t have to leave Slack to ask and answer questions

in Alation. There are two ways to do this:

• Paste a direct link to an Alation Conversation in Slack

• Use the Conversations button on a rich preview of an Alation catalog page in Slack
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Direct Link to a Conversation

When you post a Slack message containing a link to an Alation Conversation, Slack will show a rich preview of the

Conversation where you can see its details and reply to it. In the rich preview, you’ll see the Conversation subject, author,

and body, along with links and buttons to interact with the Conversation. From the preview you can:

• Open the Conversation in Alation by clicking the Conversation subject.

• Open the author’s user profile in Alation by clicking the author’s name.

• See details about the Conversation by clicking the Details button. You’ll see the Conversation’s assignee,

author, participants, and the Alation catalog page the Conversation refers to. Click on any of these to open their

corresponding pages in Alation.

• Reply to the Conversation and see other replies by clicking the See all replies button.

• Resolve or reopen the Conversation by clicking See more and then clicking the Mark Resolved or Reopen button.

Conversations in Rich Previews

Catalog pages that support rich previews in Slack will have a Conversations button. Click the button, and a dialog box

will open showing a list of existing Conversations that refer to the catalog object. From there, you can:

• Open a Conversation in Alation by clicking the Conversation subject.

• Open an author’s user profile in Alation by clicking the author’s name.

• Send a rich preview of a Conversation to Slack by clicking the Send to chat button. Anyone in the Slack channel

can then interact with the Conversation as described above.

• Start a new Conversation about the catalog object by clicking the New conversation button. In the dialog box

that appears, enter a subject and body, then click Post. This will create the Conversation in Alation, link it to the

catalog object, and assign it to you. It will also send a success message to the Slack channel. Next time you view

the rich preview for the relevant catalog object and click the Conversations button, you can then interact with the

new Conversation in Slack.

1.1.8 Get Help in Slack

Type /alation help in Slack to get help directly within Slack.

1.1.9 Troubleshooting

If you enter an /alation command in Slack and get an error message saying /alation failed with the error “dispatch_-

failed”, then your message has failed to reach Alation. Check your internet connection and try again.

1.1.10 Support and Privacy

Alation support email: support@alation.com

Alation support site: https://alation.force.com

Alation privacy policy: https://alation.com/privacy-policy
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1.2 Alation Anywhere for Tableau

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from 2022.4

With Alation Anywhere for Tableau, users of Tableau can see certain metadata from Alation directly within Tableau.

This enables Tableau users to see data descriptions, warnings, and more in Tableau itself. Alation serves as the single

source of truth while supporting data users in their chosen context.

A Server Admin can enable this feature and set up a schedule to automatically send data from Alation to Tableau.

1.2.1 Prerequisites

To use Alation Anywhere for Tableau, the following prerequisites must be met:

• Alation and Tableau must be connected to the data source whose data you want to sync. This must be an external

RDBMS data source. It can’t be an XSL or CSV that’s embedded on the Tableau server.

• You must have added Tableau Data Management to your Tableau deployment. This enables us to use the Tableau

APIs to send data to Tableau.

• You must have the Tableau OCF connector version 1.2.0 or later installed in Alation. See the section on SSL

certificates below for more information about your encryption options.

• You must have connected Alation to an instance of Tableau Cloud or Tableau Server version 2021.3 or later.

• You must have added curated metadata, such as descriptions, tags, and trust check flags to the data and performed

metadata extraction with this connector at least once.

Important: Alation Anywhere for Tableau does not yet support connections between Alation Cloud Service and an

on-premise Tableau connector installed with the Alation Agent.

1.2.2 Enable Alation Anywhere for Tableau

Starting in 2023.1, Alation Anywhere for Tableau is enabled automatically for all customers.

To use Alation Anywhere for Tableau on older versions, you must first enable the feature on your Alation instance.

Alation Cloud Service customers can submit a support ticket to request the feature to be enabled. To enable this feature

for on-premise instances, you must be a Server Admin with access to the Alation server.

To enable Alation Anywhere for Tableau for on-premise instances in 2022.4 and earlier:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Enter the following command:

alation_conf alation.ocf.bi.upload_lms_data -s True
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4. (Optional) By default, Alation will sync metadata for databases, tables, and columns. You can configure which

object types will be synced using the following command, removing the object type for which you don’t want to

sync metadata:

alation_conf tableau.upload.scope -s databases,tables,columns

1.2.3 Enable and Schedule Metadata Upload to Tableau

You must be a Server Admin to configure Alation Anywhere for Tableau. As a Server Admin, you can enable and

disable the feature, and you can send metadata to Tableau manually or set up an automatic schedule.

To configure the uploading of Alation metadata into Tableau:

1. In Alation, click Apps in the top right corner, then click Sources.

2. Click the Manage Settings tab.

3. Click BI Servers.

4. Click on the wrench icon to the right of your Tableau instance.

5. Scroll down to Metadata Upload From Alation to BI Server and toggle Enable Automated Upload on or off.

6. Click the drop-down arrows under Automated Upload Time. Select the desired options to set up the schedule.

1.2.4 Encrypt the Connection with an SSL Certificate

The data transfer from Alation to Tableau can be made secure by encrypting the connection. This can be done by

attaching an SSL certificate to the Tableau connector.

Note: The information in this section only applies to the metadata upload from Alation to Tableau. However, the

Tableau connector can only have one SSL certificate, which will apply to both metadata extraction and metadata upload

(if configured to use encryption).

SSL Certificate Options

There are three options available for encryption, depending on the version of Alation you’re using:

• SSL certificate signed by a Certificate Authority

• Self-signed SSL certificate (2023.1.6 and newer)

• Disabled certificate (2023.1.6 and newer)

These options are described below.
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SSL Certificate Signed by a Certificate Authority

In all versions of Alation, you can encrypt the connection with an SSL certificate signed by a recognized Certificate

Authority. These are also known as public certificates.

Self-Signed SSL Certificate

Applies to 2023.1.6 and newer

From version 2023.1.6 of Alation, you can encrypt the connection with a self-signed SSL certificate. These are also

known as private certificates. These custom certificates are signed by your organization itself rather than a Certificate

Authority.

Self-signed certificates should be uploaded as a full chain certificate, not a single certificate. Make sure you have

selected the right option when downloading it from the Tableau server.

Disabled Certificate

Applies to 2023.1.6 and newer

From version 2023.1.6, you can also disable SSL verification for metadata extraction and metadata upload. This turns

off encryption when data is sent over the open internet. For security reasons, we do not recommend this. However, you

may want to do this temporarily for troubleshooting or testing or if your certificate has expired.

Configure Encryption Settings

Applies to 2023.1.6 and newer

From version 2023.1.6, you can configure what kind of encryption settings the Tableau connector will use for metadata

upload from Alation to Tableau.

Encryption Parameters

There are two parameters in alation_conf that control the encryption behavior:

• tableau.upload.mode

• tableau.upload.connection_encryption

The tableau.upload.mode parameter determines whether the new encryption options in 2023.1.6 can be used for

metadata upload from Alation to Tableau. It has two possible values:

• production—Maintains the older behavior where only SSL certificates assigned by a Certificate Authority can

be used.

• production_v2—Enables the options in 2023.16 and newer. SSL certificates can be signed by a Certificate

Authority, self-signed, or disabled.

The tableau.upload.connection_encryption parameter determines what encryption behavior to use for metadata

upload from Alation to Tableau. It is only used when tableau.upload.mode is set to production_v2. It has three

possible values:

• default—The encryption will be based on the Disable SSL Certification checkbox on the BI server settings

page in Alation.
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• true—Metadata upload will always be encrypted with the provided SSL certificate. The Disable SSL Certifica-

tion checkbox will be ignored for metadata upload.

• false—Metadata upload will not be encrypted. The Disable SSL Certification checkbox will be ignored for

metadata upload.

Change Encryption Parameters

If you’re an Alation Cloud Service customer, you can send a request to Alation Support to change the parameters for you.

If you’re on an customer-managed (on-premise) instance of Alation, a Server Admin can change the parameters on the

Alation server.

To configure encryption settings for customer-managed instances of Alation:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Enter the following command, providing the desired value as described above:

alation_conf tableau.upload.mode -s <value>

4. Enter the following command, providing the desired value as described above:

alation_conf tableau.upload.connection_encryption -s <value>

Configure Encryption Settings on the Tableau Data Source

To configure encryption settings on the Tableau data source:

1. In Alation, go to Apps > Sources.

2. Click the Manage Settings tab, then BI Servers on the left.

3. Click the wrench icon for your Tableau data source on the right.

4. Scroll down to the Additional Settings section.

5. Select or deselect the Disable SSL Certification checkbox as desired.

6. If you’re using SSL encryption, under Server SSL Certificate, click upload and select your certificate.

1.2.5 Monitor Alation Anywhere for Tableau

There are two ways to monitor Alation Anywhere for Tableau.
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Upload Job Status Dashboard

Starting in 2023.1, you can monitor the status of the data transfer from Alation to Tableau.

1. In Alation, click Apps in the top right corner, then click Sources.

2. Click the Manage Settings tab.

3. Click BI Servers.

4. Click on the wrench icon to the right of your Tableau instance.

5. Scroll down to Metadata Upload From Alation to BI Server. The Upload Job Status table shows the latest

upload jobs, their status, and any errors that may have occurred. You can now: - Click the View Details link to

see full error messages and other details. - Click Refresh to update the table. - Use the Prev and Next buttons

below the table to see more jobs.

Extended Logging

Starting in 2023.1.4, Alation can record extended logging about the data transfer from Alation to Tableau. The logs can

be particularly helpful in identifying cases where a table fails to be synced due to having the same name as another table.

Alation Cloud Service customers can enable extended logging by submitting a support ticket.

To enable logging for on-premise instances of Alation:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Enter the following command:

alation_conf tableau.upload.detailed_logging_enabled -s True

Logs will be visible on the Alation server in celery-metadata_upload.log and celery-metadata_upload_error.log.

1.2.6 Understand How Alation Sends Metadata to Tableau

After enabling Alation Anywhere for Tableau, there are two stages in the process of getting metadata into Tableau. First

Alation sends the metadata to Tableau. Then Tableau propagates the metadata to specific objects.

It may take some time for the metadata to fully propagate. For example, an upload of 10,000 objects may take about 6

minutes to send from Alation to Tableau and about 4 hours for Tableau to fully propagate the metadata.

Alation sends metadata for the following data objects:

• Data sources

• Tables

• Columns

Alation sends the following metadata to Tableau:

• Trust check flags

– Warnings

– Deprecations
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– Endorsements (starting in 2023.1.4)

• Descriptions

• Tags

If a data object has both warning and deprecation flags, the flag will appear as a deprecation in Tableau, but the

description for both the warning and the deprecation will be shown.

Starting in 2023.1.4, Alation uploads additional data:

• Endorsement flags, which are displayed as certifications in Tableau.

• Descriptions and tags inherited from catalog sets.

Important: The Tableau API limits our ability to delete tags and descriptions from Tableau. Deleting a tag or

description in Alation will not delete the corresponding data in Tableau automatically.

1.2.7 Find Alation Metadata in Tableau

In general, you will find Alation metadata in context when working with data in Tableau. Specifically, you’ll find

metadata in the Data Details panel and when viewing tables or databases in Tableau. You may also see warning pop-ups

when viewing workbooks with deprecations or warnings.

Alert Pop-up

When Alation has sent warnings or deprecations about the view’s data, you’ll see a warning message at the top of the

screen. Click on Open Data Details to see more information.

Data Details

You can see Alation metadata at any time by clicking on Data Details.

In the Data Details panel, click on the yellow warning banner to see specific data quality warnings.
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A popup will appear giving details on the warnings that were sent from Alation.
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The Data Details panel also shows Alation descriptions of columns under the Fields in Use section.
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Worksheet Editor Data Panel

Tableau users with a Creator or Explorer (can edit) license can see column descriptions from Alation when editing a

worksheet. This enables Tableau editors to better understand the data they’re using. Hover over a column name in the

Data panel to see the description.
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Note: Tableau will not show deprecations, warnings, or tags in the worksheet editor data panel.

Tableau Data Management External Assets

If you have added Tableau Data Management to your Tableau deployment, you can go to External Assets in the left

navigation pane and see Alation descriptions, warnings, deprecations, and tags associated with your data.

For example, when viewing a table in Tableau Data Management, you can see the table’s description and tags from

Alation. You can also see any endorsements (shown as Certified), deprecations, and warnings from Alation on the table.

(Endorsements were added in 2023.1.4.)
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Click on a warning, deprecation, or Certified icon to get details about it. Click the Powered by link to go to the Alation

home page, or click on the More information link to go to the object’s catalog page in Alation.

298 Chapter 1. Alation Anywhere



Alation User Guide

1.3 Alation Anywhere for Microsoft Teams

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Available from 2023.1.5

With Alation Anywhere for Teams, you can connect Alation to Microsoft Teams, enabling you to interact with the

Alation catalog directly within Teams. You can search Alation in Teams and post interactive previews of Alation catalog

pages to your Teams conversations. By using Alation Anywhere for Teams, you can get more work done without leaving

the context of your important work conversations.
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1.3.1 Prerequisites

To use Alation Anywhere for Teams, you must be an Alation Cloud Service customer on the cloud native architecture.

To determine if you’re already on the cloud native architecture or to request migration to it, contact Alation Support.

Alation Anywhere for Teams is not available for on-premise installations of Alation.

1.3.2 Get Started

Before you can use Alation Anywhere for Teams, you need to install the Alation app in Teams and then log into Alation

through Teams.

Add Alation to Teams

To add the Alation app to Teams:

1. Open Teams and click Apps in the left sidebar.

2. Search for Alation and click on it.

3. Click Add.
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4. You should get a success message. Click Got it. Alation has now been added to your Teams application.

Log Into Alation in Teams

To use Alation Anywhere for Teams, you must be logged into Alation through Teams. To log into Alation through

Teams:

1. At the bottom of a Teams message window, click the three dots (. . . ).

2. If you don’t see the Alation app, search for “Alation” using the search box.
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3. Select the Alation app.

4. Click the plus (+) button in the top right corner of the Alation for Teams app, then select Login.

302 Chapter 1. Alation Anywhere



Alation User Guide

5. Click Connect.

6. A new browser tab will open. Enter your company’s Alation domain, then click Continue.

7. You’ll be redirected to the Alation login screen or your identity provider. Enter your credentials and log in. You’ll

then see a message that you’ve successfully authenticated.

8. Click Go to Microsoft Teams. If your browser asks whether to open Teams, allow it.
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1.3.3 Search Alation in Teams

By searching Alation within Teams, you can find and post information from your Alation catalog without leaving the

context of a Teams conversation.

There are two ways to search: simple search and advanced search. The advanced search lets you filter by object type,

while the simple search doesn’t.

To do a simple search:

1. At the bottom of a Teams message window, click the three dots (. . . ).

2. Select the Alation app. The simple search window opens.

3. Enter your search terms into the search box. A list of the top ten search results appears as you type.

4. Click a search result to add an Alation preview to your message compose box. Type your own message if desired,

then post it for your colleagues to see.

To do an advanced search:

1. At the bottom of a Teams message window, click the three dots (. . . ).

2. Select the Alation app.

3. Click the plus (+) button in the top right corner of the Alation for Teams app, then select Advanced search.

4. Enter your search terms into the search box.

5. Optionally, select an object-type filter to limit the search results to a specific object type. You can select multiple

object types to filter by.

304 Chapter 1. Alation Anywhere



Alation User Guide

6. Click Search. A list of the top ten search results appears. If you want to see more about one of the results, you

can click the title of a search result to open the full page in Alation.

7. When you find what you want, click Send it to chat to add an Alation preview to your message compose box.

Type your own message if desired, then post it for your colleagues to see.

If you couldn’t find what you wanted, you can use Alation’s full search instead. Click Go to Alation at the bottom

of the search window.
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1.3.4 Link to Alation Pages in Teams

If you already have a link to an Alation catalog page, paste it into a Teams message. If it’s a fully supported object type,

wait a few seconds to get a rich preview of the page in your message. See below for supported object types.

1.3.5 Use Rich Previews of Alation Catalog Pages

When you post a message containing a rich preview of an Alation catalog page, readers can see details about the page

directly in Teams without having to go to Alation.

Catalog page previews are interactive. From the preview, you can:

• Open the catalog page by clicking on the page title.

• See trust check flags next to the page title. Hover over the icon to see what kind of flag it is.

• See additional information by clicking the buttons at the bottom of the preview. For example, you can see custom

fields for an article or table, a list of columns for a table, raw SQL for a query, and so forth.

• Click the Star button to add the page to your favorites in Alation.

• Click the Watch button to get notifications when the page is updated.

• For queries, open the query in Compose or open the query form.

• For Alation Conversations, like the Conversation or mark it as resolved.

Supported Object Types

Alation object types that can show rich catalog page previews in Teams are:

• Articles

• Article groups (old glossaries)

• Conversations

• Data source objects

• Domains

• Glossaries

• Queries

• Table objects

Other Alation objects may show a limited preview when you post from search or no preview when you paste a plain link

into a Teams message.

1.3.6 Get Help in Teams

To see the available Alation commands in Teams:

1. At the bottom of a Teams message window, click the three dots (. . . ).
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2. Select the Alation app.

3. Click the plus (+) button in the top right corner of the Alation for Teams app, then select Help. A popup will

appear listing the available commands: search, help, login, and logout.

1.3.7 Log Out of Alation in Teams

If you want to disconnect Alation from Teams, you can log out of Alation in Teams. You will no longer be able to search

Alation within Teams or post or interact with rich previews of Alation pages until you log back in.

To log out of the Alation app in Teams:

1. At the bottom of a Teams message window, click the three dots (. . . ).

2. Select the Alation app.

3. Click the plus (+) button in the top right corner of the Alation for Teams app, then select Logout. You will be

logged out immediately.

4. A message will appear confirming that you’ve been disconnected from Alation. Click Connect to log back in or

Not now to remain logged out.

1.3.8 Support and Privacy

Alation support email: support@alation.com

Alation support site: https://alation.force.com

Alation privacy policy: https://alation.com/privacy-policy

1.3. Alation Anywhere for Microsoft Teams 307

mailto:support@alation.com
https://alation.force.com
https://alation.com/privacy-policy


Alation User Guide

308 Chapter 1. Alation Anywhere



CHAPTER

TWO

ALATION CONNECTED SHEETS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Alation Connected Sheets brings spreadsheet users the ability to discover curated data sources from the Alation catalog

and download that data with simple clicks without leaving the spreadsheet.

Alation Connected Sheets is supported for Google Sheets and Microsoft Excel 2019 and above, web and desktop client.

With Alation Connected Sheets, spreadsheet users can:

• Discover data sources in your organization’s Alation catalog.

• Use published queries to self-serve data.

• Automate spreadsheet-based reports or dashboards.

• Build real-time reports in a catalog article or web page.

• View quality indicators such as trust information before using data for analysis.

• Customize download specifics such as table, column, or query selections along with filters and sorts using an

intuitive graphical user interface—no SQL required!

• Set a refresh schedule to automatically keep the downloaded data up to date and edit your spreadsheet profile. (In

Excel, this requires a file stored in OneDrive or SharePoint.)

2.1 Prerequisites

To use Alation Connected Sheets, your Alation instance must satisfy the following requirements:

• Must be an Alation Cloud Service instance running the Alation cloud native architecture. To determine if you’re

already on the cloud native architecture or to request migration to it, contact Alation Support.

• Must have available Creator or Explorer licenses for all users running Alation Connected Sheets.

2.2 Supported Data Sources

You can connect to cloud instances of Snowflake, Postgres, MySQL, and Redshift databases, or to customer-managed

databases with OCF connectors supporting the Alation Agent as described in the following table:
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Data Source Supported OCF Connector

Azure SQL v4.1.24

AWS Databricks v2.1.0

Azure Databricks v1.1.0

Postgres v1.5

Snowflake NA*

Redshift NA*

SQL Server v1.2.10

MySQL v1.3.5

Oracle v1.4.4

* Connects natively through Connected Sheets connectors. For those data sources behind a firewall, ensure the IP

address 44.210.61.77 is added to the allow list.

For more information on OCF connectors, refer to the OCF Support Matrix.

2.2.1 Get Started with Connected Sheets

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Alation Connected Sheets is supported for Google Sheets and Microsoft Excel 2019 and above, web and desktop client.

• Getting Started with Google Sheets

• Getting Started with Excel

• Log Into Alation Instance

Getting Started with Google Sheets

To get started with Alation Connected Sheets for Google Sheets, do the following:

1. From the Apps menu in Alation, click Connected Sheets. By default, the Connected Sheets landing page appears

as follows:
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If the Connected Sheets Hub Page is enabled, the landing page is also used as the hub for viewing and analyzing

your Connected Sheets, and appears like the following:

2. Click Install Google Sheets Add-On to get the add-on. Google’s Workspace Marketplace web page opens in

your browser.

3. Click Install. You may be asked to log in to Google and authorize Alation Connected Sheets to access your

Google account.

4. Open a Google Sheets document and launch Alation Connected Sheets from Extensions:
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Getting Started with Excel

To get started with Alation Connected Sheets for Excel, do the following:

1. From the Apps menu in Alation, click Connected Sheets. By default, the Connected Sheets landing page appears

as follows:

If the Connected Sheets Hub Page is enabled, the landing page is also used as the hub for viewing and analyzing

your Connected Sheets, and appears like the following:
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2. Click Install Microsoft Excel Add-On to get the add-in. Microsoft’s AppSource web page opens in your browser.

3. Click Get it now. You are taken to Microsoft 365 to complete the process; this may require a business login for

Microsoft.

4. Click Open in Excel.

5. Excel and the add-in open and an Alation Connected Sheets icon is added to your Home ribbon:
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Log Into Alation Instance

Once Alation Connected Sheets is launched, you will need to log into your Alation Cloud Service instance. Enter the

Alation instance name and then click Login With Alation. A new window appears. Use your Alation OAuth credentials

to log in for access to the Alation catalog from Alation Connected Sheets:

The first time you log into Alation Connected Sheets for Google Sheets, you may be asked to log into your Google

account to allow Alation to access your Google Sheets.

2.2.2 Use Connected Sheets

Alation Cloud Service Applies to Alation Cloud Service instances of Alation
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Download Directly Into Spreadsheets

Once you’ve signed into your Alation Cloud Service instance, click Browse Catalog to Download to view supported

database instances:

The Catalog Browser dialog appears:

You can navigate the catalog in three ways:

1. You can click through the object hierarchy; data sources and queries are available.

2. You can use search to find data objects.
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Note: Search strings are applied on the Name, Title, and Description of the objects.

3. You can paste an object catalog URL into the search box.

As you click through objects, you can view metadata information from the catalog—including any curation information

such as trust check flags showing Endorsements, Warnings, or Deprecations:

When you have found a table or query you are interested in, click Next to connect to the relevant database. You are

prompted to Save the Username and Password for the database:
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You can preview data with filters or sort criteria before the download. You can also select the order of columns in the

downloaded data. On query objects, you can apply filters only if the query supports customizable filter criteria:
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You must provide a sheet name for the downloaded data set. The data set will be downloaded into a new sheet by default,

or you can override this by selecting Insert into active cell.

When you are satisfied with your filters and sort criteria, click Download Data to complete the download:
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Note: There is a limit of 10 million cells in a connected Google Sheet. If you attempt to download more data than will

fit into 10 million cells, you will see an error message.

Manage Downloaded Data Configurations

Alation Connected Sheets provides a snapshot of all the download dataset configurations in a spreadsheet and provides

easy manageability to:

• Instantly refresh data

• Schedule and manage auto-refresh for the data set

• Edit data source credentials

• View the data in the catalog

• Edit a downloaded configuration

• Delete a downloaded configuration
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The list of datasets also shows any trust flags available:
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You can expand the view to see pertinent information on the trust flags with a link to view all information in the catalog:
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Schedule Auto-refresh

Alation Connected Sheets makes it easy to refresh data and supports the following cadences:

• Hourly: Every 2, 4, 6, 8, or 12 hours from a start time

• Daily: Every day at a certain time (hour, minute) of a chosen time zone

• Weekly: Every week, on one or more days at a particular time (hour, minute, and timezone)

• Monthly: Every month on a specific day of month and time (hour, minute) of a chosen time zone
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Status of the auto-refresh schedule will be reflected in the download sheet snapshot view. You can also opt for notifications

for success, failure, or both:
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Note: If using Alation Connected Sheets in Excel, auto-refresh is available only if the spreadsheet is stored in OneDrive

or SharePoint.

Edit a Configuration

When you select Edit Configuration from the options menu, you are taken to the Data Preview page, where your options

are determined by whether you initially chose a table or a query. If a table, you can change the set of columns selected,

their order, filters applied, and sort order. If a query, you can change filters only if the query supports customizable filter

criteria.

Make your changes, and then click Update. The configuration is updated to reflect your changes.

324 Chapter 2. Alation Connected Sheets



Alation User Guide

Sharing Connected Sheets

You can share Connected Sheets created with Google Sheets, along with those Connected Sheets created in Excel and

stored either in OneDrive or SharePoint. Excel Connected Sheets stored on a local file system cannot be shared.

To share a Connected Sheet:

1. Click the Share icon in the Alation Connected Sheets sidebar:

The Share Dataset Connection opens:
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2. Click the Add Users dropdown. An alphabetical list of users with access to the current spreadsheet appears. You

can select from the list or provide an email address to invite a new user.

3. Select a user and click Add. The selected user appears under Who Has Access.

4. Assign the desired level of access, either Can View or Can Refresh. Can View access allows the selected user to

view the downloaded data and view the data source in the Alation catalog. Refresh access allows the selected user

to view and refresh the downloaded data in the shared sheet.

5. Specify whether the selected user must use their own credentials to access the data source or to use shared

credentials. When shared credentials are allowed, users with Refresh access can refresh the data source even if

they don’t have credentials for the data source saved. If users are required to use their own credentials, they will

need to update the credentials before refreshing the sheet.

Using the Connected Sheets Hub

The Connected Sheets Hub gives catalog and server admins a convenient view of the Connected Sheets shared in your

organization. To access the Hub, ensure that you are logged into Alation as a Catalog Admin or Server Admin and click

Connected Sheets from the Apps menu. The Connected Sheets Hub appears:

There are two tabs—by default, the All Connected Sheets tab opens.

For each shared Connected Sheet, the Hub shows the file name, file location (Google Drive, OneDrive, or SharePoint),
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the associated data source, the file owner, and the time the file was last updated. Click the plus sign at the left of any

sheet to see more information, including the dataset name and refresh schedule, if any:

To view only those Connected Sheets owned by you, select the My Connected Sheets tab:

While you can see all the shared Connected Sheets from the Hub, you can only open those that have been shared with

you individually.
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2.2.3 Set Up Snowflake OAuth with Connected Sheets

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Snowflake OAuth with Connected Sheets is a limited availability feature. Currently, it is only supported with the

Snowflake OCF connector without Alation Agent and requires coordination with Alation Support to be set up.

View the table below to understand if it can be configured on your instance.

Spreadsheet App Type Snowflake Connector Support for
SnowflakeOAuth

• Office 365 Excel

• Google Sheets

Web:

• Chrome

• Firefox

Without Agent Yes

With Agent No

Office 365 Excel Desktop:

• MacOS

Without Agent No

With Agent No

Setting Up Snowflake OAuth with Connected Sheets

The steps below assume that your organization is already using single sign-on (SSO) with Snowflake.

Note: We have quality-certified this setup with Okta and Azure Active Directory (AD) as identity providers. While

Alation hasn’t formally tested other identity providers, this setup is not exclusive to Okta and Azure AD. It is likely that

additional identity providers are also compatible.

To set up OAuth:

1. In Snowflake, create a security integration for custom clients using the template below.

• Feel free to replace the name ALATION_CS with a custom name of your choosing.

• Set the OAUTH_REFRESH_TOKEN_VALIDITY parameter to your preferred duration in seconds,

matching it with your desired Connected Sheets report refresh frequency. For example, if you

want your reports to be refreshed every week, set the OAUTH_REFRESH_TOKEN_VALIDITY value to

a minimum of 604800 (a week in seconds). Find more information about the security integration

parameters in Additional optional parameters in Snowflake documentation.

• The OAUTH_REDIRECT_URI parameter must remain as 'https://connectedsheets.

alationcloud.com/auth/snowflakeOAuthCallback'. Do not modify this value.

CREATE SECURITY INTEGRATION ALATION_CS

TYPE = OAUTH

ENABLED = TRUE

OAUTH_CLIENT = CUSTOM

OAUTH_CLIENT_TYPE = 'PUBLIC'

OAUTH_REDIRECT_URI = 'https://connectedsheets.alationcloud.com/auth/

snowflakeOAuthCallback'

OAUTH_ALLOW_NON_TLS_REDIRECT_URI=FALSE

OAUTH_ISSUE_REFRESH_TOKENS = TRUE

OAUTH_REFRESH_TOKEN_VALIDITY = 7776000;

2. Retrieve the client ID and secret of the security integration with the command below.

SELECT SYSTEM$SHOW_OAUTH_CLIENT_SECRETS('ALATION_CS');
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3. Record the values for OAUTH_CLIENT_ID and OAUTH_CLIENT_SECRET_2 from the output in a secure location.

4. Open a Support ticket with Alation to complete the configuration, providing the values of OAUTH_CLIENT_-

ID and OAUTH_CLIENT_SECRET_2 over a secure medium. An Alation Support representative will finalize the

configuration and notify you via the Support ticket.
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CHAPTER

ONE

INSTALL ALATION

This document describes how to install the Alation server and perform basic configuration tasks. The following team

members involved in server installation can benefit from reading this document:

Team Member Installation Responsibility

Project Manager Overall coordination of requirements and tasks

Systems Engineering/IT Server configuration

Network Engineering Provide connectivity to email, AD/LDAP, DB and other servers

AD/LDAP Admin Assist with LDAP/AD configuration

Email Admin Account creation, assist with email configuration

DBAs Account creation, QLI setup, configuration assistance

BI Tool Admins Account creation, configuration assistance

1.1 Preparing for Installation

To ensure a rapid and successful installation, your team will need to prepare by gathering key information from internal

resources and performing pre-configuration setup tasks.

Examples include procuring a system on which you will install Alation, gathering information on database versions,

creating service accounts with the right permissions, and completing the necessary setup for Alation to ingest query

logs from your source systems.

1.1.1 System Preparation

For the system you provide, you will need:

• System sizing requirements and specifications

• Understanding of your network environment

• User authentication requirements in your environment
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1.1.2 Database Connection Preparation

For each Database make sure you have:

• Connectivity Verified: Appropriate ports opened on the firewall between Alation and your database servers

• Confirmed Version support for all components

• Confirmed Authentication Type support for all components

• Service Account created

• Permissions to run Metadata Extraction

• Permissions to run Sampling and Profiling

• Query log setup specific to each DB (see Adding Data Sources)

1.1.3 BI Tool and Other System Connection Preparation

For each BI Tool or other system, confirm the following:

• Service accounts with appropriate permissions

• Connectivity verified

• Version support

• If you are going to use any OCF Connectors

1.1.4 Alation Analytics V2

Alation Analytics V2 is a solution which provides a way for Alation Administrators to monitor the usage of the Alation

Catalog. Alation Analytics V2 can be installed on a remote host - separately from the Alation Catalog, which is

recommended by Alation. For more details, refer to Alation Analytics V2.

1.1.5 Open Connector Framework

Available from 2020.4

Open Connector Framework is a solution which provides a way to support external connectors. From release 2020.4,

Alation supports OCF for BI sources with a number of out-of-the-box BI connectors. From 2021.3, Alation supports

OCF for RDBMS sources and offers a number of out of the box RDBMS connectors. It is recommended to install

the OCF components on the same server with the Alation application. For more details, refer to Open Connector

Framework.

1.2 System Requirements

Hardware requirements are based on the following:

• Number of DB objects (tables, columns) imported into Alation. These actions cause background processing jobs

which impact memory use, and processor utilization.

• Daily query volume imported by Alation These actions cause background processing jobs which impact memory

use, processor utilization, and disk space consumption.

• Number of Alation users. This parameter usually has the least impact.
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• Decision to install and use Alation Analytics V2.

• Decision to use OCF connectors.

Important: Alation Analytics V2 requires additional disk space or a separate host. See Enable and

Install Alation Analytics V2 for detailed system requirements for Alation Analytics V2.

OCF Connectors require additional disk space. Refer to Install Alation Connector Manager for detailed

system requirements for OCF.

1.2.1 Minimum - POC or Pilot Only

These are typical values that can be used for a pilot project, depending on expected ingestions and log volume:

System Component Sizing Recommendation

CPU 8 cores (2.4GHz)

RAM 32 GB

Data Disk 150-200 GB

Backup Disk 250-300 GB

Root Disk (free space) or mount at /opt/alation 25 GB (This size will typically allow for one update)

1.2.2 Baseline

A baseline installation can be characterized as follows:

• Less than 500,000 DB objects

• Less than 500,000 queries/day

• Up to 50 users:

System Component Sizing Recommendation

CPU 8 cores (2.4GHz)

RAM 32 GB

Data Disk 500 GB

Backup Disk 750 GB

Root Disk (free space) or mount at /opt/alation 80 GB

Root Disk if installing Alation Analytics V2 on the same host (not recommended) 160 GB

Alation Analytics V2 installation directory on remote host (recommended) 1.5-2 times Rosemeta size

1.2.3 Midrange

A midrange installation can be characterized as follows:

• Less than 2.5 Million DB objects

• Less than 2,000,000 queries/day

• Up to 250 users:
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System Component Sizing Recommendation

CPU 16 cores (2.4GHz)

RAM 64 GB

Data Disk 1 TB

Backup Disk 1.5 TB

Root Disk (free space) or mount at /opt/alation 80 GB

Root Disk if installing Alation Analytics V2 on the same host (not recommended) 160 GB

Alation Analytics V2 installation directory on remote host (recommended) 1.5-2 times Rosemeta size

1.2.4 Enterprise

System Component Sizing Recommendation

CPU 20 cores (2.4GHz)

RAM 64 GB + 2 GB per million objects to a maximum

of 128 GB

Data Disk 2TB + 1.25GB per 1,000 Queries/day

Backup Disk 1.5 x Data Disk size

Root Disk (free space) or mount at /opt/alation 80 GB

Root Disk if installing Alation Analytics V2 on the same host (not

recommended)

160 GB

Alation Analytics V2 installation directory on remote host (rec-

ommended)

1.5-2 times Rosemeta size

1.2.5 Disk Requirements

• All disks must use ext4 or xfs file system

• Root, Data, and Backup disks must be on different physical disks. The backup drive should be larger than the data

drive, as data is staged on the backup drive before being compressed. A conservative estimate of backup = 1.5 x

data will give space to hold both the staged data and the compressed backup files.

• Data disk and Backup disk mount points should be owned by root:root and permission flags should be rwxr-xr-x,

otherwise services may fail to start.

• LVM is strongly recommended for Data and Backup disks for ease of resizing.

1.2.6 Microsoft Azure

Data and Root (Operating System) disks need to be provisioned with Premium Storage.
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1.2.7 VMWare

Create a CentOS, RedHat or other supported Linux 64-bit VM on an ESX/ESXi server.

Note: Development/Test tools like VirtualBox and VMPlayer are not supported.

1.2.8 OS Requirements

x86 64-bit, minimal OS install

• CentOS 7.x

Note: CentOS 8.x has reached the end of life and is no longer on the list of supported operating

systems. CentOS 8.x cannot be used for new installations of Alation from version 2022.1.

• Red Hat 7.x or 8.x

• Oracle Linux with Red Hat compatible kernel

– Version 7 supported from release 2021.1

– Version 8 supported from release 2021.2

• AWS Linux 2

• Ubuntu 16, 18, 20

– Ubuntu 20 supported from release 2021.2

• Debian 9, 10

– Support confirmed from release 2021.1

• Fedora

– Version 33 supported from release 2021.2

– Version 34 supported from release 2021.3

Users can run the hostnamectl command to verify details of the operating system.

1.2.9 Unix Users

Alation installer will create the following local UNIX users and groups.

Username Groups Home Directory Shell

alation alation /home/alation /bin/bash

alationadmin alationadmin /home/alationadmin /bin/bash

postgres postgres /home/postgres /bin/bash

elasticsearch elasticsearch /home/elasticsearch /bin/bash

sensu sensu /home/sensu /bin/bash

mongod* mongod /home/mongod /bin/bash

nginx nginx /home/nginx /bin/bash

ntp ntp /etc/ntp /sbin/nologin

postfix mail, postfix /home/postfix /bin/bash

dd-agent dd-agent /home/dd-agent /bin/bash
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* Only applies to releases before V R5 (5.9.x). In V R5, MongoDB component is removed.

1.2.10 Note on Managed Systems

In environments where local UNIX users are managed through LDAP/Puppet/Chef, you may need to create these users

and groups before running the Alation installer.

1.2.11 Co-location

Co-located Alation installs with other software are NOT supported. Alation runs resource intensive query analysis jobs

and requires a dedicated server.

1.2.12 DNS

Alation needs to resolve hostnames. Make sure that /etc/resolv.conf is configured properly. Run the nslookup

alation.com command for querying the DNS to get domain name or IP address mapping.

1.2.13 Alation Analytics V2

Alation recommends remote installation (separate host) for Alation Analytics V2. Please refer to Enable and Install

Alation Analytics V2 for detailed system requirements for Alation Analytics V2.

1.2.14 Open Connector Framework (OCF)

Applies from release 2020.4

Alation recommends installing the OCF Components on the same host with Alation. Refer to Install Alation Connector

Manager for detailed system requirements for OCF.

1.3 Network Requirements

1.3.1 Ports

As Alation needs to communicate with various systems, open the following firewall ports.

Outbound implies outbound from Alation. Inbound implies inbound into Alation.

Service Direction Ports Destination

DNS outbound TCP, UDP 53 DNS Servers

Email (default) outbound TCP,UDP 25 0.0.0.0/0

Email using corporate server outbound Corp. email server port Corp. email server

SSH inbound only TCP 22 Alation server

HTTP/HTTPS inbound only TCP 80, 443 Alation server

LDAP outbound TCP 389 AD/LDAP server

LDAPS outbound TCP 636 AD/LDAP server

Auto S/W update outbound TCP 443 Alation Cloud: 52.4.59.229

Usage Stats outbound TCP 443 Alation Cloud: 52.4.59.229
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1.3.2 Email Server Configuration Prerequisites

In Alation, users can share and receive information using email. They can subscribe to email notifications about specific

events: scheduled query runs, updates to articles, or user mentions in conversations. In order for the email-based

functionality to work, you will need to set up an email server. There are several setup options:

Parameter Description

Built-in Alation uses Postfix as its built-in SMTP server. This option will be

available during installation. You can use it as is, without any additional

configuration; however, using the built-in SMTP server is prone to issues

as the emails may be blocked by your company’s receiving server.

Alation recommends to select this option during installation to move

through the installation steps and to later fine-tune the email server con-

figuration in the Alation UI.

Corporate SMTP Server It is possible to use a corporate SMTP server to send emails from Alation.

This option is available both during installation and in Admin Settings >

Email Server.

Built-in SMTP Server with a sepa-

rate relay server

This option allows utilizing the built-in SMTP server in combination with

a relay server (Postfix, Sendmail, or other) outside the Alation chroot.

Such a configuration cannot be performed during installation or in the UI

as it requires changes to the main configuration file of the Postfix service

on the Alation host server.

The use of a separate relay server may help avoid email blocking issues

by the receiving server.

Microsoft (MS) modern authentica-

tion

Available from version 2022.1

It is possible to configure email notifications using MS modern authenti-

cation and an MS email account. This option is available in the Alation

UI only, in Admin Settings > Email Server.

Built-in SMTP Server

Required ports:

Service Direction Ports Destination

DNS outbound TCP, UDP 53 DNS Servers

Email (default) outbound TCP 25 0.0.0.0/0

Corporate SMTP Server

Required ports:

Service Direction Ports Destination

DNS outbound TCP, UDP 53 DNS Servers

Email using corporate server outbound Corporate email server port Corporate email server

To use the corporate email server, you will need the following information:

1. Confirm connectivity to the corporate email server.

telnet <EMAIL_SERVER_IP> <EMAIL_SERVER_PORT>

Example:
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telnet smtp.google.com 25

2. Check if your network configuration requires that the Alation server IP should be whitelisted, and if so, whitelist

it.

3. Confirm that the corporate email server allows SMTP authentication.

4. Confirm that Alation has a dedicated account with Send privileges on the corporate email server and obtain the

credentials.

5. Obtain information on which port the corporate SMTP server is running.

6. Obtain information on whether the SMTP server uses SSL/TLS.

1.4 Installation Readiness

1.4.1 Setup

• Confirm Customer Portal access

• Download build and transfer to system

• Download the license file

1.4.2 System

• Verify Root access

• Verify whether global users exist in the domain. PostgreSQL is the most frequently found conflict. If any Linux

user already exists in the domain, pre-create the conflicting users. Check using the command:

id postgres

• CPU: Check the number of cores

grep -i processor /proc/cpuinfo

• CPU: Check the architecture (64/32-bit)

sudo lscpu | grep -E Architecture

• CPU: Check the CPU MHz

sudo lscpu | grep -E "CPU|Hz"

• RAM: Check the RAM size

free -g

• Disks and File Systems

– Root filesystem

∗ Verify enough space to install under /opt
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df -hT /opt

– Data and Backup Disks:

∗ Check that data and backup disks are mounted,

∗ check sizes, verify enough space to backup (backup >= data size)

df -hT

mount -l

– Check mount settings in /etc/fstab

∗ Verify data and backup mounts are entered

∗ Verify nosuid and noexec option are not used

cat /etc/fstab | grep nosuid

· Edit /etc/fstab to remove nosuid if found.

cat /etc/fstab | grep noexec

· Edit /etc/fstab to remove noexec if found.

• Check OS version

cat /etc/centos-release

(or)

cat /etc/os-release

• DNS

– Confirm that Alation has access to the DNS

• Authentication Mechanism

– Confirm port 80 is open

• Email

– Confirm ports are open

– Confirm connectivity to corp email server (telnet or dig can be used)

• Confirm Unix users are created, if necessitated by environment requirements

– Check /etc/passwd, /etc/group

• LDAP/LDAPS

– Confirm access to server on port 389/636

– Confirm LDAP credentials and setup

• Usage Stats

– Confirm connectivity to outbound TCP connection to IP 52.4.59.229 port 443
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1.4.3 Connectivity

Verify that the new system can access the data sources, (per ports listed for each Data Source type.

1. Verify connectivity over ports listed in the Network Requirements section. Use the following command to check

the functioning of ports:

curl -v telnet://<IP>:<PORT>

Note: You can alternatively use the nc command if it is installed on the host:

nc -zv <IP> <PORT>

For UDP ports:

nc -zv <IP> <PORT>-u

In cloud environments, the LDAP ports get closed. A quick way to check multiple ports at one time is

by adding space between ports:

nc -zv 127.0.0.1 22 80 8080

2. Use the following command to return all services and the ports they are listening on:

netstat -plnt

3. Confirm handling of usage stats.

1.4.4 Data Source Checks

For each data source:

• Verify connectivity from Alation system to data source

• Verify authentication type

• Confirm service account uses the same authentication type as users

• Verify service account creation with appropriate permissions to run MDE, Profiling (if desired), and QLI

• Verify that the Query Log Ingestion setup is completed

1.4.5 BI and Other Tool Checks

• Verify connectivity from Alation system to source

• Confirm service account setup
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1.5 Installation Process

Alation will deliver to you an installation file (RPM or Debian format) to install on your system. Alation can be installed

on your hardware, VM, or on AWS. The Alation installation package creates a chroot environment containing all the

binaries needed by Alation. The Alation chroot is based on:

• Red Hat UBI Init 8.4 from release 2021.4

• CentOS 8.2 - starting from release 2020.4

• CentOS 7.6 - starting from release V R 5 (5.9.x)

• CentOS 6.6 - in releases prior to V R5 (5.9.x)

The chroot includes some core OS modules like openSSL, Python PIP, Ruby Gem modules, and Telnet.

1.5.1 Download the Installation Package

Download the installation package for your operating system from the Alation Customer Portal:

• Alation should have created an account for you and sent an invitation to join the Customer Portal.

• Finish setting up your account to access the download information.

1.5.2 Install on Red Hat, Fedora, CentOS, Oracle Linux

1. Move the downloaded RPM file to the host you have prepared for Alation.

2. Confirm the download is good. If the RPM file is corrupted, retry your download.

rpm -K alation####.rpm

3. Install the RPM. The installation will take 3-4 minutes.

sudo rpm -ivh alation####.rpm

4. Initialize Alation.

sudo /etc/init.d/alation init <data mount point> <backup mount point>

• <data mount point>: Absolute path to the data disk mount point (for example, /mnt/data). Not

the path to the device.

• <backup mount point>: Absolute path to backup disk mount point.

Example:

sudo /etc/init.d/alation init /mnt/data /mnt/backup

5. Start Alation.

sudo /etc/init.d/alation start

6. Proceed to the configuration.
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1.5.3 Install on Ubuntu, Debian

1. Move the downloaded DEB file to the host you have prepared for Alation.

2. Install the DEB file. The installation will take 3-4 minutes.

sudo dpkg -i alation####.deb

3. Initialize Alation:

sudo /etc/init.d/alation init <data mount point> <backup mount point>

• <data mount point>: Absolute path to the data disk mount point (for example, /mnt/data). Not

the path to the device.

• <backup mount point>: Absolute path to backup disk mount point.

Example:

sudo /etc/init.d/alation init /mnt/data /mnt/backup

4. Start Alation.

sudo /etc/init.d/alation start

4. Proceed to the configuration.

1.5.4 Setting the Base URL

Use the alation_conf parameter alation.install.base_url to set the base URL for your Alation instance. This is

the URL that users in your organization will use to access the Alation Catalog.

Note: From version 2022.1, there is no user interface to set the base URL. It can be set or changed only

using alation_conf.

To set the base URL:

1. On the Alation host, enter the shell.

sudo /etc/init.d/alation shell

2. Set the URL. Include the http:// or https:// into the value.

alation_conf alation.install.base_url -s <new_value>

3. Confirm the new value.

alation_conf alation.install.base_url

4. Restart the web processes.

alation_supervisor restart web:uwsgi

Stay in the shell to set feature flags.
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1.5.5 Setting Feature Flags

Set the appropriate feature flags to enable certain options and features.

Feature flags are set from the Alation shell using the Alation configuration utility, alation_conf.

• To enter the Alation shell, on the Alation host, run:

sudo /etc/init.d/alation shell

• To set a flag, use the alation_conf command:

alation_conf <flag_name> -s <value>

Example:

alation_conf alation.roles.allow_source_and_catalog_admins_to_create_ds -s

True

• To exit the shell, use:

exit

alation_conf settings to con-
sider

Description

event_bus.backup.enabled Enables or disables the backup process for the Event Bus component. Event Bus

is used by Lineage V3. True by default.

alation.backup.eb_-

restore_file

Should be used to specify the path to the Event Bus backup file when restoring

Alation from a backup.

alation.monitor_pg_-

disk_usage.enabled

Enables size monitoring for the tables of the internal database. Sends email alerts

to Server Admins when thresholds are hit. True by default.

alation.monitor_pg_-

disk_usage.\*

Group of parameters that can be used to configure table size monitoring.

alation.search.enable_-

search_autocomplete

Enables or disables the Search Autocomplete feature for Full-Page Search. True

(enabled) by default. Set to False to disable. Requires restarting celery-beat.

alation.feature_flags.

enable_advanced_search

Displays or hides the legacy Advanced Search page. False (disabled) by default

from 2021.4 Requires restarting Django.

alation.feature_flags.

enable_query_search

Displays or hides the legacy Query Search page. False (disabled) by default

from 2021.4. Requires restarting Django.

user_group_management.

sync_from_directory_-

provider.enabled

Default is False. Set to True to enable group syncing if the Alation authentica-

tion method is LDAP or SAML.

user_group_management.

sync_from_directory_-

provider.protocol

Default is ldap. Part of the configuration of group sync with an LDAP directory

or an IdP.

user_group_management.

sync_from_directory_-

provider.ldap.group_-

sync_period

Sets number of minutes after which the LDAP server should be queried to update

members belonging to groups that are synced from the LDAP directory. Default

is 15. Only applies if sync_from_directory_provider is enabled and the

protocol is set to ldap.

continues on next page
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Table 1 – continued from previous page

alation_conf settings to con-
sider

Description

alation.roles.allow_-

source_and_catalog_-

admins_to_create_ds

Allow users with the Source Admin role to add sources to Alation. False (not

allowed) by default.

alation.authentication.

saml.use_name_id_as_-

username

In case of SAML authentication, Alation admins can choose to use the nameID

attribute instead of the uid attribute as the username in Alation.

alation.search.enable_-

lexicon_synonym_search

True (enabled) by default. Alation search includes confirmed Lexicon expansions

into search results.

alation.search.flag_-

boost_ranking_factor

Default: 2.0

Can be used to adjust the search ranking boost for Endorsed objects. Scores

that are greater than 1.0 will boost the ranking. The higher the score, the higher

endorsed objects will appear in search ranking. To neutralize, set to 1.0.

alation.search.flag_-

penalty_ranking_factor

Default: 0.5

Can be used to adjust the search ranking penalty for Deprecated objects. Scores

that are smaller than 1.0 penalize the ranking. The lower the score, the lower

deprecated objects will appear in search ranking. To neutralize, set to 1.0

alation.compose.query_-

export.enabled

Disables or enables the Query Export feature in Compose. True (enabled) by

default. Query Export allows the complete result set to be streamed to a file when

executing a query. When this feature is disabled, the export menu in Compose

is not available, including all underlying options such as Run & Export Full

Query, Run & Export Current Statement, and Run & Export as Script.

Alternatively, this feature can be turned off/on in the Alation UI in Admin Settings

> Compose Settings using the Allow Query Exports switch.

alation.feature_flags.

enable_profiling_v2

Enables Custom Query-Based Profiling for Custom DB. False (disabled) by

default.

alation.taskserver_-

timeouts.profileColumnV2

Sets a custom timeout in seconds for Custom DB Column-Based Profiling

alation.profiling.v2.

distribution.show_-

distribution_chart

Requires:

alation.feature_flags.

enable_profiling_v2=True

Enables the display of the Frequency Distribution chart on the Catalog pages of

Column objects. False (disabled) by default.

alation.profiling.v2.

distribution.max_-

unbatched_values

Sets the number of unique values that must be discovered before Alation starts to

batch ranges of values for the Frequency Distribution chart.

alation.profiling.v2.

distribution.batch_count

Sets the number of ranges to be batched into the Frequency Distribution chart.

alation.granular_-

object_privacy.enabled

Enables object-level privacy control for supported object types. Currently, only

Table objects are supported. False (disabled) by default.

continues on next page
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Table 1 – continued from previous page

alation_conf settings to con-
sider

Description

alation.catalog.

unpublished_query_-

visibility_level

Determines whether unpublished queries are visible to everyone. Possible values:

• visible: Visible to everyone who has access.

• not_visible: Unpublished queries are not visible to everyone. In 2022.4

and earlier, unpublished queries are only visible to their author and users

who are added as viewers. In 2023.1 and later, unpublished queries are only

visible to those with edit or owner access to the query. See Unpublished

Query Access for more information.

• per_ds: Unpublished queries only on specific data sources are treated as

visible. Queries on other data sources are treated as not visible.

After editing, run: alation_action rebuild_es_index.

alation.catalog.

unpublished_query_-

visible_ds_ids_csv

Sets data source id’s to which to apply the parameter ala-

tion.catalog.unpublished_query_visibility_level

alation.datasource_auth.

credentials.storage_mode

Sets the credentials storage mode for Compose: “Persistent” or “Transient”.

Values:

• 0 for “Persistent”

• 1 for “Transient”

Default: 0

alation.feature_-

flags.enable_gbm_v2_-

connector_strategy

Requires:

alation.feature_flags.

enable_lineage_v2 = True

Enables OCF connector BI sources. True (enabled) by default from 2021.4.

alation.feature_flags.

enable_permissions_-

middleware_feature

Enables the Viewer role. True (enabled) by default from version 2022.1

alation.healthcheck.

enable_admin_alert_-

checks

Enables system health checks and notifications for admins. False (disabled) by

default.

alation.feature_flags.

enable_swagger

Allows access to the OAS 3.0 specs of the APIs in Swagger UI (GBM V2, Lineage

V2, etc.).

True by default from release 2021.2**

alation.help.helpdesk_-

url

Configures the link to your Organization’s internal support ticketing system.

alation.help.alation_-

helpdesk_users

Configures access to Alation Service Cloud for designated admins using their

emails. The email value is case sensitive. No spaces after commas when specify-

ing multiple emails.

alation.authentication.

token.disable_v0_api_-

token_auth

Prevents users from generating a V0 API token from the GET call.

alation.feature_flags.

enable_lineage_v2

Enables Lineage V2, dataflow objects, and column level lineage via API. True

by default from release 2021.2. Cannot be set to False.

alation_action enable_back-

upv2

Enables Backup V2. Enabled by default from version 2021.2

alation.backup_v2.incr_-

backup

Enables incremental backups for Backup V2

continues on next page
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Table 1 – continued from previous page

alation_conf settings to con-
sider

Description

alation_conf alation.

backup_v2.incr_backup_-

versions

Sets the incremental backup cadence.

1.5.6 Basic Server Configuration

License

The Alation team should have generated a license file for you which can be downloaded from the Customer Portal to

your local system.

To upload the Alation license:

1. Open the Alation URL http(s)://<base_URL> in a supported browser. You should see a screen that prompts to

upload a license to the Alation host.

2. Click Upload License File and upload the license file to Alation.

3. After uploading the license, you will be prompted to create an account. Click the New to Alation? Sign Up! link

at the bottom of the page and enter your user information to set up an initial account. The first account you create

will have the Server Admin role, allowing you to complete the rest of the configuration in the user interface.
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Completing the Configuration in the Alation UI

After creating the initial admin account, proceed to completing the configuration in the Alation admin UI.

Items to complete include:

• User Authentication using LDAP/AD, SAML, or OIDC

• Email server configuration

• Data source connections.

1.6 User Authentication Setup

This section explains how to configure user authentication in Alation.

1.6.1 User Authentication with LDAP

LDAP/AD integration can be performed using the Alation UI after the installation. You need the Server Admin role to

set up LDAP/AD authentication.

Authentication with LDAP/AD allows users to log in to Alation with their existing corporate credentials. Note that for

users logging with their LDAP accounts, Alation does not store the passwords.

If LDAP/AD group sync is enabled, changes to the corporate directory are automatically reflected in Alation 15 minutes

after the change (default time). This time is needed for the Alation server to synchronize with the LDAP server.
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Prerequisites

1. Confirm that the necessary ports are open in your network:

Service Direction Port Destination

LDAP Outbound (from Alation) TCP 389 AD/LDAP server

LDAPS Outbound (from Alation) TCP 636 AD/LDAP server

2. Confirm that Alation has a service account to connect to the LDAP/AD server.

3. If your corporate network uses LDAPS, confirm that the required manual pre-configuration is performed on the

Alation server. For details, see LDAPS Configuration.

4. Prepare the following information:

• LDAP Hostname

• Protocol (LDAP or LDAPS)

• Base Distinguished Name (Base DN)

• Bind Distinguished Name (Bind DN) and password if your AD does not support anonymous bind. The bind

account should have privileges to list and read attributes for First Name, Last Name, user ID, Email, Title,

and Thumbnail Photo.

• User ID attribute name (for AD it is sAMAccountName)

• Email address attribute name (required)

• Title (optional)

• Thumbnail Photo (optional)

5. Optionally, you can use LDAP search filters to restrict access to a subset of users. Below are a few examples of

filter expressions:

• Custom LDAP Search filter to restrict access to a subset of users. Below are some sample filter

expressions:

• Check for membership in an AD group - Finance:

(memberOf=cn=Finance,cn=Groups,dc=alation,dc=com)

• Check for membership in AD groups Finance or Sales:

((memberOf=cn=Finance,cn=Groups,dc=alation,dc=com)(memberOf=cn=Sales,

cn=Groups,dc=alation,dc=com))

• Check for nested membership in an AD ancestor group - Europe:

(memberOf:1.2.840.113556.1.4.1941:=cn=Finance,cn=Groups,dc=alation,

dc=com)

Note: You can use the following symbols:

• the pipe | for OR

• the ampersand & for AND

• the asterisk * for a wildcard

• the exclamation mark ! for NOT
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LDAPS Configuration

This configuration must be performed before setting up LDAP authentication in Alation UI, if your company’s corporate

network uses LDAP over SSL (LDAPS). To authenticate with LDAPS when certificate validation is not ignored, you

need to add your LDAPS CA certificate information to the file /data1/site_data/ldap.conf (accessed from in Alation

shell).

To configure LDAPS,

1. Access the file using the Alation shell:

sudo service alation shell

cd /data1/site_data

sudo vi ldap.conf

2. Enter the following certificate information into the file and save:

• To ignore certificate validation, provide the following values:

HOST <LDAP_HOSTNAME>

PORT <LDAP_PORT>

TLS_REQCERT allow

• To validate the SSL certificate, import your LDAPS CA certificate into /etc/ssl/certs/

ca-bundle.crt and in the ldap.conf file provide the following configuration values:

HOST <LDAP_HOSTNAME>

PORT <LDAP_PORT>

TLS_CACERT /etc/ssl/certs/ca-bundle.crt

TLS_REQCERT demand

Note: Client side certificate validation is not supported yet.

3. Deploy the configuration as follows:

alation_action copy_ldap_conf

alation_action deploy_conf_ldap

alation_action stop_uwsgi

alation_action start_uwsgi

Configure LDAP/LDAPS in Admin Settings

To configure LDAP/LDAPS,

1. Sign in to Alation as a Server Admin and in the upper-right corner, click the Settings icon to open the Admin

Settings page.

2. In the Server Admin section, click Authentication to open the Authentication tab:
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3. In the LDAP Settings section, provide the following values:
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Parameter Description

LDAP Server Host LDAP Server Hostname

LDAP Server Port LDAP Server Host port

Protocol LDAP or LDAPS

Base DN Base DN

UID Common UID (user ID) values are uid and cn.

For MS Active Directory, please use sAMAccount-

Name.

Bind DN Bind DN of the user authenticated to do Bind.

Bind Password The password required for the Bind operation.

If password has already been set for the server,

select Use Saved Bind Password checkbox to use

the saved password.

For details on changing the Bind password, refer

to Reset LDAP Bind Password Using CLI .

Mail Provide the name of the attribute for Email Address.

Note that it is a required attribute.

Optional Attributes If desired, provide the names of the following at-

tributes for Alation to retrieve these user Details

into the Alation account:

• Title

• Department

• Thumbnail Photo

Filter Provide a LDAP filter to only allow access for users

in specific LDAP subdirectories. It will be joined

with the User ID with AND logic.

Group member search method This setting only applies to Alation Groups de-

fined through LDAP and will be used to pull LDAP

Group members into the corresponding Group in

Alation.

• Search group for all members - When syn-

chronizing with the LDAP server, Alation

will retrieve the Group with the specified

Group DN and all its members.

• Search members for group - when users

sign in to Alation with their LDAP creden-

tials, Alation will check for their Group and

place them in the respective LDAP-based

Group in Alation, if that Group is added.

For details about creating LDAP Groups, see Con-

figure LDAP Groups.

Membership Attribute Specify the attribute that holds the user’s Group.

Example: “memberOf” attribute for AD

4. Click Save to save the LDAP properties you have entered.

5. Under Test Login and Save, enter a user’s LDAP/AD credentials and click Test to test-search and validate the

correctness of your LDAP settings. Note that the credentials you use for testing are not saved in Alation. For

possible errors, check and update the parameters you have entered and test again. For troubleshooting tips, refer

to Debugging LDAP configuration issues with ldapsearch command.

6. If your test is successful, in the Authentication Method list on top of the Authentication tab (above the LDAP
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Settings section where you entered the LDAP parameters) select LDAP and click Save to switch to LDAP

authentication in your Alation instance.

Users will now be able to log in to Alation with their corporate LDAP/AD credentials. Their Alation accounts will

be created at the time of their first login with the with the default role set in Alation. These accounts will not store

corporate passwords.

Note: Alation recommends keeping one or more built-in accounts available for troubleshooting purposes.

Debugging LDAP configuration issues with ldapsearch command

The ldapsearch command is available in the Alation shell. If desired, this command line tool can be used for

debugging.

Replace all the highlighted elements in the command below with the appropriate values. Enter the password for Bind

DN when prompted. If this command does not work, Alation LDAP integration will not work either.

ldapsearch -x -W -H "PROTOCOL://HOSTNAME" -D "BIND DN" -b "BASE DN"

"(cn=username)"

Potential issues

• If you get the invalid credentials error, check your Bind DN and Bind account password.

• If you do not get any results, double-check the User ID, Base DN, or Group Filter.

Example 1

Search for a user ID “sparker” on the Active Directory using a Bind account calledcn=alation-

svc,cn=Users,dc=mycompany,dc=com

ldapsearch -x -W -H "ldap://myad.mycompany.com" -D "cn=alation-svc,cn=Users,

dc=mycompany,dc=com" -b "dc=mycompany,dc=com" "(sAMAccountName=sparker)"

Example 2

Search for a user ID “sparker” in a group calledcn=alation-users,cn=Groups,dc=mycompany,dc=com on

the Active Directory using a Bind account calledcn=alation-svc,cn=Users,dc=mycompany,dc=com

ldapsearch -x -W -H "ldap://myad.mycompany.com" -D "cn=alation-svc,cn=Users,

dc=mycompany,dc=com" -b "dc=mycompany,dc=com" "(&

(sAMAccountName=sparker)(cn=alation-users,cn=Groups,dc=mycompany,dc=com))"
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1.6.2 Configure Authentication with SAML from Alation Shell

Alation supports SAML authentication, and your data catalog can be one of the applications accessible with single

sign-on (SSO). With SSO, users log in into their SSO provider in order to access multiple other authorized apps.

This page describes configuring authentication with SAML on the backend of the Alation server. This configuration

requires SSH access to the Alation host.

Alternatively, from version 2022.1, users with the Server Admin role can configure SAML authentication in the Alation

user interface. Refer to Configure Authentication with SAML from Admin Settings for details.

Note: From version 2021.3, Alation supports automatic group management using SCIM 2.0 APIs. If you

are going to manage groups via the IdP, you will need to configure SCIM in addition to SAML in both your

IdP and Alation. See Sync Groups Between Alation and IdP Using SCIM below.

Prerequisites

• Your company uses corporate authentication using either a native SAML server or a third party SAML Identity

Provider (IdP), such as Okta, OneLogin, or other.

• You have SSH access to your Alation host and can use the Alation shell.

• You will need to get the file idp_metadata.xml after configuring the IdP side. This file must be placed on the

Alation server as part of the configuration on the Alation side.

Step 1: Generate SAML Keys in Alation

To generate the keys:

1. Use SSH to connect to the Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Run the following command to generate the keys:

alation_action create_saml_keys

4. Verify that SAML keys have been successfully generated: check the directory opt/alation/site/saml (path inside

the Alation shell). There should be two key files in this directory:

• private.pem

• public.pem
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Step 2: Add Alation to Your IdP

1. By default, Alation sends signed SAML authentication requests to the IdP. If your IdP requires service provider

request signatures to be verified, copy and upload the public.pem file generated in the previous step from the

Alation host to your IdP.

Note: This setting is controlled by the alation_conf parameter alation.authentication.saml.

authn_requests_signed which is True by default.

2. Register an application for Alation in your IdP. Use the table SAML Parameters below for SAML parameter values

expected by Alation.

Note: You can use section Example IdP Configuration: Okta (2018.42) as SSO Provider as an

example.

SAML Parameters

To add Alation to your IdP, you will need to provide a number of required SAML parameters and configure SAML

attributes for attribute assertion.
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IdP Parameter Value required by Alation

Assertion Consumer Service (ACS) URL BASE_URL/saml2/acs/

(Replace BASE_URL with the URL of your Alation in-

stance).

Recipient URL BASE_URL/saml2/acs/

(Replace BASE_URL with the URL of your Alation in-

stance).

Audience URI

(Audience Restriction)

http://alation.com/

Note that this is the default value. It matches the default

value of the Entity ID property for Alation application.

(Optional) Single Logout (SLO) URL

Confirm that you want to enable SLO. All users will be

logged out of your SSO system upon logout from Alation

if SLO is enabled.

SLO URL for HTTP-Redirect (GET based): BASE_URL/

saml2/ls/

SLO URL for HTTP-POST: BASE_URL/saml2/ls/

post/

(Replace BASE_URL with the URL of your Alation in-

stance).

Note that to complete enabling SLO, you will need to

set the dedicated parameter in Alation, too. This step is

described in step 4 below.

Metadata BASE_URL/saml2/metadata/

(Replace BASE_URL with the URL of your Alation in-

stance).

Note that to access metadata at this URL, it is required to

temporarily enable SAML authentication, after accessing

the metadata file, disable it and proceed with configura-

tion.

To enable SAML,

1. Set the alation_conf parameter alation.

authentication.saml.enabled to True and

restart the uWSGI component:

alation_conf alation.authentication.

saml.enabled -s True

alation_supervisor restart web:uwsgi

2. Now you can access the metadata at BASE_URL/

saml2/metadata/

3. Disable SAML and restart uWSGI to continue with

configuration:

alation_conf alation.authentication.

saml.enabled -s False

alation_supervisor restart web:uwsgi

(Optional) Response Signed If you choose to use the signed response, set the corre-

sponding alation_conf parameter to True. See STEP 3:

Configure the Response and Assertion Signatures

(Optional) Assertion Signed If you choose to use the signed assertion, you set the cor-

responding alation_conf parameter to True. See STEP

3: Configure the Response and Assertion Signatures
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Configure SAML Attributes

Note: If your IdP does not offer a way to map attributes, you can use a custom attribute map to configure

them. See Use a Custom Attribute map for SAML Configuration for more details.

Alation supports two name formats for SAML attributes: URI and Basic. It is recommended to use the name format

URI. To use URI, for all attributes your IdP will include in the assertion response, make sure to set the name format to:

urn:oasis:names:tc:SAML:2.0:attrname-format:uri

Important: If you do not have an option to configure the name format in your IdP settings, use the URI

attribute name format as Alation defaults to using URI.

To configure the attributes:

1. Map the SAML attributes for the Assertion Response.

The attributes listed in the table below are required by Alation. These attributes should be sent as part

of the AttributeStatement part of the SAML response. The table below lists the attributes in the

URI format: NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:uri":

Attribute Name:
URI

Description

urn:oid:0.9.

2342.19200300.

100.1.1

The user ID for a user (can be Employee ID, Username, Email, etc. This is

the attribute that identifies a user. If you cannot provide the user ID attribute,

see Using name id as User ID below.

urn:oid:0.9.

2342.19200300.

100.1.3

The user’s email address

urn:oid:2.5.4.

42

The user’s first/given name

urn:oid:2.5.4.

4

The user’s last name/surname

urn:oid:2.5.4.

12

The user’s title (optional)

urn:oid:0.9.

2342.19200300.

100.1.60

The user’s profile photo (optional)

You can alternatively use the name format Basic if your IdP does not support URI:

NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:basic"

The SAML attribute names using the format Basic are listed in the table below.
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Attribute Name: Basic Description

urn:mace:dir:attribute-def:uid The user ID for a user (Employee ID, Username, Email,

etc.). If you cannot provide the user ID attribute, see

Using name id as User ID below.

urn:mace:dir:attribute-def:mail The user’s email address

urn:mace:dir:attribute-def:givenName The user’s first/given name

urn:mace:dir:attribute-def:sn The user’s last name/surname

urn:mace:dir:attribute-def:title The user’s title (optional)

urn:mace:dir:attribute-def:jpegPhoto The user’s profile photo (optional)

Example: When correctly configured, the attributes in your assertion response will look similar to the

following:

Using name id as User ID

Available from release 2021.2

By default, Alation requires that a user ID attribute should be present in the assertion response. However, sometimes an

admin cannot provide this attribute from their IdP configuration due to security policy restrictions or other reasons.

If this is your case, you can set the alation_conf parameter alation.authentication.saml.use_name_id_as_username to

True on the Alation server. When it is set to True, the uid attribute or any other custom unique attribute for identifying

users does not need to be included into the SAML assertion response. Instead, the name id attribute from the SAML

response will be used as the unique attribute for looking up a user.

It is recommended to set this parameter during the initial setup of SAML authentication. Making this change later to

switch from using the uid attribute to the name id attribute will result in Alation creating duplicate accounts for existing

users.

Note: To troubleshoot duplication, the existing accounts need to be converted to the new accounts. Contact

Alation Support to guide you through this process.

To set the parameter:
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1. From the Alation shell, run:

alation_conf alation.authentication.saml.use_name_id_as_username -s True

2. In versions 2022.1 and newer, no restart is required. In versions before 2022.1, restart the Web service:

alation_supervisor restart web:*

3. On the IdP side, make sure that the Name ID Format attribute in the integration application you are using for

Alation is set to either persistent or EmailAddress. The value must not be transient as transient is

incompatible with this configuration on the Alation server.

Note: If the parameter alation.authentication.saml.use_name_id_as_username is set to

True on the Alation server, but at the same time, the Name ID Format attribute is set to transient

on the IdP side, Alation may create duplicate accounts when users log in.

4. Perform this step in release 2022.1 and newer. In older releases, skip this step.

After verifying the Name ID Format on the IdP side, make sure that on the Alation side, you have the

same setting. Check the value of the alation_conf parameter alation.authentication.

saml.name_id_policy_format. The default value is urn:oasis:names:tc:SAML:2.

0:nameid-format:persistent. This value is valid if on the IdP side you have selected

persistent. If on the IdP side you have selected emailAddress, then set this parameter to

emailAddress. From the Alation shell, run:

alation_conf alation.authentication.saml.name_id_policy_format -s

urn:oasis:names:tc:SAML:1.1:nameid-format:emailAddress

No restart is required.

Step 3: Configure the Response and Assertion Signatures

This step applies if you have enabled the Response Signed or Assertion Signed signatures in your IdP application settings

for Alation. Alation has two dedicated parameters in alation_conf that need to be set to True for the signed response or

assertion or both to be required.

If you have only enabled the signed response, you need to set alation.authentication.saml.want_response_-

signed to True. In versions 2022.1 and newer, no restart is required. In versions before 2022.1, restart the Web

service:

1. In the Alation shell, run

alation_conf alation.authentication.saml.want_response_signed -s True

2. Restart Web:

alation_supervisor restart web:uwsgi

If you have only enabled the signed assertion, you need to set alation.authentication.saml.want_assertions_-

signed to True. In versions 2022.1 and newer, no restart is required. In versions before 2022.1, restart the Web service:

1. In the Alation shell, run

alation_conf alation.authentication.saml.want_assertions_signed -s True

2. Restart Web:
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alation_supervisor restart web:uwsgi

If you have enabled both, both parameters should be set to True. In versions 2022.1 and newer, no restart is required. In

versions before 2022.1, restart the Web service:

1. In the Alation shell, run:

alation_conf alation.authentication.saml.want_assertions_signed -s True

alation_conf alation.authentication.saml.want_response_signed -s True

2. Restart Web:

alation_supervisor restart web:uwsgi

Configuring the Encryption Algorithm

Available from version 2022.1

In version 2022.1 and newer, perform this step if you have enabled any of the signatures (signed response, signed assertion,

or both) in your IdP application settings. You can further specify the encryption algorithm of the SAML signature method

(SignatureMethod) and SAML digest method (DigestMethod). The default is SHA1. The encryption algorithms you

set in Alation using alation_conf should correspond to the encryption algorithms you have selected on the IdP side.

Make sure you are setting the same signature (SignatureMethod) and digest (DigestMethod) algorithm as in the IdP.

SAML SignatureMethod

By default, Alation uses SHA1 as the signature algorithm. It is possible to change it to SHA256 using alation_conf :

1. From the Alation shell, run the following command:

alation_conf alation.authentication.saml.authn_requests_sign_algo -s sha256

2. No restart is required.

SAML DigestMethod

By default, Alation uses SHA1 as the digest algorithm. It is possible to change it to SHA 256 using alation_conf.

1. From the Alation shell, run the following command:

alation_conf alation.authentication.saml.authn_requests_digest_algo -s

sha256

2. No restart is required.
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Step 4. Place the IdP Metadata File on the Alation Server

You will need the metadata file idp_metadata.xml from your IdP in the SAML XML format.

Make sure the file has the following information:

• Entity ID

• X509 certificate for signature verification

• SingleSignOnService Location (the Remote Login URL for the SAML server)

• HTTP binding: Redirect or POST (optional; if not defined, will default to Redirect)

Protocol Binding

Alation supports both HTTP POST and HTTP Redirect binding for SAML SSO. The protocol binding defaults to Redirect

and is controlled by the alation_conf parameter alation.authentication.saml.force_redirect_binding.

If you are using Redirect binding, leave the default value.

If you are using POST, set this parameter to False:

1. From the Alation shell, run:

alation_conf alation.authentication.saml.force_redirect_binding -s False

2. Restart uWSGI:

alation_supervisor restart web:uwsgi

Providing the idp_metadata.xml to Alation

To place the idp_metadata.xml file to the Alation server:

1. Copy the idp_metadata.xml file to a directory on the Alation host, for example /tmp.

2. SSH to the host.

3. Move the file from /tmp (or from the location you copied it to) to /opt/alation/alation/data1/site_data/saml/

(path outside the Alation shell). From inside the Alation shell, this file will now be accessible at

/opt/alation/site/saml/idp_metadata.xml

4. If you do not have a shell session open, enter the Alation shell:

sudo /etc/init.d/alation shell

5. Make sure the idp_metadata.xml file is present at /opt/alation/site/saml/idp_metadata.xml.
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Step 5. Configure Additional Parameters and Enable SAML Authentication

Perform these steps in the Alation shell.

1. If you are using an Entity ID value other than default, then provide the Entity ID using the alation_conf command:

alation_conf alation.authentication.saml.entity_id -s <globally_unique_

entity_id>

Where <globally_unique_entity_id> should be replaced with a valid, globally unique Entity ID.

If you are using Audience Restriction in your IdP, the Entity ID should match the Audience Restriction

value for the server you are configuring.

Note: The default Entity ID is http://alation.com/.

Entity ID can be any URI that can be considered unique in your network. In most cases, only one

instance of Alation runs in the production environment, authenticating against the production IdP.

Usually, the assumption is that there is no other application with the Entity ID set to http://alation.

com/ in the IdP, and so this value is unique and can identify the Alation application.

However, if you are not using the default value, provide the value that will uniquely identify the server

you are configuring and make sure to set the same value in the parameter alation.authentication.

saml.entity_id.

2. To allow users to log in to Alation from the application dashboard in the IdP, set the parameter alation.

authentication.saml.allow_unsolicited to True. This parameter ensures that:

• Users can log in to Alation directly from the IdP dashboard

• Users can successfully log in from the Chrome browser

alation_conf alation.authentication.saml.allow_unsolicited -s True

3. (Optional) To enable SLO, set:

alation_conf alation.authentication.saml.logout_supported -s True

4. Enable SAML authentication:

alation_conf alation.authentication.saml.enabled -s True

alation_conf alation.authentication.builtin.enabled -s False

5. Restart the Web service:

alation_supervisor restart web:*

6. Exit the Alation shell:

exit
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Step 6. Verify Your SAML Configuration

Visit your Alation server in the browser of your choice and make sure that:

• You are redirected to your IdP login page correctly

• After you authenticate with your IdP (log in using the corporate username and password), you are then redirected

to Alation, and logged in.

Sync Groups Between Alation and IdP Using SCIM

Available from version 2021.3

When the authentication method on the Alation instance is SAML, it is possible to also enable SCIM integration in

order to synchronize Groups between Alation and the IdP. With Groups pushed from the IdP over SCIM APIs, Server

Admins do not have to manually create Custom Groups and manually maintain consistency of group membership when

new users are added or users are removed from groups in the company directory.

If you choose to use SCIM integration to sync groups, you will first need to configure SAML authentication and then

configure SCIM sync for groups and users. See Enable SCIM Integration for User and Group Management for details.

Example IdP Configuration: Okta (2018.42) as SSO Provider

This section contains parameter values for adding Alation to the SSO application cluster via Okta. Use this information

if your SSO Provider is Okta (this description is based on Okta version 2018.42).

To provide parameters for Alation in Okta,

1. Log in to Okta and navigate to Administrator’s dashboard, then click Add Applications.

2. On the Applications page, click Create New Application.

3. In the Create a New Application Integration dialog, select SAML 2.0 and click Create.

4. On the settings screen that opens, provide the values for the SSO parameters (see below). Note that Okta UI

provides explanations for each required parameter in a tooltip opened from the “question” icon.

5. After you have provided the parameters, proceed to the Feedback tab of the settings screen, provide the required

information, and click Finish.

Parameters for Alation in Okta

General Tab

App Name For example, Alation

App logo (optional) Add the logo if desired

App visibility Select or leave clear the checkboxes as required

Configure SAML tab (Replace BASE_URL with the URL of your Alation instance)
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Single Sign On URL BASE_URL/saml2/acs/

Use this for Recipient URL and

Destination URL (checkbox)

selected

Audience URI (SP Entity ID) http://alation.com/

Default RelayState Leave blank

Name ID Format EmailAddress

Application username Okta username

Advanced Settings

Response Signed

Assertion Signature Signed

Signature Algorithm RSA-SHA256

Digest Algorithm SHA256

Assertion Encryption Unencrypted

Enable Single Logout Verify with your organization if you want to use SLO for Alation. If SLO is

required, then select checkbox Allow application to initiate Single Logout

Single Logout URL (only ap-

plies if SLO is enabled)

BASE_URL/saml2/ls/post/

SP Issuer http://alation.com/

Signature Certificate Leave blank

Authentication context class PasswordProtectedTransport

Honor Force Authentication Yes

SAML Issuer ID http://www.okta.com/${org.externalKey}

Attribute Statements in URI

Note: See Configure SAML Attributes for reference.

Name Name Format Value

urn:oid:0.9.2342.19200300.100.1.3 URI Reference user.email

urn:oid:0.9.2342.19200300.100.1.1 URI Reference user.login

urn:oid:2.5.4.42 URI Reference user.firstName

urn:oid:2.5.4.4 URI Reference user.lastName

urn:oid:2.5.4.12 URI Reference user.title

Leave Group Attribute Statements (Optional) blank.

1.6.3 Configure Authentication with SAML from Admin Settings

Available from version 2021.4

Alation supports SAML authentication, and your data catalog can be one of the applications accessed using single

sign-on (SSO). With SSO, users are logged in into their SSO provider application in order to access multiple authorized

apps.
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Prerequisite

• Your company uses corporate authentication using either a native SAML server or a third party SAML Identity

Provider (IdP) service, such as Okta, OneLogin, or other.

Note: From version 2021.3

Alation supports automatic group management using SCIM 2.0 APIs. If you are going to manage

groups via the IdP, you will need to configure SCIM in addition to SAML in both your IdP and Alation.

1. Log in to Alation as a Server Admin.

2. On the upper right, click the Settings icons to open the Admin Settings page.

3. Go to Server Admin > Authentication.

4. Select Edit for the SAML authentication method.

366 Chapter 1. Install Alation



Alation User Guide

5. Follow the steps applicable to your IdP configuration and click the Save button.

6. To activate the SAML configuration that was just set up, on the Auth tab, select the Activate button on the row

for SAML.

7. A confirmation dialog will appear. Click the Confirm button to commit the configuration change.
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8. Validate the configuration changes made perform as expected. Visit your Alation server in the browser of your choice and ensur

• You are redirected to your IdP login page correctly

• After you authenticate with your IdP (log in using the corporate username and password), you are then

redirected to Alation, and logged in.

Debugging SAML Configuration

When you are configuring SAML, you may find it useful for additional debugging information to be made

available. This can be completed from within the Alation shell.

You can use the following command on the host server - from inside the Alation shell by a user with sudo

permissions.

Important: Changing the logging level requires a restart of the Alation server. Alation recommends to

perform this configuration at a time when users are the least active in the Catalog. A restart will cause the

Alation user interface to reload and users may lose their unsaved work.

Setting the value:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Set the parameter for SAML debugging:

alation_conf alation.authentication.saml.debug -s 1

4. Restart the Web service:

alation_supervisor restart web:*
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5. Exit the Alation shell:

exit

Setting the value to 1 enables additional SAML debug-level messages to be added to the alation-* log files

for analysis and debugging. To revert to default logging of info-level only messages added to the alation-*

log files, set this parameter to 0 and restart the Web service.

Note: Parameters such as the following remain available for configuration in the Alation shell, but are currently

unavailable in the Auth tab in the user interface.

alation.authentication.saml.entity_id - SAML IDP provider’s entity ID

alation.authentication.saml.debug - Enables SAML debugging

1.6.4 Configure Authentication with OpenID Connect

Available from version 2022.2

Alation supports SSO with OpenID Connect and the Auth0 identity platform.

Configuring this type of authentication is a two-step process. The first step is performed in AuthO by a user with admin-

level access. The second step is performed in Alation by a Server Admin user in Admin Settings > Authentication.

STEP 1: Create an Application in Auth0

Perform this step to register your Alation application with Auth0.

Note: You may need the assistance of your IT team as this setup requires admin-level access to Auth0.

To create an app for Alation:

1. Log in to your Auth0 application.

2. Create a new tenant or use an existing tenant.

3. Under your tenant, go to Applications.

4. Create a new application for Alation:

• Name - Specify a name for the application, for example, Alation OpenID Connect App.

• Application type - Choose Regular Web Applications.

5. After creating the application, open its settings.

6. Under Application URIs, specify the following information:

• Allowed Callback URLs - Add these URLs, substituting the placeholder <Alation_URL> with your Alation

URL:

https://<Alation_URL>/auth/oidc/callback/?config_name=oauth_login_config,

https://<Alation_URL>/auth/oidc/callback/?config_name=oauth_login_test_

config&is_test_flow=true,

https://<Alation_URL>/auth/oidc/callback/?config_name=oauth_login_config&

is_test_flow=true
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• Allowed Logout URLs - https://<Alation_URL>/login or any other preferred logout URL.

7. Scroll down to the Advanced Settings part of the page. Expand the advanced settings.

8. Click on the Endpoints tab. This tab has a number of URLs you’ll need to specify in Alation when configuring

authentication:

• OAuth Authorization URL

• OAuth Token URL

• OAuth User Info URL

9. Save the application you created.

10. Collect other information required for Alation from the application settings:

• Client ID

• Client secret

Enable the Title Property

Alation supports the title property as part of the user profile. With OpenID Connect, you can send the title value as

part of the id token which is present in the user_metadata attribute. To send the title, perform the following additional

actions in Auth0 before configuring Alation:

1. In Auth0, go to Actions > Library and click Build Custom to open the Create Action dialog.

2. Enter a descriptive Name for your action, for example, Add user metadata to tokens.

3. In the Trigger field, select Login / Post Login as you’ll have to add this action to the Login Flow.
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4. Click Create. You will land on the page with the action code editor.

5. Copy the following JavaScript code into the editor (delete all default content from the editor and paste the code

given below).

// Title should be present as below attribute for user

// "user_metadata": {"title": "SE" }

exports.onExecutePostLogin = async (event, api) => {

const namespace = 'http://alation.com';

const { title } = event.user.user_metadata;

if (event.authentication) {

// Set claims

api.idToken.setCustomClaim(`${namespace}/title`, title);

}

};

6. Click Save Draft to save your changes.

7. Click Deploy.

8. Add the action you created to the Login Flow.

STEP 2: Configure OpenID Connect in Alation

This configuration requires a user with the Server Admin role. You will need the following information from the Auth0

application you created for Alation:

• Client ID

• Client secret

• User Info Endpoint URL

• Authorization Endpoint URL

• Token Endpoint URL

Note: This information can be collected from the settings page of your Auth0 application. The client ID and secret can

be found under Basic Information. The endpoint URLs are in Advanced Settings > Endpoints.

To set up SSO authentication with Auth0 and OpenID Connect:

1. Log in to Alation and go to Admin Settings > Authentication.

2. Under Account Authentication Method, locate OIDC and click Edit for this method. The OIDC configuration

page will open in a separate browser tab.
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3. Under Define your Authentication Provider in Alation, specify the following information:

• Client Id - Client ID of the Auth0 application

• Client Secret - Client secret of the Auth0

• Scope - Specify the response scope. The minimal set of values is openid,profile,email. For more

information on defining the scope, refer to Auth0 documentation.

• User Info Endpoint URL - Endpoint to fetch user details. Use the value of the endpoint OAuth User Info

URL in Auth0.

• Authorization Endpoint URL - Endpoint used to authorize the user. Use the value of the endpoint OAuth

Authorization URL in Auth0.

• Token Endpoint URL: - Endpoint used to fetch OAuth token. Use the value of the endpoint OAuth Token

URL in Auth0.

4. Select the Enable Single Signout checkbox if you want to use the single logout.

5. If you have selected Enable Single Signout, specify the EndSession Endpoint URL, using one of the formats

below. The choice of a format depends on how you want to determine the outcome of the logout.

Important: Auth0 provides the ability to configure logout at the application level or the tenant level,

with or without a redirect.

If you want to configure logout at the application level, then make sure that the URL that you specify in

the returnTo parameter of the EndSession Endpoint URL is also listed in the Allowed Logout URLs

field in the application you created for Alation in Auth0. If the returnTo URL is not specified, the

server will redirect users to the first Allowed Logout URL set in the settings of the Auth0 application.

If you want to configure logout at the tenant level, make sure that you have whitelisted the URL that

you include in the returnTo parameter in the settings of the corresponding Auth0 tenant.

• Application level - Users will log out from Alation or Alation and the IdP in case of the federated

logout.
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– No redirect: EndSession Endpoint URL = https://<auth0_domain>/v2/logout?

client_id=<client_id_of_Auth0_app>

– With redirect: EndSession Endpoint URL = https://<auth0_domain>/v2/logout?

client_id=<client_id_of_auth0_app>&returnTo=<encoded_target_uri>

– Single logout from the IdP, no redirect: EndSession Endpoint URL = https://<auth0_-

domain>/v2/logout?client_id=<client_id_of_auth0_app>&federated

– Single logout from the IdP, with redirect: EndSession Endpoint URL =

https://<auth0_domain>/v2/logout?client_id=<client_id_of_auth0_-

app>&returnTo=<encrypted_target_uri>&federated

• Tenant level - Users will be logged out of Alation and all the applications under the current tenant

and the IdP in case of the federated logout.

Note: Make sure the returnTo URL is whitelisted on the tenant level in Auth0.

– No redirect: EndSession Endpoint URL = https://<auth0_domain>/v2/logout

– With redirect: EndSession Endpoint URL = https://<auth0_domain>/v2/

logout?returnTo=<encrypted_target_uri>

– Single logout from the IdP, no redirect: EndSession Endpoint URL = https://

<auth0_domain>/v2/logout?federated

– Single logout from the IdP, with redirect: EndSession Endpoint URL = https:/

/<auth0_domain>/v2/logout?federated&returnTo=<encrypted_target_-

uri>

6. Under Mapping Attributes, enter the attributes from the specified scope. Alation expects the following attributes:

• UserName - a unique attribute defined in the IdP or the email. UserName can be mapped onto

the sub claim, which will be unique for every user. However, if you are confident that every user

in your AD has a unique email, then this attribute can be set to email.

• Email - email

• First Name - given_name

• Last Name - family_name

• Title - http://alation.com/title

Note: The Title attribute requires a custom action in Auth0. Make sure you have added the action in

Auth0 before including this attribute in your configuration in Alation. See Enable the Title Property.
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The attributes are returned from Auth0 by calling the User Info Endpoint. An example response below

shows what attributes may be passed to Alation from Auth0:

{

"sub": "auth0|62664ee553327a00682e2a26",

"nickname": "john.smith",

"name": "john.smith@alationcatalog.com",

"picture": "https://s.gravatar.com/avatar/5cad5e7?s=480&r=pg&d=https%3A

%2Fcdn.auth0.com%2Favatars%2Fmu.png",

"updated_at": "2022-04-25T11:40:59.238Z",

"email": "john.smith@alationcatalog.com",

"email_verified": true,

"http://alation.com/title": "Engineer"

"given_name": "john", // This field can be added using user update API

"last_name": "smith" // This field can be added using user update API

}

7. Click Test to validate that the configuration is correct. Clicking on Test will open a new tab where the currently

logged in admin will be prompted to login to Auth0. On successful login, Alation will try to fetch the user details.

Note: If you get a login error although the configuration looks correct, try logging in using an

incognito window or clear all browser cookies. For more troubleshooting tips, see Troubleshooting

OpenID Connect Authentication below.

8. Click Save.

9. Go back to Admin Settings > Authentication.

10. Click on Activate for OIDC and in the confirmation dialog, click Confirm. The OIDC login will be activated for

your Alation Catalog. Now users logging in to Alation will authenticate with their Auth0 or IdP credentials.
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Troubleshooting OpenID Connect Authentication

Configuration Files to Review

The following configuration files storing the OpenID Connect configurations are created in AuthService as you are

configuring OpenID Connect:

• /opt/alation/site/config/authserver/oauth_login_config.json

• /opt/alation/site/config/authserver/oauth_login_test_config.json - This configuration file is temporarily created

during the connection test and is deleted after the test connection process is complete and results in either an error

or success.

OpenID Connect Configuration Errors in the Alation User Interface

Invalid value for fields

Cause

Some fields don’t pass validation when the user clicks Test on the OIDC configuration page.

Resolution

Check the field values based on the validation message. The fields that do not pass validation will be highlighted in red.

Changes unsaved
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Cause

Some fields don’t pass validation when the user clicks Save on the OpenID Connect configuration page. A validation

message will be displayed for the corresponding fields and the fields will be highlighted in red.

Resolution

Check and update the field values. All fields are mandatory except EndSession Endpoint URL. The EndSession

Endpoint URL field becomes mandatory if the Enable Single Signout checkbox is selected. All the URL fields —

Authorization Endpoint URL, Token Endpoint URL, User Info Endpoint URL, and EndSession Endpoint URL

— must be a URL in the valid format.

Something went wrong, please try again. Changes unsaved

Cause

The user clicked Save on the OpenID Connect configuration page, but the AuthService is not running.

Resolution

Check the status of AuthService. Enable AuthService or restart it if it’s already enabled.

Authorization terminated unexpectedly
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Cause

The redirection to IdP fails. The IdP may be down.

Resolution

Check if the configuration fields in Alation contain the correct values. Check the status of AuthService. Enable or

restart AuthService if it’s not running.

500 Internal Server Error

Cause

Authserver service is not running or the configuration stored in AuthService is malformed. This is not a common error,

but may be the result of manual modifications to the configuration json file.

Resolution

Check the status of AuthService. Enable AuthService or restart it if it’s already enabled. Check that

/opt/alation/site/config/authserver/oauth_login_config.json and is a valid json file by validating its structure with a

json validation tool.

Check the Status of AuthService

To validate that AuthService is enabled:

1. Use SSH to connect to your Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Using the alation_conf command, check the current state of AuthService:

alation_conf alation.authentication.service.enabled

The response will show either True (enabled, default) or False (disabled).
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Enable AuthService

Note: From version 2022.2, AuthService is enabled by default.

To enable AuthService:

1. From the Alation shell, set the alation_conf parameter alation.authentication.service.enabled to

True:

alation_conf alation.authentication.service.enabled -s True

2. Redeploy the configuration:

alation_action deploy_conf_all

3. Restart Alation:

alation_action restart_alation

Restart AuthService

To restart AuthService:

In the Alation shell, use the following commands:

1. Restart AuthService:

alation_supervisor restart java:authserver

2. Restart the Web component:

alation_supervisor restart web:*

3. Exit the Alation shell: exit.

1.6.5 Enable SCIM Integration for User and Group Management

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.3

When SAML is in use as the authentication method in Alation, it is also possible to enable SCIM integration to auto-

synchronize groups and group members between the identity provider (IdP) and Alation. With groups synchronized over

SCIM, group membership does not need to be managed manually as the groups and group members will be automatically

pushed to Alation from the IdP by the SCIM provisioning process. Changes to group membership and user properties

will be picked up and applied automatically.

Note: The System for Cross-domain Identity Management (SCIM) 2.0 is an open specification that facilitates automated

management of user identities and groups between identity providers and applications using REST API. Alation supports

SCIM 2.0 (RFC7643 and RFC7644) to integrate with identity providers that support SCIM.
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From version 2021.3, Alation supports basic authentication (username and password) for user and group synchronization

with SCIM.

From version 2021.4, Alation supports both basic authentication and token authentication.

SCIM 2.0 is used by Alation for managing user account properties and groups but not for authentication. SAML must

be configured as the authentication method before enabling SCIM.

Depending on the capabilities of the IdP, you may be able to use one application on the IdP side to configure both SAML

authentication and SCIM provisioning or two applications specialized for these two functions.

If using two applications, note that user and group assignments should be consistent in both of them so that all group

members synced over SCIM are able to log in to Alation. If a user is assigned to the SAML app but not to the SCIM app,

this account will be created in Alation but the user will not be managed with SCIM: the automatic sync process will not

be able to update user information or deactivate this user in Alation. On the other hand, if a user is assigned to the SCIM

app but not to the SAML app, this user’s information will be synced to Alation, but the user will not be able to log in.

We recommend getting the assistance of your IdP admin to perform end-to-end configuration for SCIM.

How Does Group Sync Over SCIM Work?

Let’s assume that an admin has enabled SCIM integration for an Alation instance, and now users and groups are

auto-synchronized between Alation and the IdP. SCIM enablement makes specific manual admin actions unavailable as

users and groups will now be provisioned from an external application. See the table below for comparison of Alation

user and group management capabilities with SCIM integration enabled vs. disabled:
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Actions SAML,
SCIM
disabled

SAML, SCIM enabled

Users can sign up for an Alation account on

the Alation login screen

No No

Users log in from their IdP login screen or

from their IdP dashboard

Yes Yes

Admins can choose to moderate account sign-

ups

Yes No

Admins can manually activate users Yes No*

* With the exception of users whose accounts are not

pushed from the IdP, for example, accounts created

before enabling SCIM sync

Admins can manually suspend users Yes No *

* With the exception of users whose accounts are not

pushed from the IdP, for example, accounts created

before enabling SCIM sync

Users can manually change the Display Name

under User Profile

Yes No

On hover-over, users see a message that the Display

Name is supplied using an automatic process

Users can manually change the email under

User Profile

Yes No

On hover-over, users see a prompt to contact their di-

rectory admin to change the email

Admins can manually create, edit, and delete

a group that is Defined in Alation

Yes Yes

Admins can manually create or delete a SCIM

group

No No

Admins can manually assign roles to groups Yes Yes

Admin can toggle on feature Use Custom

Groups to manage user suspension and ac-

tivation on the Groups page

Yes No

This feature cannot be enabled when the automatic

identity management process is in use

Role Assignment Using Custom Groups

SAML, SCIM enabled or disabled Use Groups to Assign Roles
disabled

Use Groups to Assign Roles
enabled

Admins can manually assign roles to

groups

Yes Yes

Admins can manually assign roles to

users

Yes No

With SCIM integration enabled, Alation supports the push of users and groups from the IdP to Alation. Any consequent

changes in the IdP directory will be picked up immediately or after a short period of time depending on the configuration

of the provisioning process on the IdP side.
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Configure SCIM Integration

Configuration for SCIM integration has to be performed on both the Alation server and the IdP side. Start with

configuring Alation and then perform the required configuration in your IdP.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

SCIM integration is configured using the Django shell of the Alation server. The configurations are saved in the

corresponding alation_conf parameter values and can be later viewed using alation_conf. See View SCIM Configuration

in alation_conf for more information.

Note: SCIM configuration must not be performed by modifying the alation_conf parameters directly.

Prerequisites

1. Your Alation instance uses SAML as the authentication method. SAML has been successfully configured and

enabled. See User Authentication With SAML about configuring SAML authentication in Alation.

2. Your IdP supports SCIM 2.0, basic or token authentication for SCIM 2.0, and has a way to enable SCIM for

integrations with service providers.

3. The admin configuring SCIM must have or know a user account in Alation with the Server Admin role. This

account will be used to log in, test, and complete the configuration. This account should be assigned to the SAML

application integration to enable the admin user to log in. Plan which Server Admin user account you are going to

test with.

4. Check if the feature Use Custom Groups to Assign User Roles is enabled on your instance. If yes, make sure

that the Server Admin account you plan to use for testing the SCIM setup is in a custom group with the Server

Admin role mapped to it. When SCIM is enabled, this user must be able to log in as a Server Admin.

Network Configuration

The SCIM protocol requires that your IdP should be able to access the network hosting your Alation instance. For

example, if your Alation instance is installed in a network provided by AWS, GCP, or MS Azure, you may have to allow

the IP address range of the IdP on your network so that the IdP can reach the Alation server using SCIM.

The configuration will differ for each network provider and each IdP. You can use the following examples:

• Allowing Okta IP Addresses

• Allowing Azure AD IP Addresses
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Configuration Steps

To configure SCIM integration on customer-managed instances of Alation:

Step 1: Set the SCIM Client

The SCIM client is the application that pushes user identity and group data to the target service provider (Alation) using

SCIM API. The client initiates SCIM HTTP requests for the push.

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

2. Enter the Django shell:

alation_django_shell

3. Run the command given below to set the SCIM client. Supported values for the SCIM client are:

• okta (default)

• pingfederate

• one_identity

• azure_active_directory

Values should be provided in single quotes.

from rosemeta.utils.users_and_groups.configuration_utils import update_scim_

client

update_scim_client('<identity_provider>')

Example 1: Okta

from rosemeta.utils.users_and_groups.configuration_utils import update_scim_

client

update_scim_client('okta')

Example 2: Azure AD

from rosemeta.utils.users_and_groups.configuration_utils import update_scim_

client

update_scim_client('azure_active_directory')
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Step 2: Set Up SCIM Authentication

Set either basic authentication credentials or the access token for SCIM.

Note: Okta supports both basic authentication and token authentication. Azure AD requires token authentication.

• Token Authentication (2023.3.2 and Later)

• Token Authentication (2021.4 to 2023.3.1)

• Basic Authentication

Token Authentication (2023.3.2 and Later)

Starting in 2023.3.2, you can create a SCIM token using the Alation UI. The token’s expiration can be anywhere from

one to six months. You can create a new token at any time, which will immediately revoke the old token.

1. In Alation, go to Admin Settings, then Authentication.

2. Find the SCIM Token section.

3. To create a new token, click the dropdown to select how long the token will be valid.

1.6. User Authentication Setup 383



Alation User Guide

4. Click Generate Token. A popup window appears with the new token.

5. Click Copy and save the token in a secure location. It will be required later when you configure SCIM integration

on the IdP side.

Important: The token will never be displayed again. It is not stored in Alation. Once you close the dialog, you
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will not be able to access it again in Alation. If needed, you can generate a new token.

6. Once you’ve saved the token, click Close.

Token Authentication (2021.4 to 2023.3.1)

The SCIM bearer token has an expiry period of 6 months. The expiry period cannot be customized. If security policies

at your organization require that the tokens should be updated more often than every 6 months, set a new token after the

required period of time. See Managing Token Authentication for SCIM Sync.

Use the command below in the Alation Django shell to set the SCIM bearer token:

from rosemeta.utils.users_and_groups.configuration_utils import set_scim_bearer_token

set_scim_bearer_token()

After setting the token, retrieve its value with the following command:

from rosemeta.utils.users_and_groups.configuration_utils import get_scim_bearer_token

get_scim_bearer_token()

Note down the token and store it safely. It will be required later when you configure SCIM integration on the IdP side.

Basic Authentication

Run the commands given below from the Alation Django shell to set basic authentication credentials for the SCIM

service account to be used by the IdP to authenticate with Alation. Values should be provided in single quotes.

Important: The password must be longer than 16 characters. It must contain alphanumeric characters and at least one

special character. Setting up this service account does not create a user in Alation. These credentials cannot access

Alation and will only be used for authentication by the SCIM client. They do not have to map to an existing Alation user.

from rosemeta.utils.users_and_groups.configuration_utils import set_scim_basic_auth_

username

from rosemeta.utils.users_and_groups.configuration_utils import set_scim_basic_auth_

password

set_scim_basic_auth_username('your_username')

set_scim_basic_auth_password('your_password')

Example:

set_scim_basic_auth_username('scim_account_username@alation.com')

set_scim_basic_auth_password('scim_account_password_12345&&')

Note down the username and password and store them safely. They will be required later when you configure SCIM

integration on the IdP side.
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Note: Alation does not enforce changing the password of the SCIM service account. If necessary, change the password

at regular intervals according to the security policy at your company.

Step 3: Enable SCIM Sync

SCIM sync is an automatic process that keeps groups and users in the IdP and Alation synchronized. Enabling it

means that user and group management in Alation will be controlled by this automatic process. It will turn off sign-up

moderation and some other admin features: see How Does Group Sync Over SCIM Work?

from rosemeta.utils.users_and_groups.configuration_utils import enable_scim_user_and_

group_sync

enable_scim_user_and_group_sync()

Step 4: Review the Configuration

Review your configuration settings and verify that they’re correct.

1. Review the configurations:

from rosemeta.utils.users_and_groups.configuration_utils import check_if_scim_sync_

is_enabled

check_if_scim_sync_is_enabled()

from rosemeta.utils.users_and_groups.configuration_utils import get_scim_client

get_scim_client()

2. To review the basic authentication credentials:

from rosemeta.utils.users_and_groups.configuration_utils import get_scim_basic_auth_

info

get_scim_basic_auth_info()

3. To review the token:

from rosemeta.utils.users_and_groups.configuration_utils import get_scim_bearer_

token

get_scim_bearer_token()

4. Exit the Django shell: exit

5. Exit the Alation shell: exit
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Step 5: Set Up the IdP and Test

Complete the setup on the IdP side:

• Set Up SCIM Integration in Okta

• Set Up SAML and SCIM Integration in PingFederate

• Set Up SAML and SCIM Integration in Azure AD

Once the IdP is set up, test the configuration: Testing SCIM Configuration.

Disable SCIM Sync

You can stop syncing users and groups over SCIM at any time.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

For customer-managed instances of Alation, you can stop syncing users and groups over SCIM by following these steps:

1. On the Alation host, enter the Alation shell and enter the Django shell:

sudo /etc/init.d/alation shell

alation_django_shell

2. In the Django shell, run the code given below to disable SCIM sync on the Alation instance:

from rosemeta.utils.users_and_groups.configuration_utils import disable_

sync_from_directory_provider

disable_sync_from_directory_provider()

Disabling SCIM sync does not revert any synced user and Group data. It only stops the automatic synchronization

between Alation and the IdP.

Troubleshooting

For error messages and troubleshooting tips, see Troubleshooting SCIM Configuration.

Changing SCIM Provider

An Admin may need to switch to a different IdP. The user and group records synced from the previous IdP will have to

be cleaned up before changing the SCIM client configuration on the Alation server. User and group records will not be

cleaned-up automatically. Alation can provide a script to clean the old records. Contact Alation Support for assistance.
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1.6.6 Manage Token Authentication for SCIM Sync

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Alation supports token authentication when syncing user and group information over SCIM. Token authentication

can be configured during SCIM setup for an Alation instance. See Configure SCIM Integration about the end-to-end

configuration of SCIM sync.

Token Lifespan

In 2023.3.2 and later, SCIM the token’s expiration can be anywhere from one to six months. You can create a new token

at any time, which will immediately revoke the old token.

In 2023.3.1 and earlier, SCIM authentication tokens have a lifespan of 6 months. The expiration period cannot be

customized: a token lasts for 6 months and expires. After 6 months, a new token needs to be created.

You do not have to wait for the token to expire to renew it. If you require a shorter expiration period for authentication

tokens, you can create a new token after the desired period of time.

Important: After renewing the token on the Alation server, update the token value in the properties of the

SCIM application in your IdP.

Token Expiration Notifications

In 2023.3.2 and later, all Server Admins will be notified when the SCIM token has expired or is about to expire.

Email Notifications

Server Admins will get an email at the following times:

• 15 days before the token expires

• 1 day before the token expires

• The day the token expires

• The day after the token expires

Banner Notification

Fifteen days before the token expires, a banner notification will appear at the top of the Alation catalog. The banner will

keep appearing until the token is regenerated or the SCIM feature is disabled. Only Server Admins will see the banner.
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Retrieve the Expiration Date of the Current Token

2023.3.2 and Later

Starting in 2023.3.2, the expiration date of the current token can be viewed in the Alation UI.

1. In Alation, go to Admin Settings, then Authentication.

2. Find the SCIM Token section. If there’s already a token, you’ll see its expiration date.

2023.3.1 and Earlier

In 2023.3.1 and earlier, you must have access to the Alation server to get the token’s expiration date.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To get the expiration date for the current token:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Enter the Django shell:

alation_django_shell

4. In the Django shell, run:

from rosemeta.utils.users_and_groups.configuration_utils import get_scim_

bearer_token_expiry_date

get_scim_bearer_token_expiry_date()

This will output the expiration date of the current token in UTC.
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Replace an Existing Token

You can create a new token at any time, which will immediately revoke the old token.

2023.3.2 and Later

Starting in 2023.3.2, you can create a SCIM token using the Alation UI.

1. In Alation, go to Admin Settings, then Authentication.

2. Find the SCIM Token section. If there’s already a token, you’ll see its expiration date.

3. To create a new token, click the dropdown to select how long the token will be valid.

4. Click Generate Token. A popup window appears with the new token.

5. Click Copy and save the token in a secure location. It will be required later when you configure SCIM integration

on the IdP side.

Important: The token will never be displayed again. It is not stored in Alation. Once you close the dialog, you

will not be able to access it again in Alation. If needed, you can generate a new token.

6. Once you’ve saved the token, click Close.

2023.3.1 and Earlier

In 2023.3.1 and earlier, you must have access to the Alation server to create a new token.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To create a new token:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Enter the Django shell:

alation_django_shell

4. Run the following code from the Django shell:

from rosemeta.utils.users_and_groups.configuration_utils import set_scim_bearer_

token

set_scim_bearer_token()

This sets a new SCIM authentication token on the Alation server.
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Retrieve the Current Token Value

To retrieve the current token value, you must have access to the Alation server.

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Enter the Django shell:

alation_django_shell

4. Run the following code from the Django shell:

from rosemeta.utils.users_and_groups.configuration_utils import get_scim_bearer_

token

get_scim_bearer_token()

1.6.7 Test SCIM Configuration

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After pushing groups to Alation from an IdP over SCIM, you can check the following:

1. Admin Settings > Catalog Admin > Groups: Alation should create the Groups pushed over SCIM as Custom

Groups of the Defined in SCIM type. The name, type, and Group DN of such groups cannot be changed in

Alation and will appear as read-only. The names of groups pushed from an IdP will include the name of the SCIM

client and the timestamp of the push, for example: Analysts (scim-okta-2021-08-04 17:52:38.781738).

2. Users present in the IdP group will be listed under the SCIM Group name as group members.

3. Alation should create accounts for users who are members of the pushed groups and who did not exist in Alation

before the push. Initially, users are created with the default role.

4. Users who already existed in Alation before SCIM was enabled, should be recognized and appear under the

correct SCIM groups that corresponds to their group membership in the IdP.

1.6.8 View SCIM Configuration in alation_conf

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.3

For customer-managed instances of Alation, it is possible to view the current SCIM configuration using alation_conf.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

Important: Do not manually change the values of the parameters described below using alation_conf. This will create

an incomplete configuration. Use alation_conf for viewing only.
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To view the configuration values:

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. To view the current SCIM configuration, retrieve the values of the relevant group of parameters with the following

command:

alation_conf user_group_management.sync_from_directory_provider

This will print the following parameters and their current values:

Parameter Description

user_group_management.sync_from_-

directory_provider.enabled

True or False

Shows if syncing of users and groups from the directory provider is

enabled

user_group_management.sync_from_-

directory_provider.protocol

ldap or scim

Shows protocol to sync users and groups from the directory provider

user_group_management.sync_from_-

directory_provider.scim.scim_-

client

Shows the current SCIM client value

Valid options are okta, pingfederate, one_identity, azure_-

active_directory

user_group_management.sync_from_-

directory_provider.scim.basic_-

auth_username

Account username to be used by the IdP for authenticating with

Alation (Basic Auth). This value will be encrypted when accessed

using alation_conf

user_group_management.sync_from_-

directory_provider.scim.basic_-

auth_password

Account password to be used by the IdP for authenticating with

Alation. This value will be encrypted when directly accessed using

alation_conf

1.6.9 Troubleshoot SCIM Configuration

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.3

Logs

On customer-managed instances of Alation, you can check the logs for SCIM-related API calls. Logs are recorded at

different logger levels (debug, info, and error) in different files in site/logs/ (path inside the Alation chroot):

• scim-error.log: Logs the unexpected exceptions

• scim-info.log: SCIM configuration errors and exceptions, authentication errors, and received API requests.

• scim-debug.log: application behaviors pertaining to user lifecycle and group lifecycle.
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Checking the Configuration

View SCIM Credentials

On customer-managed instances of Alation, you can view the currently set SCIM service account credentials from the

Alation Django shell. To view the service account credentials for SCIM:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Enter the Django shell:

alation_django_shell

2. From the Django shell, run the following code:

from rosemeta.utils.users_and_groups.configuration_utils import get_scim_basic_auth_

info

get_scim_basic_auth_info()

This will print the credentials to the console.

View SCIM Configuration

On customer-managed instances of Alation, you can view the SCIM configuration values in alation_conf. See: Viewing

SCIM Configuration in alation_conf .

Allowing Okta IP Addresses

Issue in Okta

In the Okta user interface, when testing the connection between Alation and Okta during SCIM configuration, the

following error occurs:

Error Authenticating: Null

Solution

On customer-managed instances of Alation:

1. Check the basic authentication username and password saved within Django.

2. Check the SCIM-related information in the SCIM application.

3. Check alation-debug.log for any authentication-specific errors.

On both Alation Cloud Service and customer-managed instances of Alation, there may be a network issue. The SCIM

protocol requires network access to the Alation instance in order to send user and group packages to the corresponding

REST API endpoint. To allow Okta to reach Alation, you need to allow access from the Okta IP address range relevant

to your region to the network hosting the Alation server. Refer to the following Okta documentation for more details:
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• Okta IP address allow list

Test the connection again after you have enabled network access from the Okta IP addresses.

Allowing Azure AD IP Addresses

Issue in Azure AD

In the Azure portal interface, when testing the connection between Alation and the Azure application during SCIM

configuration, the following error occurs:

Error code: systemForCrossDomainIdentitiyManagementCredentialValidationUnavilable

Details: We received this unexpected response from your application:

Message: An error occurred while sending the request

Solution

On customer-managed instances of Alation:

1. Check the basic authentication username and password saved within Django.

2. Check the SCIM-related information.

3. Check alation-debug.log for any authentication-specific errors.

On both Alation Cloud Service and customer-managed instances of Alation, there may be a network issue.

• The Alation server in your network does not allow traffic from Azure AD.

• Azure AD cannot resolve the DNS of the SCIM endpoint of the Alation server.

You need to ensure that the network policy in your network allows access from the Azure AD IP addresses for the Azure

public cloud.

Find the Azure AD IP Range

The Azure AD provisioning service currently operates using the IP ranges for Azure Active Directory as listed in Azure

IP Ranges and Service Tags – Public Cloud.

Important: The IPs in this list change every week. Alation strongly recommends adding an automation to

regularly refresh the IPs in the load balancer security group.

In the file you download from Azure, find the AzureActiveDirectory tag and the IPs listed under this tag. The

screenshot below shows an example of the IP address range as can be seen in the file.

394 Chapter 1. Install Alation

https://help.okta.com/en/prod/Content/Topics/Security/ip-address-allow-listing.htm
https://www.microsoft.com/en-us/download/details.aspx?id=56519&WT.mc_id=rss_alldownloads_all
https://www.microsoft.com/en-us/download/details.aspx?id=56519&WT.mc_id=rss_alldownloads_all


Alation User Guide

Add Azure IPs to the Security Group of the Load Balancer

To allow traffic from the Azure AD provisioning service to the Alation server on your network, add the Azure IP range

for AzureActiveDirectory to the security group of the load balancer of the network that hosts the Alation server.

After the IPs are added the connection test should be successful.

If not, this could be a DNS issue. Azure should be able to resolve the REST API endpoint of the Alation instance

used by SCIM. This endpoint follows this format: https://mycatalog.alationdata.com/scim/v2/. Use the tips

below to check if Azure AD can reach Alation.

Check if Azure AD Can Access Alation

Run dig <alation server name> from the Azure AD network to check if it can access the Alation server.

The screenshot below shows the output when we are not able to get an IP for the DNS name.

If you get a similar output, this may be due to the fact that the server can only be accessed through the internal VPN.

Compare the output that shows that the DNS is successfully resolved and that returns IP addresses:

1.6. User Authentication Setup 395



Alation User Guide

The solution will be specific to your network configuration. You can also contact Alation Support to help find a solution.

Error Messages

Alation follows exception handling as prescribed in the SCIM specification that defines exception types. Use the table

below to interpret exceptions found in the logs.

Error Messages Table

Symptoms Example of Error Mes-
sage

Cause Resolution

Admin changes a user-

name in the IdP but the

change is not reflected in

Alation after the SCIM

push

Exception - Integrity:

Can’t update username

to <username>, user with

that name already exists

The username was updated

to a username that already

exists in Alation

Change the username to a

username value that does

not exist in Alation

Admin does not see a user

in the SCIM group in Ala-

tion

An update to a user profile

is not reflected in Alation

Un-assigning a user from

the SCIM app did not de-

activate this user in Alation

Exception - NotFound:

Not found user by identi-

fier <uid>

The user with UUID <uid>

is not found in Alation.

Re-assign the user to the

SCIM app in the IdP

Users are not synced to

Alation

Exception - InvalidValue:

Required userName field is

missing

The userName field is

missing

Set userName as user re-

source identifier in the IdP

Admin changes a Group

name in the IdP but this

change is not reflected in

Alation after the SCIM

push

Exception - Integrity:

Can’t update displayName

to <name>, group with

that name already exists

The displayName of a

Group is updated to a name

which already exists in Ala-

tion

Change the group display-

Name to a value that does

not exist in Alation

continues on next page
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Table 2 – continued from previous page

Symptoms Example of Error Mes-
sage

Cause Resolution

Admin does not see a

SCIM group in Alation

DisplayName updated in

the IdP for a group is not

updated in Alation

Updated group members

are not updated in Alation

Exception - NotFound:

Not found group by

identifier <uid>

The group with UUID

<uid> is not not found in

Alation

Re-push the group in the

IdP

Authentication errors Exception - UnAuthorized:

Authentication credentials

were not provided

Exception - UnAuthorized:

Authentication Failed for

user <user> Incorrect user-

name or password

Username and password

set up in Alation for

the SCIM client and the

credentials provided for

SCIM Basic Auth in the

IdP do not match

Check the SCIM client cre-

dentials in both Alation

and the IdP. Make sure they

match

Bad API request errors Sync from directory

provider flag is off or pro-

tocol flag is not SCIM on

the Alation server. Please

make sure enable sync

from directory provider

flag and choose SCIM as

protocol

SAML authentication

mode is disabled at Ser-

vice Provider (Alation).

Please use SAML au-

thentication method in

Alation

SCIM sync is not enabled Enable SCIM sync in the

Alation Django shell

Filter query errors Exception - InvalidFilter:

Incorrect filtering format.

More info <. . .>

Exception - InvalidFilter:

Invalid filter operation or

unsupported operator. Sup-

ported operation: [‘eq’]

Exception - InvalidFilter:

Invalid filter attribute.

Only support userName

for users and displayName

for groups.

Filtering users or groups re-

source format is incorrect

Verify the resource format

set in the IdP or raise a Sup-

port ticket for Alation to

review the errors and pro-

pose a solution

continues on next page
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Table 2 – continued from previous page

Symptoms Example of Error Mes-
sage

Cause Resolution

PATCH method Bad re-

quest

Exception - BadRequest:

PATCH call made without

operations array

Exception - InvalidFilter:

Unknown PATCH op

Exception - InvalidFilter:

“value” must be specified

during “add” PATCH calls

Exception - NoTarget:

“path” must be specified

during “remove” PATCH

calls

The patch request does not

follow the SCIM specifica-

tion or is not supported by

Alation

Verify the IdP settings or

raise a Support ticket for

Alation to review the errors

and propose a solution

1.6.10 Set Up SCIM Integration in Okta

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.3

Okta offers 2 configuration options to enable SCIM for an application integration. You can either enable SCIM

Provisioning on an existing SAML application integration or create an additional OIN-type application integration.

Perform the configuration in Okta after enabling SCIM on the Alation server. This will give you the ability to test

connection between the Alation server and Okta using the service account credentials you set up on the Alation side.

Set Up SCIM Integration Using an AIW Application Integration

Note: The configuration described below is based on Add SCIM provisioning to app integrations in Okta

documentation.

Prerequisite

You have a fully-configured SAML application integration in Okta that is used for user authentication with SAML on

the Alation server.

Configuration Steps

1. In Okta admin console > Applications, open the page of your SAML application integration. App Settings should

be available on the General tab.

2. Click Edit for General > App Settings. This will enable editing of the application configuration.

3. Under Provisioning, select SCIM.

4. Click Save for this block of settings. After you save, the tab Provisioning will appear in the application

configuration.

398 Chapter 1. Install Alation

https://help.okta.com/en/prod/Content/Topics/Apps/Apps_App_Integration_Wizard_SCIM.htm?cshid=ext_Apps_App_Integration_Wizard-scim


Alation User Guide

5. Click the Provisioning tab. Under the Settings menu on the left, select Integration.

6. Click Edit and under SCIM Connection, fill in the following information:
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Settings Values Recommendations

SCIM connector base URL https://<base_Alation_-

URL>/scim/v2/

The value for the SCIM end-

point on the Alation server

Unique identifier field for users userName Alation expects the value

userName

Supported provisioning actions Select checkboxes for:

• Push New Users

• Push Profile Updates

• Push Groups

Do not select the option Im-

port New Users and Profile

Updates. Alation does not sup-

port import to the IdP

Authentication Mode
• Basic Auth

• HTTP Header (from ver-

sion 2021.4)

• Select Basic Auth to use

basic authentication with

username and password

• Select HTTP Header to

use token authentication.

See Authentication Mode

7. Click Test Connector Configuration to test if SCIM connection is successful.

8. Save.

9. Back on the settings > Provisioning tab, two new options should become available in the Settings menu on the

left: To App and To Okta. Select To App and click Edit.

10. Enable the following options under To App:

• Create Users

• Update User Attributes

• Deactivate Users Provisioning

Do not select Sync Password as it is not supported by Alation.

11. Save.
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12. Click the Push Groups tab in the upper row of tabs. Create or link groups that you wish to be pushed to Alation.

Groups should be consistent with assignments in the SAML settings.

13. Push the Groups.

14. Log in to Alation and make sure the Groups and their members are now in Alation. See Testing SCIM Configuration.

Authentication Mode

If you have selected Basic Auth, provide the username and password:

• Username: Specify the username of the SCIM service account you created when configuring SCIM

integration on the Alation server

• Password: Specify the password of the SCIM service account you created when configuring SCIM

integration on the Alation server

If you have selected HTTP Header, provide the access token you created on the Alation server:

• Bearer: Provide the authorization token value

Set Up SCIM Integration Using an OIN Application Integration

This setup uses 2 separate Okta applications: a SAML application integration for authentication and a SCIM integration

application for automated user and groups management.
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Prerequisite

You have configured and enabled SAML authentication and SCIM integration on the Alation side.

Important: It is important to keep user and group assignments in the SAML app (authentication) and the

SCIM app (users & groups management) consistent.

If a user is assigned to the SAML app but not to the SCIM app, this user will be able to log in to Alation, but

the lifecycle of this user account will not be manageable by the automatic SCIM sync. If a user is assigned

to the SCIM app but not to the SAML app, this user will be pushed to Alation by the SCIM sync process

but will not be able to log in. You will need to make sure that users who are assigned to the SAML app are

the same users assigned to the SCIM app.

Configuration Steps

1. In Okta admin console, go to Applications and click Browse App Catalog:

2. Search for SCIM 2.0 Test App (Basic Auth) and click the app name:
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3. On the page of the SCIM 2.0 Test App (Basic Auth) application, click Add to add it to your applications:

4. On the Sign on tab, make sure the following information is specified:

• In the Sign on methods section:

– SAML 2.0 radio button is selected

– checkbox Disable Force Authentication is selected;

• In the Credentials Details section:

– Application username format: Okta username

– Update application username on: Create and update
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5. Click Done.

6. On the Provisioning tab, click Integration on the left-hand sidebar and click the Configure API Integration

button:

7. Select the Enable API integration checkbox and enter the required information:

• SCIM 2.0 Base Url: https://<BASE_URL>/scim/v2/
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• Username: service account username created in Alation during SCIM configuration

• Password: service account password created in Alation during SCIM configuration

8. Click Test API Credentials to test connectivity.

9. Click Save.

10. Select the To App option in the left sidebar, then click Edit and enable the following options:

• Create Users

• Update User Attributes

• Deactivate Users Provisioning

• Do not select Sync Password (not supported by Alation).

13. Assign users and groups, then push groups to Alation.

14. Test the configuration.

1.6.11 Set Up SAML and SCIM Integration in PingFederate

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 2021.3

Create a SAML Application Integration

Use this section to create and configure a SAML application integration in PingFederate for user authentication with

SAML on the Alation server.

To perform this configuration, you may need the assistance of your PingFederate admin.

1. Log in to PingFederate as an admin and in the administrative console, go to Applications > Integration > SP

Connections.

2. Click Create Connection:

3. On the Connection Template tab, click Do not use a template for this connection. Click on Next.

4. On the Connection Type tab, select the Browser SSO Profiles check box.

5. From the Protocol list, select SAML 2.0. Click on Next.
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6. On the Connection Options tab, leave the Browser SSO checkbox selected, and then click Next.

7. On the Import Metadata tab, select None. Click Next.

8. On the General Info tab, provide the information below and click Next:

• PARTNER’S ENTITY ID = http://alation.com/

• CONNECTION NAME = name_of_the_sp_connection_app

9. On the Browser SSO tab, click Configure Browser SSO.

10. On the SAML Profiles tab, select the IdP-Initiated SSO and SP-Initiated SSO checkboxes. Click Next.

11. On the Assertion Lifetime tab, leave the default entries, and then click Next.

12. On the Assertion Creation tab, click Configure Assertion Creation.

13. On the Identity Mapping tab, click Standard. Click Next.

14. On the Attribute Contract tab, add the following attributes in the following format:

15. Click Next.

16. On the Authentication Source Mapping tab, click Map New Adapter Instance.

17. On the Adapter Instance tab, from the Adapter Instance list, select your previously configured HTML form

adapter. Click Next.

18. On the Mapping Method tab, leave the default selection and then click Next.

19. On the Attribute Contract Fulfillment tab, configure the required SAML attributes. Use the table below as an

example. Your configuration may be different depending on the Source.

Attribute Contract Source Value

SAML_Subject Adapter uid

urn:oid:0.9.2342.19200300.100.1.1 Adapter uid

urn:oid:0.9.2342.19200300.100.1.3 Adapter mail

urn:oid:2.5.4.4 Adapter sn

urn:oid:2.5.4.42 Adapter cn
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20. On the Issuance Criteria tab, click Next.

21. On the Summary tab, review your information, and then click Done.

22. On the Authentication Source Mapping tab, click Next.

23. On the Summary tab, review your information, and then click Done.

24. On the Assertion Creation tab, click Next.

25. On the Protocol Settings tab, click Configure Protocol Settings.

26. On the Assertion Consumer Service URL tab, add the ACS URL: https://<BASE_URL>/saml2/acs/:

27. On the Allowable SAML Bindings tab, make sure that POST is selected. Click Next.

28. On the Signature Policy tab, leave the defaults. Click Next.

29. On the Encryption Policy tab, click None. Click Next.

30. On the Summary tab, review your entries, and then click Done.
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31. On the Protocol Settings tab, click Next.

32. On the Summary tab, review your information, and then click Done.

33. On the Browser SSO tab, click Next.

34. On the Credentials tab, click Configure Credentials.

35. On the Digital Signature Settings tab, from the Signing Certificate list, select 20:AD:3C:43 (C=AU, O=My

Company Name LTD., CN=sa...)

36. On the Summary tab, review your entries, and then click Done.

37. On the Credentials tab, click Next.

38. On the Activation & Summary tab, click the toggle to enable the connection, and then scroll to the bottom and

click Save.

39. You will be redirected to the Applications home page with the newly created SP connection.

40. For the SP connection created, click on the Action tab, select Export Metadata.

41. On the Metadata Signing tab, select the signing certificate same as above and click Next.

42. On the Export and Summary tab, click on the Export button on the bottom left side. You will get an XML file

which is the required idp_metadata file for the Alation instance.
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Create a SCIM Integration

Deploy SCIM Connector

Before creating a SCIM Integration in PingFederate, add the SCIM connector to the server using the information in

Deploying the integration files.

Create a SCIM application

Prerequisites

• An AD server with groups and users

• A data store has been set up in PingFederate

– Data stores

Creating the App

1. In the PingFederate administrative console, go to Applications > Integration > SP Connections.

2. Click Create Connection.

3. On the Connection Template tab, select USE A TEMPLATE FOR THIS CONNECTION and select SCIM

from the dropdown. Click Next.

4. On the Connection Type tab, do not change the default selection of OUTBOUND PROVISIONING. Click

Next.

5. On the General Info tab, enter the values for:

• PARTNER’S ENTITY ID (a text value)

• CONNECTION NAME (a text value)

6. Click Next.

7. On the Outbound Provisioning tab, click on Configure Provisioning.
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8. On the Target tab, enter the following details:

• SCIM URL = http://hostname/scim/v2

• AUTHENTICATION METHOD = Basic Authentication

• USERNAME = alation username

• PASSWORD = alation password

• UNIQUE USER IDENTIFIER = userName

9. Click Next.

10. On the Manage Channels tab, click on Create Channel.

11. On the Channel Info tab, provide the channel name. Click Next.

12. On the Source tab, select the Active Data Store as per your data source configuration.

13. On the Source Settings tab, leave the default values. Refer to the screenshot below.
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14. On the Source Location tab, enter the value for:

• BASE DN

• GROUP DN

15. On the Attribute Mapping tab, map the necessary AD attributes to field names.
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16. On the Activation & Summary tab, select Channel Status to be ACTIVE.

17. Click on Done and Next.

18. On the Activation & Summary tab, click on Save.

19. Go to the directory server and create a user inside the group the DN of which is specified on the SCIM application.

20. The added user should be created in Alation and visible in the Licensed Users list in Admin Settings > Users.

1.6.12 Set Up SAML and SCIM Integration in Azure AD

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Creating a SAML Application and Configuring Single Sign-On

Create an Application for SAML Authentication

Use the steps in this section to create an enterprise application in Azure Active Directory (AD) that can be used for

SAML authentication and SCIM provisioning with Alation.

Note: If you are already using SAML SSO with Azure AD and wish to add user and group provisioning

over SCIM, you can edit your existing SAML application and add Provisioning.

Your existing application must allow Provisioning. Some types of Azure AD applications may not support

editing the Provisioning settings. If that is the case, you can create a new Azure AD application to use for

SCIM sync with Alation and configure Provisioning only. Your existing SAML application will be used
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for SAML authentication, while the second application will be used for user and group management with

SCIM. On how to configure Provisioning, see Configuring SCIM Provisioning below.

To create an application for SAML SSO:

1. Log in to the Azure portal.

2. Navigate to Azure Active Directory > Enterprise applications.

3. Click New application:

4. This takes you to the Browse AD Gallery screen. Click Create your own application to create a non-gallery

application:

5. Provide a name for the application, leave selected Integrate any other application you don’t find in the gallery,

and click Create.

6. This action should take you to the properties page of your new application. Click on the Get started link in the

Set up single sign on block:
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7. On the Single sign-on page that opens, select SAML:

8. On the next screen, click Edit in the Basic SAML Configuration block:

9. For Basic SAML Configuration, provide the values given below, substituting <base_URL> with your Alation

URL (for example: mycatalog.alation-test.com):
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• Identifier (Entity ID) = https://alation.com/

• Reply URL (Assertion Consumer Service URL) = https://<base_URL>/saml2/acs/

• Sign on URL = https://<base_URL>/

9. Save.

10. Click Edit in the User Attributes & Claims block. Configure attribute mappings based on the SAML attributes

available in the user profile. For information about SAML attributes required by Alation, see Configure SAML

Attributes.

Use the following recommendations:

• In the Name field for an attribute claim, specify the urn:oid of the attribute.

• Clear the Namespace field: it must be empty

After editing Basic SAML Configuration and User Attributes & Claims, the properties page of your

application will look similar to the following:

11. Alation does not require a SAML Signing Certificate. However, if your environment requires the use of such a

certificate, you can set it up.

12. Download the Federation Metadata XML from under the option SAML Signing Certificate. This is the

idp_metadata.xml file that needs to be uploaded to Alation.
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13. To test the setup, click Test in the Test single sign-on with <your_app_name> block.

Next, assign users and groups to your app.

Assign Users and Groups to the App

1. On the properties page of the application, click on the Users and groups option in the left sidebar.

2. Click Add user/group. Search and select the users and groups and assign them to the app.

Complete the Configuration in Alation

1. Log in to Alation and go to Admin Settings > Authentication.

2. In the Account Authentication Method table, click Edit for SAML. The SAML properties page will open in a

new browser tab.

3. Complete the SAML configuration following the instructions on this page and upload the idp_metadata.xml file.

4. Click Save. Note that saving the properties does not activate SAML yet.

Warning: Before activating SAML in Alation, make sure that the SAML SSO application in your

IdP has all the required user assignments. Make sure that users with the Server Admin roles have

been assigned to the application so that they can log in and manage the application after SAML is

activated.

5. Go back to the browser tab with the Authentication page.

6. You can activate SAML authentication by clicking Activate for SAML in the Account Authentication Method

table.

Next, you can configure SCIM Provisioning if you wish to manage users and groups from the Active Directory.
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Configuring SCIM Provisioning

STEP 1: Configure SCIM Sync on the Alation Server

Perform the configuration for SCIM on the Alation server using the steps in Configure SCIM Integration. As a result,

you will have a SCIM authentication token from Alation that should be provided in the properties of your Azure AD app.

STEP 2: Configure SCIM Provisioning in Azure AD

1. Log in to the Azure Portal.

2. Open the properties page of your SAML SSO application in Azure AD.

3. Click on the Provisioning tab on the left and click Get Started on the Provisioning page:

4. For Provisioning Mode, select Automatic.

5. Provide Admin Credentials:

• Tenant URL: https://<base_URL>/scim/v2/

• Secret Token: provide the token value from Alation

6. Click the Test Connection button to verify the connection. If the connection can be established successfully, you

will be able to configure Group and User attribute mappings.
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7. Under Mappings, click Provision Azure Active Directory Groups.

8. Under Target Object Actions, make sure that all actions are selected:

• Create

• Update

• Delete

9. Remove the attribute mapping: ObjectId - ExternalId, only leaving the attributes displayName and

members. Your configuration should be similar to the following:
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10. Save.

11. Under Mappings, click Provision Azure Active Directory Users.

12. Remove most of the attributes, only leaving the following list:

• userPrincipalName

• Switch([IsSoftDeleted], , “False”, ”True”, “True”, “False”)

• displayName

• mail

• givenName

• surname

13. Save.

14. Check that the users and groups that need to be synced to Alation have been added under the Users and Groups

tab of the application.

15. Perform provisioning. See How Application Provisioning works in Azure Active Directory in Azure AD docu-

mentation for details.

Important: You can monitor the provisioning process by tailing the scim-debug.log file from the Alation shell.

See Monitoring SCIM Provisioning below.

The users and groups that are pushed from Azure AD to Alation should be created in Alation after the push. If user

or group properties change, the changes will be reflected in Alation after the automatic provisioning (40 min after the

change) or after provisioning is performed on demand. If a user or group is unassigned from the application, this user

will be suspended in Alation and the corresponding SCIM group will be deleted.
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Monitoring SCIM Provisioning

When you are performing a SCIM push from Azure AD on customer-managed instances of Alation, you can monitor

the process by tailing the scim-debug.log file from the Alation shell. To tail the log file:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Navigate to the directory /opt/alation/site/logs.

4. To tail the scim-debug.log file:

tail -f scim-debug.log

5. To exit the tail mode, press Ctrl+C

Limitations

Nested Groups Are Not Supported

Currently, Microsoft Azure AD does not support reading or provisioning nested groups.

SCIM API Request Throttling

Alation supports a maximum of 20/sec read and write throttle for its SCIM endpoints. If your account exceeds this

threshold, Alation returns a 400 HTTP status code (“Bad Request”). Note that this request limit may occur during the

initial provisioning when a relatively large number of requests are made to initially provision all users and groups.

1.7 Email Server Configuration

1.7.1 Overview

Alation uses the email server to send notifications to users and to update conversations from responses in the email.

Examples of email notifications that Alation sends out include:

• notifications about the events users subscribe to on their User Profile page

• notifications about the completion of a data export sent to users performing exports

• notifications about the success or failure of scheduled queries sent to query owners

• notifications about the system health and the status of scheduled jobs sent to all Server Admins.

The email server settings are available on the Email Server tab of the Admin Settings page. The email server

configuration requires the Server Admin role.

Alation recommends setting up the email server during the initial configuration of the Alation Catalog. However,

changes to the email server configuration are allowed and can be applied when needed.

The email server can be configured in a number of ways:

• Setting Up Built-in SMTP Server (basic authentication with username and password)
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• Setting Up Corporate SMTP Server (basic authentication with username and password)

Note: See Email Server Configuration Prerequisites for information about the network configuration

used by the email server.

• Configuring Email Notifications with MS Modern Authentication (available from release 2022.1)

Microsoft modern authentication with the email server is available for Microsoft email service accounts,

such as Exchange, Outlook online, or Office 365. Alation uses MS Graph APIs to access mailboxes

and the OAuth 2.0 client credentials flow to authenticate with Microsoft as the email service provider.

You can refer to Microsoft documentation for more details about this authentication flow, for example:

Microsoft identity platform and the OAuth 2.0 client credentials flow.

After configuring the email server, an admin can configure Email Interactions (Reply By Email) to enable users to post

to conversations directly in the email. Email interactions can be configured using:

• An IMAP server: Email Interactions With Basic Authentication

• Microsoft modern authentication: Email Interactions With MS Modern Authentication (available from release

2021.2).

1.7.2 Setting Up Built-in SMTP Server

To set up the built-in SMTP server:

1. Sign in to Alation as a Server Admin.

2. In the upper-right corner, click the Settings icon. The Admin Settings page will open.

3. Click the Email Server link to open the email server settings page.

4. Under Email Notifications > Basic Auth, select the Use Built-in Alation SMTP Server checkbox.

Note: In releases prior to 2022.1, the Basic Auth tab is not present. The Use Built-in Alation SMTP

Server checkbox is under the Email Notifications section.

5. Click Test and Save to send a test email and save the input information. A successful test means the built-in

email server is set up. If it fails, troubleshoot the configuration.

Troubleshooting Built-in Email Server Configuration

The actions described in this section require SSH access to the Alation server.

• After pressing Test and Save in Admin Settings > Email you may receive a connection or a timeout error. If that

is the case, check if Postfix is up and running inside the Alation shell:

sudo /etc/init.d/alation shell

sudo service postfix start

• If the connection test is successful but there is no test email in your inbox, review the logs in the /var/log/maillog

directory on the Alation server (outside of the Alation shell) to identify the problem.

• Run the following command from the Alation shell to debug email delivery, replacing the placeholder email

address <replace_email@company.com> with a working email address:
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sudo /etc/init.d/alation shell

echo 'Test e-mail' | sendmail -f noreply@alation.com <replace_email@company.

com>

If this action succeeds, on the Email tab, specify a real working email address as the Sender address instead of

the default one and test again.

Setting up Connection to a Relay Server

It is possible to use the built-in SMTP Server in combination with a relay server running outside of the Alation chroot.

This option may help avoid potential email blocking by the company’s receiving server when the built-in SMTP server

is used.

To connect the built-in SMTP server to a relay server outside of the Alation chroot:

1. Edit the main configuration file of your SMTP service (for example, Sendmail or Postfix) on the host server to

have the relayhost variable point to the hostname or IP address of your new relay server.

Note: If the SMTP server is Postfix, edit the Postfix configuration file on the OS of the Alation host

server: /etc/postfix/main.cnf.

2. Restart the SMTP service.

3. After changing the configuration file, sign in to Alation and go to Admin Settings > Email Server.

4. Select the Use Built-in Alation SMTP Server checkbox.

5. Click Test and Save to send a test email and save the input information.

1.7.3 Setting Up Corporate SMTP Server

To configure the use of a corporate email server:

1. On the corporate SMTP server, create a dedicated email account for Alation with the send privileges. This account

will be used in email server configuration on the Alation side.

2. Sign in to Alation as a Server Admin.

3. Click the Settings icon on the upper right of the main toolbar. The Admin Settings page will open.

4. Click the Email Server link to go to the email server configuration settings.

5. Under Email Notifications > Basic Auth, clear the Use Built-in Alation SMTP Server checkbox.

Note: In releases prior to 2022.1, the Basic Auth tab is not present. The Use Built-in Alation SMTP

Server checkbox is under the Email Notifications section.

6. Enter your corporate SMTP server information:
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Parameter Description

SMTP Server
• SMTP Server: specify the SMTP server

hostname

• TCP port field: specify the TCP port

• Use TLS: enable this setting if TLS is used

by the server

SMTP Email Account
Alation should have a dedicated email

account with send privileges on this

SMTP server. Provide the following

account information:

• User ID: specify the login of the SMTP email

account

• Password: provide the password for this ac-

count.

SMTP Timeout Specify time in seconds that the system should

wait before it stops trying to connect to the SMTP

server.

From Email Specify the email address to be used to fill the

From field in email notifications, for example,

noreply@alation.com. Alation recommends us-

ing a real email address.

From Email Display Name Provide a name for the From email address.

This name will be displayed as the name of

the sender, for example: DataWizard <nore-

ply@alation.com>

5. Click Test and Save to send a test email to your email address and save the new SMTP information. If you get

the success message but do not receive the test email, see the next section. If there is an error sending the test

email, follow the instructions in the error message to troubleshoot.

Troubleshooting Email Server Configuration

Some of the actions described in this section require SSH access to the Alation server.

If you do not receive the test email, try the following steps:

1. Check your spam folder. The email may have been sorted as spam.

2. Review the file alation-debug.log for email server-specific errors. The file is located in the /opt/alation/site/logs

directory (inside the Alation shell):

sudo /etc/init.d/alation shell

cd /opt/alation/site/logs

3. Check your corporate email server logs to identify the problem. You may need to whitelist the Alation server IP.

4. Run the following command on the Alation server to debug email delivery issues. Replace <replace_-

email@company.com> with your email address:

echo 'Test e-mail' | sendmail -f noreply@alation.com <replace_email@company.

com>
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1.7.4 Configuring Email Notifications with MS Modern Authentication

Available from version 2022.1

Prerequisites

Main email account

To configure email notifications with Microsoft (MS) modern authentication, set up an MS email account for Alation to

authenticate with and use as a mailbox to send emails.

From address

You can optionally use a sender’s address (the From address) that is different from the main email account. If you opt

for this setup, create or identify an additional email account that Alation can use as the sender’s address and grant this

email account the permission to send email on behalf of another user. Use the steps in Send email from another user’s

mailbox in Microsoft’s documentation to grant the permissions.

When the From email account is different from the main email account, Alation will use the main email account for

authentication and the From email account for sending emails. Use the From address if your configuration preference is

to send emails from an address different from the address you use for authentication.

Azure app registration

Before performing the configuration on the Alation side, register an application for Alation in your MS Azure portal

(see below). This app registration will be authorized to invoke the MS Graph APIs on behalf of Alation. You may need

assistance from your Azure portal admin to approve the required API permissions for this application.

Note: If you are planning to use Alation’s Email Interactions (Reply By Email) feature with MS modern authentication,

you can use the same app registration for configuring both email notifications and Reply By Email.

Register an App in Azure Portal

1. In Azure portal, create an app registration for Alation. When creating the registration, provide the following

values:

• Name: specify a meaningful name for your app registration

• Supported account types: select a value that is appropriate for your environment

• Redirect URL: do not specify.
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2. After registering the app, locate the Application (client) ID and the Directory (tenant) ID values on the Overview

tab of the app properties. Store them safely. You’ll need these values for configuration in Alation:

3. In the left-hand menu under Manage, go to Certificates & secrets.

4. Under Client secrets, create a new client secret, copy the secret value and store it safely. You will need this value

for the configuration in Alation.
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5. Under Manage, select API permissions.

6. Click Add a permission and select Microsoft Graph API:

7. Select the Application permissions box and search for Mail.

8. The permission required for email notifications is Mail.Send. However, if you are going to use the same app

registration for Email Interactions (Reply By Email), also add the permissions required to enable email interactions:

• Mail.Read

• Mail.ReadBasic

• Mail.ReadBasicAll

• Mail.ReadWrite

9. After selecting the permissions, click Add permissions.
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10. The permissions will be added to your application. Next, your Azure portal admin needs to grant admin consent

for those permissions. After that, you can configure email notifications on the Alation side.

Note: Refer to the Microsoft documentation for more details on how an application calls the Graph API, for example:

Get access without a user.

Configure Email Notifications With MS Modern Authentication in Alation

To set up email notifications using MS modern authentication:

1. Prepare the following information about your Azure app registration:

• Application (client) ID - the client ID of the app registration

• Directory (tenant) ID - the Active Directory tenant ID for the registered application. You can find the

tenant ID on your app registration properties page in Azure portal.

• Client ID - the unique identifier of the Azure app registration. You can find the Client ID on your app

registration properties page in Azure portal.

• Client secret - the client secret value you have generated for your app registration.

2. Log in to Alation as a Server Admin.

3. Click the Settings icon on the top right to open the Admin Settings page.

4. In the Server Admin section of the Admin Settings, click Email Server to open the email server setup page.

5. In the Email Notifications section, click on the OAuth 2.0 tab:
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6. Specify the following information:

Parameter Description

Email Address Email address of the main email account to be used for authentication.

Service Provider Microsoft is the only supported provider.

Tenant ID Specify the Directory (tenant) ID of the Azure app registration.

Client ID Specify the Application (client) ID of the Azure app registration.

Client Secret Specify the client secret value of the Azure app registration.

From Address Fill this field if you want to send emails from a different email address.

This email address will be exposed to Alation users when they receive

emails from Alation.

Note that an additional permission is required on this email address.

Refer to From address for more information.

If no value is provided in this field, the main email address from the

Email Address field will be used for both authentication and sending

emails.

From Address Display Name This field is disabled when Microsoft is the Service Provider.

7. Click Test and Save. Alation checks authentication based on the provided email account information. If the

connection can be established successfully, Alation will display a success message and send a test email to the

email address of your user profile. If the connection cannot be established, Alation will issue an error message.

Depending on the message, troubleshoot the configuration.

Troubleshooting Email Notifications With MS Modern Authentication

Test and Save fails when the From Address field is not filled

Cause: Invalid email account credentials are passed

Resolution: check if

• The client ID and the tenant ID are valid.

• The client secret value is valid.

• The account specified in the Email Address field is a valid user that has a mailbox.

• The Mail.Send API permission has been granted to the Azure app registration used by Alation.

Test and Save fails when the From Address field is filled

Cause: Permission to send email on behalf of another user is not granted to the email account in the From Address field

Resolution: Refer to From address.
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1.7.5 Configuring Email Interactions

Note: Email interactions (Reply By Email) require that the email notifications are set up first (see above).

Users communicate in Alation using conversations. When an Alation user is @-mentioned in a conversation post, they

receive an email notification. An admin can enable the ability for users to respond to conversations directly from the

email by enabling Email Interactions.

When a user starts a conversation anywhere in Alation and @-mentions other users in the post, the @-mentioned users

will receive email notifications with the content of the post. Instead of navigating to Alation to respond, they will be

able to send their response to Alation by directly replying to the email notification.

When email interactions are enabled, the email notification about the @-mention in a conversion will include the prompt

Please type your reply above this line:

The response will be posted in the corresponding conversation in Alation.

Configuration capabilities for email interactions depend on the Alation version:

• Releases prior to 2021.2

Alation needs a dedicated working email account with IMAP-enabled inbox access that will be used to

receive emails. See Email Interactions With Basic Authentication.

• Release 2021.2 and newer

It is possible to set up email interactions with Microsoft modern authentication. See Email Interactions

With MS Modern Authentication.
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Mailbox Synchronization

Alation retrieves information from the emails sent to the receiving mailbox every 3 minutes (default). Alation parses the

incoming emails and adds the content of the response to the relevant conversations.

When basic authentication is used to configure Reply By Email, Alation archives the incoming emails every Sunday.

For archived emails, Alation cleans up emails that are older than 30 days.

When MS modern authentication is used, the incoming emails are not archived.

1.7.6 Email Interactions With Basic Authentication

Important: Do not use a personal email account for configuring email interactions. Alation recommends creating a

separate service email account for Alation.

To use basic authentication for email interactions:

1. Sign in to Alation as a Server Admin.

2. In the upper right-hand corner of the main toolbar, click the Settings icon to open the Admin Settings page.

3. In the Server Admin section, click Email Server to open the email server setup page.

4. In the Email Interactions section, select the Enable Reply via Email checkbox. This will make the fields under

Email Interactions editable.

5. Specify the information on the Basic Auth tab.

Note: In releases prior to 2021.2, the Basic Auth tab is not present.
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Parameter Description

Reply To Email Address Specify the reply-to email address in this field.

This address should belong to the dedicated

email account with an enabled IMAP inbox ac-

cess. It will be used by Alation to receive email

replies from users.

IMAP Server
• IMAP Server provide the IMAP server

hostname. Depending on your network con-

figuration, it can be your corporate SMTP

server.

• IMAP Server port provide the port for in-

box access

• Server uses SSL select this checkbox if

IMAP access should work over SSL for this

server

IMAP Email Account
• User Name provide the user name of the

reply-to email account

• Password provide the password of the

reply-to user account

Intent Tracking Mode Select the setting that will work with your IMAP

server. For details, see Intent Tracking Mode

5. Click Save. Alation will establish a test connection with the email server. If it succeeds, the settings will be saved

and the feature will be enabled. Users will be able to post to conversations by replying to emails. Alation checks

the inbox of the Reply To Email account on a regular basis, and the email replies are posted a few minutes after

they were sent.

1.7.7 Intent Tracking Mode

Alation needs Intent Tracking Mode to correctly render replies via email and post them to relevant conversations.

Intent is a string that Alation appends to the email in order to identify it as a post to a conversation. Alation can encode

intent in one of two ways: either in the email address or in the email header. Different email providers have different

requirements for including additional strings into the message structure. The admin has to specify this setting depending

on the email provider that is in use.

If your IMAP server is Google Gmail or Amazon SES, select Use email address for tracking reply message intent.

These email services allow adding strings to the email address.

If your IMAP server is Microsoft Exchange or Office 365, select Use message-id in email header for tracking reply

message intent. These email services allow adding strings to the email header.

If your IMAP server is neither Google Gmail or Amazon SES or Microsoft Exchange or Office 365, then save the first

option and test by creating a Conversation and replying to it via email. If using the first option results in the recipient not

found error for the reply emails, switch to the second option and try again. The option that successfully sends replies

works for your server.
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1.7.8 Email Interactions With MS Modern Authentication

Available from release 2021.2

MS Email Account

To configure email interactions with Microsoft (MS) modern authentication, you need a MS email account that Alation

can use as a mailbox to send and receive emails. You can either create a separate email account or use the same email

account that was already provided to set up email notifications.

Important: Do not use an existing personal email account. For Alation to update conversations correctly,

the incoming emails from users replying to conversations in the email should not be marked as read manually

by a user.

Alation recommends to set the Mark as Read property of the MS mailbox to Don’t automatically mark items as read.

MS Azure App Registration

You can either use the Azure app registration you already created for email notifications or create a separate app

registration for email interactions. If you chose to use one app registration for both, note that it should accommodate for

both configurations. The email interactions require more MS Graph API permissions than email notifications. Make

sure that your existing app registration was granted the following API permissions:

• Mail.Read

• Mail.ReadBasic

• Mail.ReadBasicAll

• Mail.ReadWrite

• Mail.Send (this permission is required by both email notifications and email interactions).

If you choose to create a separate app registration for email interactions, use the steps in Register an App in Azure Portal

to create it. The only difference is in the number of API permissions that need to be granted to the app. Make sure to

grant these permissions:

• Mail.Read

• Mail.ReadBasic

• Mail.ReadBasicAll

• Mail.ReadWrite

• Mail.Send (this permission is required by both email notifications and email interactions).

After creating the app registration and granting it the required permissions, you can configure email interactions in

Alation.
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Configure Email Interactions With MS Modern Authentication in Alation

When your Azure admin has granted admin consent for the API permissions, you can configure email interactions with

MS Modern Authentication in Alation:

1. Prepare the following information about your Azure app registration:

• Application (client) ID - the client ID of the app registration. You can find the client ID on your app

registration properties page in Azure portal.

• Directory (tenant) ID - the Active Directory tenant ID for the registered application. You can find the

tenant ID on your app registration properties page in Azure portal.

• Client secret - the client secret value you have generated for your app registration.

2. Log in to Alation as a Server Admin.

3. Click the Settings icon on top right to open the Admin Settings page.

4. In the Server Admin section of the Settings, click Email Server to open the email server setup page.

5. In the Email Interactions section, select the Enable Reply via Email checkbox. This will make the fields under

Email Interactions editable. To use MS Modern Authentication, fill out the information on the OAuth 2.0 tab:

6. Fill in the following information:
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Parameter Description

Reply To

Email

Address

Specify the reply-to email address. This address should belong to the dedicated

email account that will be used by Alation to receive inbound email replies from

users.

Service

Provider

Microsoft (non-editable)

Tenant ID Specify the tenant ID of the application you registered in the Azure portal.

Client ID Specify the client ID of the application you registered in the Azure portal.

Client

Secret

Specify the client secret of the application you registered in the Azure portal.

Intent

Tracking

Mode

MS email services allow message-id in the email header. The Use message-id in

email header option is preselected and non-editable when Microsoft is the Service

Provider.

5. Click Test and Save. Alation checks authentication based on the provided credentials. If the connection cannot

be established, it will issue an error message:

Troubleshooting The Configuration

Error Solution

Error connecting to Tenant

ID: <tenant-id> with Client:

<client-id> credentials.

Microsoft OAuth2 settings Tenant ID, Client ID or Client Secret are invalid.

Verify the OAuth2 settings you have specified in the Alation UI and make sure

they are the correct values from your Azure portal.

Testing The Configuration

To test the configuration:

1. Create a conversation in Alation and @-mention an Alation user in the post.

2. Check email on behalf of the mentioned user. This user should receive an email notification from Alation

(<Username> mentioned you in <Conversation name>) with the ability to reply by email. There will be the

prompt Please type the reply above this line in the notification.

3. Reply to the email:
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4. In about 3 minutes, check this conversation in Alation. The response should have been appended to the body of

the conversation:
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Troubleshooting Reply By Email

Error Solution

Email messages are sent from the replying user to the

receiving MS mailbox but are not added as conversation

updates in Alation.

Mailbox configured as the receiving address in the set-

tings is either manually read or read by another applica-

tion. Email messages should stay unread to be processed.

• Log in to the MS Exchange or Outlook and make

sure that the received emails are not marked as read

upon receiving

• Make sure the emails received on Microsoft ex-

change or Outlook mailboxes are received in the

Inbox folder and stay in the Inbox folder as unread.

• Alation recommends to set the Mark as Read set-

ting of the MS mailbox to Don’t automatically

mark items as read.

A user has replied to an email notification but there is no

incoming email and the Conversation is not updated.

Check that the user replies to the right notification. Users

should reply to notifications that explicitly @-mention

them and include the prompt Please type your reply above

this line (<Username> mentioned you in <Conversation

name>).

Note that when a Conversation is assigned to a user, this

user also receives an email notification that informs them

about the assignment (<Username> assigned you to this

Conversation). However, they cannot reply to this email.

1.8 HTTPS

Alation server can be configured to use HTTPS. This requires shell access to the Alation server.

1.8.1 Requirements for HTTPS

• Create a DNS record for your server

• Create a PEM encoded, SSL Private Key

• Configure SSL on the Alation side:

– Obtain the SSL certificate

– Configure SSL

– Handle redirection of HTTP requests to HTTPS

– Set base URL

– Redeploy the configuration

– Restart the services
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1.8.2 Obtain the SSL Certificate

Alation requires:

• A PEM encoded, SSL Private Key. The file should begin with one of:

– BEGIN PRIVATE KEY

– BEGIN RSA PRIVATE KEY

– BEGIN ECDSA PRIVATE KEY

• A PEM encoded, X509 format SSL certificate signed by the Private Key

– The file should begin with BEGIN CERTIFICATE

– The file should include the full certificate chain to validate the SSL certificate.

There are two ways to get a certificate:

• Have a certificate issued by the Certification Authority used at your company. Work with your IT department to

get one.

• Use a self-signed certificate. Note that in this case the browser may still display an “insecure connection” warning.

Note: To generate a self-signed certificate, you can use the following command (requires openssl to be installed):

openssl req -x509 -nodes -days 365 -newkey rsa:2048 -keyout ssl.key -

out ssl.crt

See How To Create a Self-Signed SSL Certificate for Apache in Ubuntu 16.04 for details.

To verify that the Subject in the SSL certificate matches the server name, you can run the following command (requires

openssl):

openssl x509 -in <path to certificate> -text | grep Subject:

Certificate Chain

If the certificate is signed by intermediate CAs, make sure that the SSL certificate you provide to Alation includes

the full certificate chain. This step will not be required if the certificate is self-signed as in self-signed certificates the

intermediate CA is not present.

If you have separate certificates from each signing authority, you need to create a certificate chain. To concatenate

certificates, you can run the following command:

cat <mydomain.crt> <trustedCA1.crt> <trustedCA2.crt> <CARoot.crt> > PublicSSL_

cert.crt

For example, an ssl.crt file with intermediate certificate information concatenated into it has the following structure:

-----BEGIN CERTIFICATE-----

<encrypted certificate here>

-----END CERTIFICATE-----

(continues on next page)
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(continued from previous page)

Intermediate CA

-----BEGIN CERTIFICATE-----

<encrypted intermediate CA here>

-----END CERTIFICATE-----

Converting SSL Certificates

This section provides information on converting SSL certificate packages to formats that are accepted by Alation. There

are several different formats based on the platform you may be using.

Note: For more information about SSL certificates, see:

• SSL Shopper

• Global Sign

Convert .pem file to a ssl.crt and ssl.key

To convert .pem to ssl.crt and ssl.key files, run the following:

openssl x509 -in <your_file>.pem -out ssl.crt

openssl rsa -in <your_file>.pem -out ssl.key

Convert p7b to ssl.crt

To convert p7b to ssl.crt:

openssl pkcs7 -print_certs -in <certificate.p7b> -out ssl.crt

Validate the SSL Certificate (Optional)

To validate that the format works, you can run the following set of commands:

openssl rsa -in ssl.key -check

openssl x509 -in ssl.crt -check

openssl x509 -in ssl.crt -text -noout | less
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1.8.3 Enable SSL

Have the SSL certificates prepared. To enable HTTPS on the Alation server:

1. Confirm that Alation is started:

sudo service alation status

2. Copy the certificate and the key to the Data disk.

# copy certs to your server

rsync -i <path_to_ssl_dir>/ssl.* <your_instance_ip>:/tmp/

# log in to the Alation server

ssh <your_instance_ip>

# move ssl key and cert to its location on the Alation server

sudo mv /tmp/ssl* /opt/alation/alation/data1/site_data/ssl/

3. Change ownership to alation and protect the files with permissions:

sudo chown alation:alation /opt/alation/alation/data1/site_data/ssl/ssl.*

sudo chmod 600 /opt/alation/alation/data1/site_data/ssl/ssl.*

To test:

sudo /etc/init.d/alation shell

ls -l /opt/alation/site/ssl/ssl.*

The output will look like:

-rw------- 1 alation alation 8536 Sep 28 17:23 <path_to_ssl_dir>/ssl.crt

-rw------- 1 alation alation 1708 Sep 28 17:22 <path_to_ssl_dir>/ssl.key

4. From the Alation shell, enable SSL:

#if not in the Alation shell yet

sudo /etc/init.d/alation shell

# enable SSL

alation_conf nginx.use_ssl -s True

5. Still from the shell, redirect HTTP requests to HTTPS :

alation_conf nginx.redirect_http_to_https -s True

alation_conf nginx.redirect_load_balancer_http_to_https -s False

6. Update the base URL to reflect SSL:

alation_conf alation.install.base_url -s https://<base_url>

7. Redeploy the configuration:

alation_action deploy_conf_nginx

8. Restart NGINX and uWSGI:
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alation_action stop_nginx

alation_action start_nginx

alation_supervisor restart web:uwsgi

1.8.4 Disable HTTPS

To disable HTTPS:

1. On the Alation host, enter the Alation shell:

sudo /etc/init.d/alation shell

2. Disable SSL using alation_conf:

alation_conf nginx.use_ssl -s False

3. Disable the redirect of HTTP requests to HTTPS:

alation_conf nginx.redirect_load_balancer_http_to_https -s False

alation_conf nginx.redirect_http_to_https -s False

4. Update the base URL to reflect the change:

alation_conf alation.install.base_url -s http://<base_url>

5. To apply the changes, redeploy the configuration:

alation_action deploy_conf_nginx

6. Restart uWSGI and NGINX:

# Restart uWSGI

alation_supervisor restart web:uwsgi

# Restart NGINX

alation_action stop_nginx

alation_action start_nginx

1.8.5 Use Load Balancer

Terminate SSL at Load Balancer

To use Alation behind load balancer:

1. On the Alation host server, enter the Alation shell:

sudo /etc/init.d/alation shell

2. Disable SSL on the Alation server:

alation_conf nginx.use_ssl -s False

3. Configure the load balancer to forward the following header to Alation: X-Forwarded-Proto: https
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Note: If X-Forwarded-Proto header is not set to https, then to avoid the HTTPS redirection loop,

set the following flag to True:

alation_conf nginx.redirect_load_balancer_http_to_https -s True

4. Because SSL gets terminated at load balancer, Alation server is not required to redirect the HTTP request. Set:

alation_conf nginx.redirect_http_to_https -s False

5. Update the base URL to use https:

alation_conf alation.install.base_url -s https://<base_url>

6. To apply the changes, redeploy the configuration:

alation_action deploy_conf_nginx

7. Restart uWSGI and NGINX:

# Restart uwsgi

alation_supervisor restart web:uwsgi

# Restart NGINX

alation_action stop_nginx

alation_action start_nginx

While terminating SSL at load balancer, forward port 443 to 80 on the Alation server.

Note: When using a load balancer, you may want to use <your-alation-instance-URL>/monitor/i_am_alive

as a health check. This URL doesn’t require authentication and it returns an http 200 as long as you can hit it.

Terminate SSL at Alation

Terminating SSL at Alation while using load balancer is not a recommended practice.

To terminate SSL at Alation,

1. On the Alation host, enter the Alation shell:

sudo /etc/init.d/alation shell

2. Enable SSL:

alation_conf nginx.use_ssl -s True

3. To avoid the HTTPS redirection loop, set the following flag to True if X-Forwarded-Proto header is not set to

https:

alation_conf nginx.redirect_load_balancer_http_to_https -s True

4. Because SSL is not terminated at load balancer, set the Alation server to redirect the HTTP request:
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alation_conf nginx.redirect_http_to_https -s True

5. Update the base URL to include HTTPS:

alation_conf alation.install.base_url -s https://<base_url>

6. To apply the changes, redeploy the conf:

alation_action deploy_conf_nginx

7. Restart uWSGI:

alation_supervisor restart web:uwsgi

8. Restart NGINX

alation_action stop_nginx

alation_action start_nginx

1.9 Installing on High Availability (HA) Pair

Alation can be deployed in Active-Passive (High Availability, or HA) mode in a Production environment.

For more information see the High Availability documentation.

1.10 Sizing Guidelines Detail

1.10.1 Overview

This document attempts to summarize the current state of Alation instance sizing, including what guidance we give and

why and what problems we have run into.

Our recommended sizing guidelines are a bit conservative, especially when the scale gets large. It leaves out some

details on purpose trying to be a guide people can understand and follow.

This guide was developed by testing with a relatively small scale and then extrapolating to large scales using a theoretical

understanding of the system.

Below we go through each system resource and how it scales with Alation usage. This is the detail behind our current

recommendations.

1.10.2 Memory

Memory is the most common bottleneck for Alation instances. Alation internally runs several services that each have

their own memory requirements. Each service has a base amount that is required for normal functioning then some

flexible amount that depends on the scale of installation.
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Memory Formula

1. Start with 32 GB minimum requirement regardless of the installation details.

2. Add 2 GB per million columns in their datasources.

3. If you are over the line for a particular size (64GB instance size for example) it should be safe to round down.

Minimum Memory Requirements

The sum of the base memory requirements for all the services is roughly 28 GB. Now not all of those services are

constantly using all that memory. However, at peak usage (not of users usually, but batch jobs) if you don’t have the

buffer things will crash.

RAM is typically only apportioned in 2x blocks (ex. 16/32/64/128 GB). 16 GB is cutting it low so we advise a 32GB

base instance size. This recommendation is independent of the scale of the installation.

Warning: Do not use 16GB memory. If you try to run Alation on 16 GB it will appear to work but you are likely to

run into occasional crashes or performance issues.

Scale dependent memory requirements

For installations that have larger scale in some particular dimensions Alation will need more than the base 32 GB

memory.

The main dimension you need to factor in is the total number of columns in the data sources you intend to ingest. Number

of users/queriers is a secondary and smaller factor.

Number of Columns

The biggest factor driving memory requirements is the total number of database objects ingested into Alation. By

database object we mean Schema/Table/Column whose metadata we have ingested into Alation. In most cases the

number of Columns in the connected relational stores is a good proxy for this number. This is because the Columns are

usually 10x tables so there is only a minor difference if you include the other objects.

Some jobs scale in the number of total objects. For example we get the new metadata from a system and diff it on the

current metadata that we know of then ingest the difference. That diff operation is done in one bulk query. Also in one

job we load an ID to name map for each object into memory. The search index also benefits from being able to load the

objects into memory.

A rough formula to safely size the memory is to start with the 32 GB minimum then add 2 GB per million objects. 2 GB

per million is a conservative estimate. It doesn’t take 2 GB to load 2M rows representing those objects into memory.

However, there are multiple batch jobs that scale in the factor of number of objects. They may run in parallel and use

varying amounts of memory per object. 2 GB is a good estimate to allow for a few overlapping jobs.

Because RAM offerings usually jump from 32 GB to 64 GB this most often results in a 64 GB recommendation. If the

formula asks for over 64 GB it’s probably fine to stick with 64 GB, which is a rough guide and errs on the conservative

side. It’s peak memory usage that we are worried about, most of the time you would expect to see lower usage.

Example:

10M columns in your databases, 32 + 2 x 10 = 52 GB recommendation.
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Number of Queriers

The number of Queriers (Compose Users) has a small impact on the memory usage. However, at most it would require

2-4 GB. Because the formula is approximate, this is generally not worth worrying about when instance sizing.

Typically, you do not need more than 128 GB. It’s unlikely that having more than 128 GB will be helpful. Almost

certainly some other piece of the system would break before this becomes the bottleneck resource at that size.

Monitoring Memory Usage

You can monitor your Alation instances memory usage over time to get a more precise idea what it uses. Look at the

lows for free + cached memory. The OS uses most free memory for its cache, but it can always use that memory for

other things. Don’t optimize for having no cache at all. Postgres and Elasticsearch perform better with a good chunk of

memory in OS cache. If you see only 1/3 of the memory being used even at peak usage then you can consider halving

the instance size.

1.10.3 CPU

CPU is hardly ever the bottleneck resource for Alation in practice. Therefore we don’t recommend worrying about it

when instance sizing. Generally instances with more memory also have more CPU and memory is almost always the

limiting factor. Follow the standard CPU count for the memory requirement and it should be fine. There are cases where

CPU caused an issue. These were all due to runaway processes that got hung. If this keeps happening eventually all the

CPUs can be taken up no matter how many there are. Preventing this is less about getting a bigger machine and more

about having CPU monitoring that would notice if something is pegged at 100% for days.

1.10.4 Disk Space

Alation uses a lot of disk space. Expect that your disk space usage will keep increasing over time as you use Alation.

The primary factors contributing to disk space are

• Number of queries ingested

• Amount of Compose usage

• Alation Analytics

Minimum requirements

Base requirements

There is a minimum requirement for the root drive to have 80 GB to hold the Alation binaries. By default, Alation

installs at /opt/alation. A separate mount of 80GB at /opt or /opt/alation can also be used.
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Data drive requirements

For the data drive we recommend a baseline 500 GB. Most of this is used for Alation’s internal database.

Backup drive requirements

Alation runs automatic backups on a nightly basis. The backup drive should be larger than the data drive, as data is

staged on the backup drive before being compressed. A conservative estimate of backup = 1.5 x data will give space to

hold both the staged data and the compressed backup files.

Number of queries ingested

QLI (query log ingestion) refers to the process of ingesting logs from external data sources into Alation then processing

them to compute aggregate stats like popularity. QLI primarily stresses the disk space and partially stresses the Disk IO

and CPU. The stress scales essentially linearly with the number of queries per day. We use a baseline recommendation

+1.25 GB per 1000 queries/day. So for example if the customer wants to ingest 10M queries per day we recommend

10M / 1k x 1.25 GB = 10 TB.

The idea here was to get a disk size that could store all the queries ingested fora few years.

This is a conservative estimate based on a high average query text size. Customers can configure the query retention

period.

Customers that are willing to monitor disk space and quickly add on later could start with a much lower size. QLI should

fill up space in a linearly increasing way, so it should be easy to watch the graph over time and predict when you need to

add more.

Amount of Compose Usage

You can roughly approximate the disk space needed for Compose as:

• Average query result size x Queries per day x 7

If you have 100 daily users and they query 100 times, you could estimate an upper bound of 4 MB x 100 users x 100

queries x 7 days = 280 GB. This calculation is based on 4 MB for average query result size as a reasonable guess. You

can start with a smaller estimate and monitor. You may need to add space if required.

Alation stores query results from user queries. For each result, it will only store 16 MB by default. However, the Server

Admin can increase this value to up to 100 MB. Query Result Size is configurable in Admin Settings > Compose

Settings. For more information on how to configure the value of Query Result Size, see Configuring Query Result Size.

From 2021.4, the default value of the alation_conf parameter alation.query_exec.results_auto_persist_-

bytes defaults to zero. This means that query results of any size that have not been explicitly saved by users are not

stored longer than seven days (default) and that queries of any size are subject to the same seven-day retention period.

Previously, the default value of this parameter was 1 MB, which could lead to small query results accumulation over

time.

Admins can use the alation_action purge_execution_results to reclaim space taken up by stored query results.
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Alation Analytics V2

Alation Analytics is a solution which provides a way for Alation Administrators to monitor feature usage in Alation.

Alation Analytics sets up a replicated copy of Alation’s internal database which is available for querying in Compose by

users with access.

Alation Analytics was first released with V R3 (5.6.x), and then redesigned in 2020.3 as Alation Analytics V2. From

release 2020.3.x, all new installations of Alation should use Alation Analytics V2. Alation Analytics V1 is no longer

available for new installations.

Alation Analytics V2 can have a significant impact on disk space consumption. The current recommendation from

Alation is to double the disk space estimates to account for the replicated database copy. However, if you are able to

monitor your disk space usage and add more space easily, you can start with a smaller size.

Since Alation Analytics V2 is almost a replica of the internal database Rosemeta, Alation recommends that you have at

least ((1.5~2)\* du -sh /var/lib/pgsql/13/) GB of disk space free before you enable Alation Analytics.

Alation Analytics V2 can be installed on a remote host, separately from the Alation Catalog, which is a way recommended

by Alation. Please find detailed system requirements for Alation Analytics V2 at Enable and Install Alation Analytics

V2.

Open Connector Framework

Available from 2020.4

Open Connector Framework is a solution which provides a way to support external connectors developed by partnering

teams in order to add specific sources to the Catalog. Connectors created on the basis of OCF - or OCF connectors -

are installed in addition to the Alation application and can be maintained separately from the Data Catalog. Alation

recommends installing OCF components on the same host with the Alation application. For each BI connector to be

installed, it is recommended to have 500 MB of disk space (a conservative estimate). Refer to Install Alation Connector

Manager for more details.

1.10.5 Disk IO

Alation uses a good amount of disk IO to do batch processing jobs, but it is generally not an issue. Usually a standard AWS

EBS volume with 250 MB/sec throughput is fine. Alation does not have precise throughput or IOPs recommendations.

In rare cases, we have seen an impact on site users due to a disk IO bottleneck. A few times we have seen this happen

when the disk IO gets artificially throttled by some virtualized storage system after Alation used some threshold amount.

Using SSDs will markedly speed up batch jobs but it’s generally not necessary to get that speed up.

1.10.6 Common Problems

Specific process runs out of memory

Sometimes the Connector (component that runs Compose queries) or Elasticsearch will run out of memory. These

are JVM based process and they have a preset cap on how much memory they can use. This value is configurable.

Increasing the overall instance size will not automatically allow these processes to use more memory. If you experience

this problem you can usually increase this cap on the problem process.

446 Chapter 1. Install Alation



Alation User Guide

OS runs out of memory and terminates processes

The OS will stop a process using too much memory if it needs some. You will see a message in the system log about it.

This can happen when a batch job spikes in memory usage. If the sizing guide was followed this is unlikely to happen.

It may be some other issue is causing the job to use more memory than expected and the extra size won’t be needed long

term.

Specific job crashes

If a job crashes but wasn’t killed by the OS it may be due to some other constraint in the job. For example, MDE failed

when a certain number of columns were all in one schema. It processed per schema and at a certain size it reached a

hard limit in Postgres.

Specific page loads slow

Sometimes a specific page or area of the product is slow but not others. It is unlikely that increasing system specs will

help here. Usually that page does not scale well in a particular dimension. For example, the list of sources page in

one instance got slow when the number of deleted data sources was high. Someone was testing adding and deleting

constantly on it and had a huge DS count compared to usual.

Intermittent slowness

These issues are the hardest to troubleshoot but there are a few most common problems:

• Compose: sometimes if Connector ran out of memory or stalled, the Compose web app gets stuck waiting to hear

back from it and runs out of threads to handle new requests. A lot of Compose performance issues have been

fixed in newer versions of Alation.

• High usage of the site, often during a mass training: usually, even with 200 daily active users, the users do not

actively use the UI at exactly the same moment. When there is a concentrated mass usage, the web app may run

out of processes to handle the traffic. These processes can be increased to double or x4 the default of 10 and that

often solves the problem. You need some spare memory to increase this count but they don’t take too much.

• Large batch jobs stressing disk IO: sometimes a backup job or some other job is putting stress on the disk and

slowing down the experience of users.

• High usage of bulk APIs: currently API usage is handled by the same resource. Someone may write a script

that tries to massively parallelize some work and this can use up the resources. As a result, users get a slower

experience.

Ran out of disk space

This is usually predictable if you have a graph of disk usage for your instances. Sometimes it might spike while

performing a backup or some batch job (using a temp file). You should see those spikes in your graph though and they

are regular and predictable then.

The best way to clear space is usually to turn on QLI archival/deletion. Once processed we don’t need to keep ingested

queries. You can set the retention period. It defaults to on and 6 months retention in most newer versions of Alation.
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1.10.7 Configurable Parameters

Alation has several parameters that can be configured in alation_conf that will allow you to change the amount of

memory associated with different aspects of the system.

For V R5 (5.9.x), the new configurable parameters are bulk_insert_SQL_str_length_limit and stewardship.

curation_progress.ingestion.batch_size. For more information on how to configure the values of these param-

eters, see Set bulk_insert_SQL_str_length_limit Parameter and Set stewardship.curation_progress.ingestion.batch_size

Parameter.

To change one of these parameters, enter the Alation shell and change the alation_conf value as in the following

example. After changing the configuration values, you will need to restart part or all of the Alation system.

sudo service alation shell

alation_confelasticsearch.env.es_heap_size -s 2g

alation_action restart_alation

Parameter Default Description Guidance

connector.ram 4g RAM allocated to the Compose Con-

nector increase this.

If you don’t use Hive, the default 4

GB is nearly always enough.

If you use Hive and have 64 GB+

RAM, increase this to 8 GB and

more if it OOMs. We found that

Hive drivers are not as RAM effi-

cient as other drivers.

If you get OOM errors in

connector_err.log

taskserver.ram 4g RAM allocated to the Task Server

(MDE, QLI, etc)

If you get OOM errors in

taskserver_err.log increase

this.

elasticsearch.

env.es_heap_size

1g RAM allocated to the search engine If you get OOM errors in

elasticsearch.log increase

this. If you have over a million

objects in your catalog increase this

to 2 GB. If you have >10 million

objects, increase to 4 GB.

uwsgi.processes 10 Number of processes handling re-

quests from users of the app

If you have > 32 GB memory in-

crease to 20. You may not need it

but it doesn’t take much additional

memory. Note that each process has

2 threads so 2x uwsgi.processes is

the amount of parallel requests sup-

ported
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1.11 How to Configure Alation to Use HTTP Proxy for All Web-bound

Traffic

Requires version 4.14.8 or 4.18.0+

Note: This does not proxy Alation UI traffic used by your internal team to connect to the Alation server. The only

traffic proxied is the outbound traffic that includes health and usage stats to Alation, Inc.

1.11.1 Step-By-Step Guide

From the Alation shell:

# enter the shell

sudo /etc/init.d/alation shell

# use alation_conf to set values

alation_conf -s <Proxy host/ip> proxy.host

# set port, if available

alation_conf -s <Proxy port> proxy.port

# set username, if available

alation_conf -s <Proxy username> proxy.username

# set password, if available

alation_conf -s <Proxy password> proxy.password

(OPTIONAL) If the proxy does NOT use http, indicate the protocol for communication using the following command:

alation_conf -s <protocol> proxy.scheme

The following steps are all required, regardless:

alation_conf -s True proxy.enabled

alation_action deploy_conf_datadog_agent

alation_action restart_alation

1.12 How to Change the Base URL

This article provides steps for changing the Alation Base URL.

The Base URL is a value in alation_conf that can be changed like other values. Alation uses this value to determine

which URL is used for internal web services calls, and what value to display when users log in. You may need to change

the base_url if you set up or disable https or if you make a DNS change.
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1.12.1 IP change/change IP/restore VM snapshot

If you restore an Alation instance from a VM snapshot and have a new IP for the virtual machine, or otherwise change

the server IP address, you need to change the base_url value to match the new IP.

1.12.2 Change Base URL

To change the Alation Base URL:

1. Check the current Base URL value from the Alation shell:

sudo /etc/init.d/alation shell

alation_conf alation.install.base_url

2. Change the old value to the new value. Include the http :// or https :// (depending on the SSL setting)

when entering the new value:

alation_conf alation.install.base_url -s <new_value>

3. Confirm the new value.

alation_conf alation.install.base_url

4. Restart the web processes.

alation_supervisor restart web:uwsgi

1.13 How to Update a License File

This article is intended for customers who need to update an expiring license file. It provides the steps for updating your

expiring license file.

1.13.1 Prerequisites

Requires Alation 4.10.0 or higher.

1.13.2 Update the License File

To update a license file:

1. Visit the Customer Portal to get the latest copy of your license file.

2. Select an instance for which you want a new license file.

3. Log in to your instance of Alation.

4. Click the Info icon on the right of the navigation bar then click About this Instance:
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5. Scroll to the bottom of the page and click the Upload License File. . . button:

6. Select your license file using the file chooser window and upload to the instance.
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CHAPTER

TWO

HIGH AVAILABILITY

Customer Managed Applies to customer-managed instances of Alation

Alation can be deployed in Active-Passive mode (High Availability, or HA) in a Production environment.

This section covers:

• Alation’s High Availability architecture and syncing process

• Requirements for setting up High Availability

• How to set up High Availability

• How to revert to standalone mode

• How to failover to Secondary

• How to migrate from older High Availability setups

2.1 Overview of High Availability

Customer Managed Applies to customer-managed instances of Alation

Alation supports High Availability (HA) through warm standby. Primary (Active) instances in Alation will take traffic,

while Secondary (Passive) instances will run a minimal set of processes to sync data. Primary and Secondary instances

should have identical specs. The Secondary server does not handle any traffic and is used for data replication purposes.

In the event of failure on Primary, Secondary is promoted to the Active status through manual intervention.

Note: In addition to your HA pair, Alation recommends deploying a third instance - Test instance - for Production

environments that can be used to test Alation patches before they are applied on the Alation Production servers. Test

server specs should be similar to the specs of the Production servers.

Non-production and POC installations generally are not set up in HA mode, so only one server is required.

HA Diagram:
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2.1.1 Configuration Sync

Application and system configuration is pulled by the Secondary node from the Primary node every minute using rsync.

2.1.2 Data Sync

Alation application data is spread across three different DBs - Postgres, KVStore, and Elasticsearch. Each DB except

Elasticsearch is replicated to the Secondary node.

• Postgres data is written to the Primary node and pushed to the Secondary node using Postgres WAL Log sync

mechanism.

• KVStore data is first written to the Secondary node then written to the Primary node. Network outages between

Primary and Secondary can severely impact KVStore operation.

• The Elasticsearch index has to be rebuilt on the Secondary node after failover.

2.1.3 Alation Replication Status

You can check the status of Postgres replication by visiting the replication page at <your_alation_URL>/monitor/

replication. It will return the byte lag for Postgres, if replication is currently running. If replication is not running, it

will return “unknown”, and this may be indicative of replication failure.

Sample output from replication page:

{

"10.11.2.60":{

"postgres_lag_bytes":"0"

},

"replication_mode":"master"

}

If postgres_lag_bytes is large and increasing, this may indicate an issue if the server is in a low load state or if

replication was recently set up. You may need to provide a faster machine to keep up.

Note: We currently do not have a way to monitor the replication state of KVStore.
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2.2 HA Requirements

Customer Managed Applies to customer-managed instances of Alation

Applies from version 4.8 and above

2.2.1 System Sizing

The Primary and Secondary systems should be identically sized. Note that it is especially important that the Secondary

system has the same amount of Data and Backup disk space as the Primary.

2.2.2 Ports information

For replication setup we need the following ports open between all servers in a cluster.

Service Port Purpose

postgres 5432 accounts, articles, query logs

kvstore 8088 sql text

replication-service 2022 used for signaling and file replication

2.2.3 Related Topics

Set up High Availability

Failover to Secondary

Migrating from Legacy to Supported HA

2.3 Set Up High Availability

Customer Managed Applies to customer-managed instances of Alation

Alation HA setup prioritizes having less downtime. Besides a few restarts of services, the setup process should only

take between ten to 30 minutes regardless of instance size. The actual replication of your data may take hours and in

some cases days to complete, depending on the size of the internal application database. This may also be dependent on

your system and network.

2.3.1 Prerequisites

• The Primary and Secondary servers should have identical physical configuration.

– Data partitions must be the same size

– Installation space (/opt/alation) must be the same size

• The same version of the Alation software must be installed on both servers. The Secondary server does not need

to be configured because it will inherit the configuration from the Primary system. When installing the Secondary

system, follow the Installation Process steps up to /etc/init.d/alation start.

• The Primary and Secondary systems must be able to connect over the ports described in HA Requirements.
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2.3.2 Setting Up High Availability Pair

The High Availability (HA) configuration that Alation currently uses is IP-based. This means that you cannot move

your HA pair to a new instance by un-mounting the data drives from the old Primary and Secondary instances and then

re-mounting them on new instances, as the new Primary and Secondary servers will not synchronize. If you want to

transfer Alation to a new instance, we recommend that you do a backup of the data drive, restore it on a new server, and

set up HA anew between the new Primary and Secondary instances.

Step 1: Enter the Alation Shell

On both the Primary and Secondary hosts, enter the Alation shell. The commands in this section must be run from the

Alation shell.

sudo /etc/init.d/alation shell

Step 2: Generate Keys

On both Primary and Secondary, run:

alation_action cluster_generate_keys

This action is safe, with no restart of services required.

Step 3: Set up Key Exchange

1. On both Primary and Secondary, run the command given below. This action is safe, with no restart of services

required:

replication_helper

2. You will be presented with a public key for the current server and asked to paste the public key from the remote

server.

3. You will be presented with the IP address of the current server and are prompted to enter the IP address of the

remote server. Enter the IP addresses in the IPv4 format. For example: 10.0.0.1.

Step 4: Put the Primary Server into Master Mode

Warning: This action includes the restart of Alation services.

This action is unsafe.

From the Primary, run:

alation_action cluster_enter_master_mode
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Step 5: Disable Instance Protection on Secondary

Warning: If important data exists on the target instance, ensure that you back it up first as this step will make it

possible to delete all instance data.

This action is unsafe as it opens a way to delete the data.

From the Secondary, run:

alation_conf alation.cluster.protected_instance -s False

No restart of services is required.

After instance protection is disabled, Primary can connect to Secondary and wipe its data.

Step 6: Input IP Addresses

Note: This step applies from release 2020.4. If you are on an older release, skip this step and proceed to Step 7.

On both Primary and Secondary, use the commands given below to input the IP address of the current host in the IPv4

format (example: 10.0.0.1):

• On Primary, input the IP address of the Primary host

• On Secondary, input the IP address of the Secondary host

alation_conf alation.cluster.override_ip -s <host ip>

alation_conf alation.cluster.enable_override_ip -s True

Step 7: Add the Secondary on the Primary

Warning: This action deletes any instance that is not protected in order to set up replication and restarts PostgreSQL

on the Primary and Alation services on the Secondary instance. Ensure that you have a valid backup before

completing this step.

This action is unsafe.

From the Primary, run:

alation_action cluster_add_slaves
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Step 8: Check Value of pgsql.config.max_wal_senders on Secondary

Note: This step applies from release 2021.3, where the internal PostgreSQL database is on version 13.x. If you are on

an older release, skip this step and proceed to Step 9.

1. On Secondary, check the value of the alation_conf parameter pgsql.config.max_wal_senders to confirm

the value is 4.

alation_conf pgsql.config.max_wal_senders

2. If the value is not 4, set it to 4.

alation_conf pgsql.config.max_wal_senders -s 4

3. After changing this value, deploy the configuration.

alation_action deploy_conf_all

Step 9: Replicate PostgreSQL

Warning: This action deletes all PostgreSQL data on the target machine. Ensure that you have a valid backup

before completing this step.

This action is unsafe.

Note: Because this action may take a long time to run, consider using a tool such as Screen.

1. On the Secondary, start a Screen session.

screen

2. If not in the shell, enter the Alation shell.

sudo /etc/init.d/alation shell

3. Replicate PostgreSQL.

alation_action cluster_replicate_postgres

This step does not require a restart of any services on your Primary instance.
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Step 10: Copy KV Store

Warning: This action deletes all your KV Store data on Secondary. Ensure that you have a valid backup before

performing this step.

This action is unsafe.

Note: Because this action may take a long time to run, consider using Screen.

1. On the Secondary, start a Screen session.

screen

2. If not in the shell, enter the Alation shell.

sudo /etc/init.d/alation shell

3. Copy KV Store.

alation_action cluster_kvstore_copy

This step does not require a restart of any services on your Primary instance.

Step 11: Synchronize the Event Bus Data

Note: This step applies from release 2021.4. On older releases, skip this step.

From the Secondary, run:

alation_action cluster_start_kafka_sync

2.3.3 Verification

Ports

Without any command line arguments, replication_port_check reads alation.cluster.hosts from Alation, iterates

through each host, and runs port checks. This is useful if you want to troubleshoot network connectivity between the

two hosts.

From the Alation shell, on both Primary and Secondary, run:

replication_port_check

This action is safe, with no restart of services required.
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Databases

The /monitor/replication URI returns a JSON with PostgreSQL lags. If PostgreSQL returns unknown, this indicates

that something has gone wrong. You will need to rebuild replication for that service. In addition, if the lag bytes increase

and never decrease, you may need to provide a faster machine to keep up.

From the Primary, run:

curl -L http://localhost/monitor/replication

Alternatively, in a browser tab, view: http(s)://<BASE_URL>/monitor/replication.

Files/Configurations

The alation_action cluster_replicate_files command will run one-time (non-looping) and pass off

the Python script that rsync’s files and sync’s configurations. If there are any rsync errors, capture the debug out-

put and file a ticket with Alation Support to investigate.

From the the Alation shell on Secondary, run:

alation_action cluster_replicate_files

Backup V2

Note: This step applies to releases older than 2021.2. From 2021.2, Backup V2 is the default backup tool.

Perform this step if before rebuilding the HA pair, you had Backup V2 enabled on your Alation instance. The HA setup

resets the Alation Backup V2 feature flag back to the default value (False). Re-enable Backup V2 after HA setup is

complete. On how to enable Backup V2, see Enable or Disable Backup V2.

2.3.4 Related Topics

High Availability

HA Requirements

Failover to Secondary

Migrating from Legacy to Supported HA

2.4 Revert the High Availability Pair to Standalone Mode

Customer Managed Applies to customer-managed instances of Alation

Use these steps to split the HA Pair and revert the primary and secondary instances to the standalone mode:

• This action can be run on Primary and Secondary nodes

• The HA configuration can be rebuilt later.

To revert the cluster to the standalone mode:

1. SSH to the host of the primary node.
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2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Run the following command to revert the host to the standalone mode:

alation_action cluster_enter_standalone_mode

To exit the shell, run the following command:

exit

4. Repeat the process for the Secondary node to be reset to the standalone mode.

2.5 Failover to Secondary

Customer Managed Applies to customer-managed instances of Alation

Alation only supports manual failover from Primary to Secondary.

Important: The failover command is non-reversible.

2.5.1 Considerations

Consider the following information before performing the failover:

• Keys and cluster_hosts are preserved.

• After the failover command is issued on the Secondary, it places itself in standalone mode.

• If you try to rebuild the cluster, it will result in the target host being attached as a Secondary.

• A Search index will take several hours to rebuild after a failover.

• If you intend to re-use the old Primary server as Secondary, all data will be lost.

• Disable scheduled queries on Secondary before failover.

2.5.2 Running Failover to Secondary

To failover from Primary to Secondary:

From the Secondary run:

sudo /etc/init.d/alation shell

alation_action cluster_failover
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2.5.3 Related Topics

Set Up High Availability

2.6 Migrate from Legacy to Supported High Availability

Customer Managed Applies to customer-managed instances of Alation

This article outlines how to migrate replication from Legacy Setup to Current Setup (Alation v 4.8).

2.6.1 Migrate from Legacy to Supported HA

Important: Do not run this step until you are ready to migrate to new HA and have validated port connectivity on

2022 on both Primary and Secondary.

Step 1: Generate keys

1. From both the Primary and the Secondary, run:

sudo /etc/init.d/alation shell

alation_action cluster_generate_keys

You are prompted with a message to run replication helper directly afterward.

2. Type YES to continue.

Step 2: Run the Replication Helper

1. From both the Primary and the Secondary, run:

sudo /etc/init.d/alation shell

replication_helper

2. You are prompted for the public exchange key for this server. Enter the key.

3. You are prompted for the IP address of this server. Enter the IP Address in ipv4 format. For example: 10.0.0.1

Step 3: Run a one-time sync of files and configurations

Performing this step one time validates that the Secondary is able to connect to the Primary to sync files and configurations.

From the Secondary, run:

sudo /etc/init.d/alation shell

alation_action cluster_replicate_files
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Step 4: Restart the Sync Deamon

1. Restart the Sync Deamon to force the daemon to reload and use the settings above.

2. From the Secondary, run:

sudo /etc/init.d/alation shell

sudo /etc/init.d/supervisord restart

2.7 Set up Replication on HA Pair (4.7 and Below)

Customer Managed Applies to customer-managed instances of Alation

2.7.1 Prerequisites

• The same Alation version must be installed on both servers.

• An Alation Data disk and Backup disk must be configured on the Secondary.

• Verify that the Alation Data and Backup disk are configured by running one of the following commands, depending

on Alation version.

– For versions 3.12 and below:

tail -n +1 /usr/local/alation/.disk*

/usr/local/alation/.disk1_cache path is /data

/usr/local/alation/.disk2_cache path is /backup

– For versions 4.0 and above:

tail -n +1 /opt/alation/alation/.disk*

/usr/local/alation/.disk1_cache path is /data

/usr/local/alation/.disk2_cache path is /backup

If .disk1_cache or .disk2_cache have invalid paths, run the following command on the Secondary:

sudo/etc/init.d/alation init DATA_DISK_PATH BACKUP_DISK_PATH

• Alation Services need to be started up on both servers. If Alation is not started on both servers run the following

command:

sudo/etc/init.d/alation start

• Alation Must be Configured as standalone mode on both servers

sudo /etc/init.d/alation shell

alation_conf alation.cluster.replication_mode

alation.cluster.replication_mode = standalone

• If the server is not in standalone mode, run the following command on both servers:
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sudo /etc/init.d/alation shell

alation_action cluster_enter_standalone_mode

The Primary and Secondary must be able to communicate to each other over the following ports:

Port Number Port Function

5432 Postgres Replication

27017 MongoDB Replication

8088 KVStore

22 SSH, used for signaling & file transfers between servers

2.7.2 Replication Setup Procedures

Step 1: Collect System Details

To get the ip address with CIDR try running ip addr from the host.

If Multiple NICS are detected select the one used to access the server:

(env) PROD [alation @ip-10-11-2-15 /]$ ip addr

lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc no queue state UNKNOWN

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

inet 127.0.0.1/8 scope host lo

inet6 ::1/128 scope host

valid_lft forever preferred_lft forever

eth0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 9001 qdisc pfifo_fast state UP qlen 1000

link/ether 12:e5:2b:d0:eb:8b brd ff:ff:ff:ff:ff:ff

inet 10.11.2.15/24 brd 10.11.2.255 scope global eth0

inet6 fe80::10e5:2bff:fed0:eb8b/64 scope link

valid_lft forever preferred_lft forever

To get PostgreSQL disk usage, try running the following Alation shell command:

(env) PROD {alation@ip-10-11-2-15 /j$ sudo du -hs /data1/pgsql/9.3/data/ 12G /data1/

pgsql/9.3/data/

Use the following chart to fill in the required information.

Role Address with CIDR SSH Username, default: alationadmin

Primary 10.0.11.100/24 alationadmin

Secondary 10.0.11.200/24 alationadmin
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Step 2: Key Exchange

To get HA you need passwordless SSH between the Primary <-> Secondary. Alation ships a python script to help set

this up. The script should be run on the host outside the chroot.

The script creates only an ssh key pair and place it into authorized_keys for the Alation admin user. If you want to

use another user, which should not occur often, create the authorized_keys manually for that user.

1. On the Primary, use the Secondary IP as the command line argument.

For versions 3.12 and below:

sudo python /usr/local/alation/opt/alation/ops/actions/unjailed_key_exchange 10.

0.11.200

For versions 4.0 and above:

sudo python /opt/alation/alation/opt/alation/ops/actions/unjailed_key_exchange

10.0.11.200

2. On the Secondary, use the Primary IP as the command line argument.

For versions 3.12 and below:

sudo python /usr/local/alation/opt/alation/ops/actions/unjailed_key_exchange 10.

0.11.100

For versions 4.0 and above:

sudo python /opt/alation/alation/opt/alation/ops/actions/unjailed_key_exchange

10.0.11.100

The script creates replication_rsa key files on the Secondary and Primary. You are asked to copy over the public

key from Secondary to Primary and Primary to Secondary.

Step 3: Verify SSH

1. From the chroot shell on the Primary, SSH to the Secondary. After you have logged in, it is a good idea to touch

.hushlogin to prevent any MOTD from causing errors later.

2. From the Primary:

ssh -i/home/alation/.ssh/replication_rsa -l alationadmin 10.0.11.200 touch .

hushlogin

3. From the Secondary:

ssh -i/home/alation/.ssh/replication_rsa -l alationadmin 10.0.11.100 touch .

hushlogin
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Step 4: Change Host from Standalone to Primary Mode

1. The alation_action command must be executed inside the Alation shell. Alation shell is entered by running:

sudo/etc/init.d/alation shell

2. From the Primary, run:

alation_action cluster_enter_master_mode

Step 5: Replicate to Secondary

1. The alation_conf command must be executed inside the Alation shell. Alation shell is entered by running:

sudo/etc/init.d/alation shell

2. From the Primary, add the Secondary IP CIDR to alation_conf:

alation_conf alation.cluster.hosts -s['10.0.11.200/24']

3. Decide if we are going to attempt PostgreSQL replication in-line. General guidance:

• Do not try to replicate PostgreSQL in-line for installs > 100GB PostgreSQL data files

• If downtime needs to be minimized, do not replicate PostgreSQL in-line.

• If new install with minor data, replicating in-line will be OK.

If you choose not to perform replication in-line, continue to Step 5a.

4. From the Primary, add the second host as Secondary:

alation_action cluster_add_slaves

5. If you choose not to perform replication in-line, go to step 5b.

Step 5a: Disable PostgreSQL In-line Replication

1. From the Secondary, set alation_conf item to not replicate postgres in-line:

alation_conf alation.cluster.pg_repl_in_line -s False

2. Continue to Step 6.

Step 5b: Replicate PostgreSQL

From the Secondary, replicate postgres using the alation_action command:

alation_action cluster_replicate_postgres
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Step 6: Verification

1. Verify PostgreSQL Replication status.

The following query shows the Secondary instances that are attached to the Primary and any replication delay, in

bytes:

psql rosemeta

SELECT client_hostname, client_addr,

pg_xlog_location_diff(pg_stat_replication.sent_location,

pg_stat_replication.replay_location) AS byte_lag FROM pg_stat_replication;

2. Verify Mongo Lag.

The following query displays the number of seconds the Secondary lags behind the Primary. It is expected for this

verification to return a large number of hours when replication is the first setup. It eventually works through the

backlog and catches up.

mongo

db.printSlaveReplicationInfo()
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CHAPTER

THREE

UPDATE ALATION

Customer Managed Applies to customer-managed instances of Alation

3.1 Update Alation to 2024.1

Customer Managed Applies to customer-managed instances of Alation

3.1.1 2024.1 Update Version Dependencies

Alation supports a direct update to version 2024.1 from the following previous versions:

• 2023.3.x

• 2023.1.x

3.1.2 Upgrade from Version 2022.4.x or Older

Direct update to 2024.1 is not supported from version 2022.4 and older versions. First, update Alation to a version that

supports the direct update to 2024.1 and then perform a second update to 2024.1. Use the update instructions specific to

your release.

3.1.3 2024.1 Release-Specific Information

Note: The full list of new features is available in Release Notes 2024.1 (General Availability).

PostgreSQL Upgrade to Version 13.13

In version 2024.1, Alation’s internal database and the Alation Analytics database were upgraded to version 13.13 to take

advantage of new features and to fix vulnerabilities. The upgrade happens automatically during the update to version

2024.1. No additional action is required.
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3.1.4 Update Known Issues

Reset Postgres Password

If you have a password set on the internal PostgreSQL database (Rosemeta), the update to 2023.1 will result in an error

similar to the following:

WARN: unable to check pg-1: [DbConnectError] unable to connect to 'dbname=

'postgres' port=5432':

FATAL: password authentication failed for user "postgres"

password retrieved from file "/home/postgres/.pgpass"

ERROR: [056]: unable to find primary cluster - cannot proceed

Update to 2023.1 requires that the password on the internal PostgreSQL database should be cleared for the time of the

update. The password can be set again after the update is completed. On how to set the Postgres password, see Set

Password for Internal PostgreSQL Instances.

Use Cluster Splitting for HA Pair Update

The Alation update of an HA pair without splitting the cluster fails. We recommend upgrading HA instances using the

cluster splitting upgrade method until this issue is resolved.

3.1.5 Update Alation to 2024.1

Use the steps in this section to update Alation to 2024.1 from versions 2023.3.x and 2023.1.x.

Note: If you are updating from release 2023.1.x and skipping release 2023.3.x, review the information

specific to release 2023.3 in the corresponding release notes.

• Release Notes 2023.3 (General Availability)

Follow the steps below to update. You may need to perform more or fewer steps depending on the release you are

updating from. If a step is Alation version dependent, this is called out in the instructions.

• Step 1: Scan Postgres

• Step 2: Verify Backup Availability

• Step 3: Update the Alation Application

• Step 4: Update Alation Connector Manager

• Step 5: Update Alation Analytics

• Step 6: Rebuild Search Index
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Step 1: Scan Postgres

We recommend using the scan_postgres action to validate that the internal Postgres database is in a healthy state

before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on a schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs inside the Alation shell to check the Postgres state.

Step 2: Verify Backup Availability

Ensure you have a valid latest Alation backup.

Step 3: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

Note: See Use Cluster Splitting for HA Pair Update under Update Known Issues for this release.

Step 4: Update Alation Connector Manager

This step applies if you are using Open Connector Framework (OCF) and OCF connectors.

Update Alation Connector Manager using the steps in Update Alation Connector Manager.

Step 5: Update Alation Analytics

This step applies if you are using the Alation Analytics application.

Use the steps in Update Alation Analytics V2 to update the Alation Analytics application.

Step 6: Rebuild Search Index

Rebuild your search index if:

• Your search index hasn’t been updated since version 2022.4. Even if you’ve updated Alation from version 2023.3.x,

the index may still be using the old search schemas.
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Determine if Search Index Requires Rebuilding

To determine if your search index requires rebuilding:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Run the following command to inspect the schema of your search index:

curl localhost:9200/live/_mappings | grep dbtype.

4. In the output, look for the dbtype field output:

• If dbtype is text, then a rebuild is required.

• If dbtype is keyword, then no action is needed.

5. If you’ve determined that an index rebuild is required, proceed to index rebuilding.

Rebuild Search Index

Rebuilding the search index aligns it with the latest search schemas of version 2023.3.5 and can be performed without

downtime. For detailed steps, see How to Rebuild Search Index Without Downtime.

3.2 Update Alation to 2023.3

Customer Managed Applies to customer-managed instances of Alation
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3.2.1 2023.3 Update Version Dependencies

Alation supports a direct update to version 2023.3.x from the following previous versions:

• 2023.1.x

• 2022.4.x

Version 2022.3.x and Older

Direct update to 2023.3.x is not supported from version 2022.3 and older versions. First, update Alation to a version that

supports the update to 2023.3.x using the update instructions specific to your release. Then perform a second update to

2023.3.x.

3.2.2 2023.3 Release-Specific Information

Note: The full list of new features is available in Release Notes 2023.3 (General Availability).

• Postgres Upgrade

• Alation Analytics PostgreSQL Upgrade

• Alation Analytics: Basic Authentication for RabbitMQ

• Support for Larger Volumes of Metadata

• Filtering by Catalogs

• User Sign-Up Moderation Enabled by Default

• Ability to Set a Preferred Homepage Disabled by Default

Postgres Upgrade

Applies from version 2023.3.0

The Postgres component (the internal PostgreSQL database) was upgraded from version 13.8 to version 13.11 to take

advantage of improvements and bug fixes in the newer version. No manual action is required from Alation admins as

the database version upgrade happens automatically during the Alation update.

Alation Analytics PostgreSQL Upgrade

Applies from version 2023.3.0

The Alation Analytics database was upgraded from version 13.8 to version 13.11. No additional manual actions are

required from Alation admins as the Alation Analytics database version upgrade happens automatically during the

update of the Alation Analytics application.
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Alation Analytics: Basic Authentication for RabbitMQ

Applies from version 2023.3.2

The RabbitMQ component of Alation Analytics V2 now requires basic authentication for incoming connections from

other Alation components.

Important: The RabbitMQ password will be auto-generated during the update of Alation Analytics V2.

Before you can initialize the Alation Analytics V2 database after the update, you must set this password in

the alation_conf parameter alation_analytics-v2.rmq.config.password. This is a one-time task

that must be completed as part of the Alation Analytics V2 update steps.

Support for Larger Volumes of Metadata

Applies from version 2023.3.4

We’ve made some updates to the Alation database schema to support larger volumes of metadata. This means you can

now ingest more metadata on a frequent basis without running into issues with integer overflow. Note that the migrations

during the upgrade could add an additional 30 minutes depending on the volume of your metadata.

Filtering by Catalogs

Applies from version 2023.3.5

In version 2023.3.5, we’ve introduced the Catalog search facet that can be used to refine search results by catalog objects

within metadata. This enhancement is applicable to data sources with multipart schema names (“catalog.schema”).

Important: After the update, some Alation instances may require a search index rebuild for users to

leverage the Catalog facet for search filtering. This requirement depends on your current search index status.

Refer to the specific instructions in Step 8: Rebuild Search Index.

Rebuilding the search index does not require downtime.

User Sign-Up Moderation Enabled by Default

Applies from version 2023.3.5

In version 2023.3.5, user sign-up moderation is enabled by default across all installation types, including both customer-

managed and Alation Cloud Service on the cloud-native architecture. Alation Cloud Service instances that are newly

migrated to the cloud-native architecture will also have it enabled after the migration.

Important:

• If you have never previously adjusted your user sign-up moderation preferences, expect these to switch

to enabled by default post-update.

• If you’ve previously changed your user sign-up moderation preferences, these preferences will remain

unchanged post-update.
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Recommendations

• Enabling user sign-up moderation is recommended for all instance types to enhance security.

• After upgrading to 2023.3.5, please check and adjust your user sign-up moderation settings to align with your

organization’s security policies. Navigate to Admin Settings > Authentication > User Signup Moderation

Preference to review or modify your settings.

Ability to Set a Preferred Homepage Disabled by Default

Applies from version 2023.3.5

In version 2023.3.5, users’ ability to set a preferred homepage is disabled by default. Server and Catalog Admins now

have the default responsibility to assign homepages to user groups. Users will view the homepage assigned by an admin

without the option to select a preferred one. If a user belongs to multiple groups, they will see the latest homepage

enabled by an admin for one of their groups.

Important: This change impacts the functionality of group-based homepages introduced in version

2023.3.4. If your users already set their preferred homepages in the previous release, expect this functionality

to be initially unavailable in the user interface after the update to 2023.3.5. The list of accessible homepages

will not appear under the My Account menu for a user. Instead, users will view the latest homepage enabled

by an admin for one of their groups.

If needed, the users’ ability to select a preferred homepage can be re-enabled by setting the alation_conf

flag alation.feature_flags.homepage.enable_admin_assigned_homepage to False (default is

True).

3.2.3 Update Known Issues

Compatibility Issue with Alation Version 2023.3.1 or Higher for FIPS-Enabled Operating Systems

Important: The issue is resolved in version 2023.3.5, ensuring updates now proceed successfully on FIPS-enabled

systems. This problem is specific to versions 2023.3.1 through 2023.3.4.

At the moment, systems with the Federal Information Processing Standards (FIPS) mode enabled are not compatible

with Alation versions 2023.3.1 to 2023.3.4. On FIPS-enabled systems, the upgrade to 2023.3.1 or higher will fail with

the following error: ValueError: [digital envelope routines: EVP_DigestInit_ex] disabled for FIPS.

For those affected, we recommend these options:

• Remain on your current version until the issue is resolved.

• Consider upgrading to a version that is newer than your current version but remains below version 2023.3.1.

If you have further questions about this issue, please contact your Alation account executive.
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Reset Postgres Password

If you have a password set on the internal PostgreSQL database (Rosemeta), the update to 2023.1 will result in an error

similar to the following:

WARN: unable to check pg-1: [DbConnectError] unable to connect to 'dbname=

'postgres' port=5432':

FATAL: password authentication failed for user "postgres"

password retrieved from file "/home/postgres/.pgpass"

ERROR: [056]: unable to find primary cluster - cannot proceed

Update to 2023.1 requires that the password on the internal PostgreSQL database should be cleared for the time of the

update. The password can be set again after the update is completed. On how to set the Postgres password, see Set

Password for Internal PostgreSQL Instances.

Use Cluster Splitting for HA Pair Update

The Alation update of an HA pair without splitting the cluster fails. We recommend upgrading HA instances using the

cluster splitting upgrade method until this issue is resolved.

Index Row Size Error

If during the upgrade you run into the error below, refer to this troubleshooting article in Alation’s Knowledge Base.

Contact Alation Support if you require help with this issue or if you have questions about any of the troubleshooting

steps.

psycopg2.errors.ProgramLimitExceeded: index row size 2712 exceeds

btree version 4 maximum 2704 for index "rosemeta_attributevalue_attr_id_value_

5fee90cc_uniq"

DETAIL: Index row references tuple (304577,3) in relation "rosemeta_

attributevalue".

HINT: Values larger than 1/3 of a buffer page cannot be indexed.

Consider a function index of an MD5 hash of the value, or use full text

indexing.

Upgrade Fails for Dockerized Postgres

The upgrade to 2023.3.1 or a later minor version of 2023.3 may fail if you have a custom deployment of Alation where

you had dockerized the Postgres component or had made changes to the /etc/passwd file (added or removed users).

The upgrade on such instances fails due to Postgres failing to start and an error in the Postgres logs similar to the

following:

runuser: warning: cannot change directory to /home/postgres: No such file or

directory

postmaster: could not access directory "/var/lib/pgsql/13/data": Permission

denied

You can apply a workaround described in 2023.3.x Upgrade Fails Due to Postgres Not Starting.
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3.2.4 Update Alation to 2023.3.x

Use the steps in this section to update Alation to 2023.3.x from versions 2023.1.x and 2022.4.x.

Note: If you are updating from release 2022.4.x and skipping release 2023.1, review the information

specific to release 2023.1 in the corresponding release notes.

• Release Notes 2023.1 (General Availability)

Follow the steps below to update. You may need to perform more or fewer steps depending on the release you are

updating from. If a step is Alation version dependent, this is called out in the instructions.

• Step 1: Scan Postgres

• Step 2: Verify Backup Availability

• Step 3: Update the Alation Application

• Step 4: Update Alation Connector Manager

• Step 5: Update Alation Analytics

• Step 6: Take a Full Manual Backup

• Step 7: Run Alation Analytics Scripts

• Step 8: Rebuild Search Index

Step 1: Scan Postgres

We recommend using the scan_postgres action to validate that the internal Postgres database is in a healthy state

before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on a schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs inside the Alation shell to check the Postgres state.

Step 2: Verify Backup Availability

Ensure you have a valid latest Alation backup.

Step 3: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

Note: See Use Cluster Splitting for HA Pair Update under Update Known Issues for this release.
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Step 4: Update Alation Connector Manager

This step applies if you are using Open Connector Framework (OCF) and OCF connectors.

Update Alation Connector Manager using the steps in Update Alation Connector Manager.

Step 5: Update Alation Analytics

This step applies if you are using the Alation Analytics application.

Use the steps in Update Alation Analytics V2 to update the Alation Analytics application. Please take note of the change

in Alation Analytics: Basic Authentication for RabbitMQ.

Step 6: Take a Full Manual Backup

This step applies if you have updated Alation from 2022.4.x to 2023.3. The upgrade from 2022.4.x skips release 2023.1,

where the default backup tool was changed to pgBackRest. If you have updated Alation from 2023.1 to 2023.3, this

section does not apply and you can skip it.

Take a full manual backup to ensure that you have the first full backup of the updated instance taken with pgBackRest.

Step 7: Run Alation Analytics Scripts

This step applies if you are using Alation Analytics and have updated Alation and Alation Analytics from 2022.4.x to

2023.3. If you have updated Alation and Alation Analytics from 2023.1 to 2023.3, this section does not apply and you

can skip it.

In 2023.1, we optimized the migrations of the database which were slowing down the upgrade of the Alation Analytics

app. To apply the change, run the two scripts described below. In case of the HA pair configuration, run the scripts on

the primary server.

1. Enter the Alation shell. You should be in the Alation shell to tail the log files and to run the scripts.

sudo /etc/init.d/alation shell

2. Make sure that the Alation Analytics ETL process is not running. The scripts should not be executed when the ETL

process is running. You can check this by logging in to Alation, navigating to Admin Settings > Monitor > Active

Tasks and making sure that the Alation Analytics ETL (alation_analytics_v2.tasks.etl_manager.ETLManager) job

is not listed as an active task. Alternatively, you can use the tail command on the celery-alationanalytics_-

error.log file from the Alation shell. If Alation Analytics ETL is running, the log will be printing messages

similar to the following:

{"message": "ETL job manager has been triggered to run.", "timestamp":

"2023-08-25T09:50:31.644434Z", "level": "INFO"}

{"message": "Created channel=1", "timestamp": "2023-08-25T09:50:31.651979Z",

"level": "INFO"}

{"message": "Starting TimePeriodExtractJob", "timestamp": "2023-08-

25T09:50:31.654666Z", "level": "INFO"}

{"message": "Starting UserExtractJob", "timestamp": "2023-08-25T09:50:31.

685582Z", "level": "INFO"}

{"message": "Starting AlationGroupExtractJob", "timestamp": "2023-08-

25T09:50:31.725311Z", "level": "INFO"}

{"message": "Starting UserGroupMembershipExtractJob", "timestamp": "2023-08-

25T09:50:31.761310Z", "level": "INFO"}
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To tail the log:

tail -f /opt/alation/site/logs/celery-alationanalytics_error.log

After ensuring that the ETL process is not running, from the Alation shell, change the user to alation.

sudo su alation

3. Navigate to the directory /opt/alation/django/alation_analytics_v2/one_off_scripts/.

cd /opt/alation/django/alation_analytics_v2/one_off_scripts/

4. Run the flags script with the command below. The logs will be redirected to the reconcile_flag.log file.

nohup python -u reconcile_flag.pyc >> reconcile_flag.log &

5. This command will launch a process with a PID. Save the PID value as you may need it. You can monitor this

process by either tailing the corresponding log inside of the Alation shell or checking on the corresponding PID

outside of the Alation shell.

5.1 To use the log for monitoring, in a separate Terminal window, from the Alation shell, tail the

reconcile_flag.log file. When the script run is completed, you should see a message that the flags

have been reconciled and the number of flags. Execution errors, should any occur, will be printed to

the log too. Contact Alation Support if the script execution ends in an error.

tail -f /opt/alation/django/alation_analytics_v2/one_off_scripts/reconcile_

flag.log

5.2 To check if the process is still active, in a Terminal window connected to the Alation host, outside

of the Alation shell, use the command below to list the current processes and check if there is a process

with the corresponding PID.

ps -a

6. After completing the flags script, in a similar way, run the script to reconcile tags. The script should also be run

from the directory /opt/alation/django/alation_analytics_v2/one_off_scripts/ in the Alation shell and as user

alation.

nohup python -u reconcile_tags.pyc >> reconcile_tags.log &

7. This command will launch a process with a PID. Save the PID value as you may need it. You can monitor this

process by either tailing the corresponding log inside of the Alation shell or checking on the corresponding PID

outside of the Alation shell.

7.1 To use the log for monitoring, in a separate Terminal window, from the Alation shell, tail the

reconcile_tags.log file. When the script run is completed, you should see a message that the tags

have been reconciled and the number of tags. Execution errors, should any occur, will be printed to

the log too. Contact Alation Support if the script execution ends in an error.

tail -f /opt/alation/django/alation_analytics_v2/one_off_scripts/reconcile_

tags.log

7.2 To check if the process is still active, in a Terminal window connected to the Alation host, outside

of the Alation shell, use the command below to list the current processes and check if there is a process

with the corresponding PID.
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ps -a

8. After completing the scripts, to exit from the user alation, use the exit command.

Important: Depending on whether or not you have to perform other post-upgrade actions, consider taking a second

full backup after running these scripts.

If none of the next steps apply to your instance, we recommend creating a second backup after running the Alation

Analytics scripts. If your instance is large and this requirement is not feasible, you can plan to take the next backup on

your schedule. However, if there is a need to restore from a backup that was taken before applying the scripts, you’ll

need to run the scripts again on the restored instance.

If you have more scripts to run after the update, consider taking a second full backup after running all the scripts.

Step 8: Rebuild Search Index

Rebuild your search index if:

• You’ve updated to Alation version 2023.3.5 from version 2022.4 or earlier.

• Your search index hasn’t been updated since version 2022.4. Even if you’ve updated from version 2023.3.x, the

index may still be using the old search schemas.

Determine if Search Index Requires Rebuilding

To determine if your search index requires rebuilding:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Run the following command to inspect the schema of your search index:

curl localhost:9200/live/_mappings | grep dbtype.

4. In the output, look for the dbtype field output:

• If dbtype is text, then a rebuild is required.

• If dbtype is keyword, then no action is needed.
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5. If you’ve determined that an index rebuild is required, proceed to index rebuilding.

Rebuild Search Index

Rebuilding the search index aligns it with the latest search schemas of version 2023.3.5 and can be performed without

downtime. For detailed steps, see How to Rebuild Search Index Without Downtime.

3.3 Update Alation to 2023.1

Customer Managed Applies to customer-managed instances of Alation

3.3.1 2023.1 Update Version Dependencies

Alation supports a direct update to version 2023.1 from the following previous versions:

• 2022.4.x

• 2022.3.x

• 2022.2.x

Version 2022.1.x and Older

Direct update to 2023.1 is not supported from version 2022.1 and older versions. First, update Alation to a version that

supports the update to 2023.1 and then perform a second update to 2023.1. Use the update instructions specific to your

release.

3.3.2 2023.1 Release-Specific Information

Note: The full list of new features is available in Release Notes 2023.1 (General Availability).

If you are updating to 2023.1.6, two additional steps are available:

• An update is available for the 2022.4 script that ensures all dataflow objects have a group ID. The update fixes an

issue where group IDs were not being generated for certain link types. All installations should be checked to see

if they need to have this script run or re-run. See Update Source Field for Dataflow Objects.

• Alation Analytics V2 can now be backed up and restored using pgbackrest.
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Postgres Upgrade

The Postgres component (the internal PostgreSQL database) was upgraded from version 13.6 to version 13.8 to take

advantage of improvements and bug fixes in the newer version. No manual action is required from Alation admins as

the database version upgrade happens automatically during the Alation update.

Alation Analytics PostgreSQL Upgrade

The Alation Analytics database was upgraded from version 13.1 to version 13.9. No additional manual actions are

required from Alation admins as the Alation Analytics database version upgrade happens automatically during the

update of the Alation Analytics application.

Change Of the Default Backup Tool

From version 2023.1, the default backup tool in the Alation application is pgBackRest. On existing Alation instances,

where pgBackRest has not been enabled yet, during the update to 2023.1, the value of the alation_conf parameter

alation.feature_flags.enable_pgbackrest will be changed from False to True, thus enabling the tool.

Note: Previously, the default backup tool was pg_probackup. The pgBackRest tool was available

additionally from version 2022.2 and could be enabled on demand, using the dedicated feature flag in

alation_conf.

We recommend ensuring that you have the latest Alation backup before the update.

After the update, take a new manual full backup to ensure you have the first backup that uses pgBackRest.

Encryption Security Fix

Note: Applies to updates from versions older than 2022.3.10.

If you are updating from a version older than 2022.3.10 to version 2023.1, you are skipping some versions that include a

security fix removing a risk identified in the current encryption mechanism that makes Alation potentially susceptible

to key reuse attacks. Information about this risk is available in November 3, 2022 - Encryption Key Reuse Security

Advisory available on Alation Community (requires Community login). On customer-managed instances, additional

action is required after the update as existing data needs to be re-encrypted. The step to perform re-encryption is included

in the update instructions below.

Job Schedule Fix

In the 2022.3 release, we introduced a bug that caused the schedule for certain jobs to be shifted eight hours earlier.

Version 2023.1.4 includes a script that can be run to fix the problem. After upgrading to 2023.1.4, see Fix Job Schedules

after 2022.3 Upgrade for details on how to fix the issue.
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3.3.3 Update Known Issues

Reset Postgres Password

If you have a password set on the internal PostgreSQL database (Rosemeta), the update to 2023.1 will result in an error

similar to the following:

WARN: unable to check pg-1: [DbConnectError] unable to connect to 'dbname=

'postgres' port=5432':

FATAL: password authentication failed for user "postgres"

password retrieved from file "/home/postgres/.pgpass"

ERROR: [056]: unable to find primary cluster - cannot proceed

Update to 2023.1 requires that the password on the internal PostgreSQL database should be cleared for the time of the

update. The password can be set again after the update is completed. On how to set the Postgres password, see Set

Password for Internal PostgreSQL Instances.

Use Cluster Splitting for HA Pair Update

The Alation update of an HA pair without splitting the cluster fails. We recommend upgrading HA instances using the

cluster splitting upgrade method until this issue is resolved.

3.3.4 Update Alation to 2023.1

Use the steps in this section to update Alation to 2023.1 from versions 2022.4.x, 2022.3.x, and 2022.2.x.

Note: If you are updating from release 2022.3.x and skipping release 2022.4 or from release 2022.2.x and

skipping releases 2022.3 and 2022.4, review the information specific to releases 2022.3 and 2022.4 in the

corresponding release notes.

• Release Notes 2022.3 (General Availability)

• Release Notes 2022.4 (General Availability)

Step 1: Scan Postgres

We recommend using the scan_postgres action to validate that the internal Postgres database is in a healthy state

before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on a schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs inside the Alation shell to check the Postgres state.

3.3. Update Alation to 2023.1 483



Alation User Guide

Step 2: Verify Backup Availability

Ensure you have a valid latest Alation backup.

Step 3: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

Note: See Use Cluster Splitting for HA Pair Update under Update Known Issues for this release.

Step 4: Update Alation Connector Manager

This step applies if you are using Open Connector Framework (OCF) and OCF connectors.

Update Alation Connector Manager using the steps in Update Alation Connector Manager.

Step 5: Update Alation Analytics

This step applies if you are using the Alation Analytics application.

Docker Compose Compatibility

This step applies if you are updating from versions 2022.2.x or 2022.3. Check and, if necessary, upgrade Docker

Compose, as from version 2022.4, Alation Analytics requires Docker Compose version 1.27.0.

To update Docker Compose:

1. On the Alation Analytics host, check your Docker Compose version.

docker-compose version

If you are on version below 1.27.0, upgrade Docker Compose. If you already are on version 1.27.0 or

newer, you can proceed to upgrading Alation Analytics.

2. Upgrade Docker Compose using these commands:

sudo curl -SL "https://github.com/docker/compose/releases/download/1.27.0/

docker-compose-$(uname -s)-$(uname -m)" -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

sudo ln -sf /usr/local/bin/docker-compose /usr/bin/docker-compose

Note: The Alation Analytics installer will quit automatically with the message below if Docker

Compose version is older than 1.27.0 and requires an update.
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[ ××× Failed ] Checking docker-compose Version.

Failure Reason => You need to have

at least docker-compose version 1.27 or higher to continue

Updating Alation Analytics

Use the steps in Update Alation Analytics V2 to update the Alation Analytics application.

Step 6: Take a Full Manual Backup

Take a full manual backup to ensure that you have the first full backup of the updated instance taken with pgBackRest.

Step 7: Run Alation Analytics Scripts

This step applies if you are using Alation Analytics and have updated it to the 2023.1-compatible version.

In 2023.1, we optimized the migrations of the database which were slowing down the upgrade of the Alation Analytics

app. To apply the change, run the two scripts described below. In case of the HA pair configuration, run the scripts on

the primary server.

1. Enter the Alation shell. You should be in the Alation shell to tail the log files and to run the scripts.

sudo /etc/init.d/alation shell

2. Make sure that the Alation Analytics ETL process is not running. The scripts should not be executed when the

ETL process is running. You can check this by logging in to Alation, navigating to Admin Settings > Monitor >

Active Tasks and making sure that the Alation Analytics ETL job is not listed as an active task. Alternatively,

you can use the tail command on the celery-alationanalytics_error.log file from the Alation shell. If

Alation Analytics ETL is running, the log will be printing messages similar to the following:

{"message": "Starting the ETL Job ObjectFieldIncrementalPhysicalValueETLJob..

.", "timestamp":

"2022-08-10T11:57:55.567009Z", "level": "INFO"}

{"message": "Starting extraction of 'Article' records.", "timestamp":

"2022-08-10T11:57:55.639785Z", "level": "DEBUG"}

{"message": "Starting extraction of 'Article' records.", "timestamp":

"2022-08-10T11:57:55.639848Z", "level": "DEBUG"}

To tail the log:

tail -f /opt/alation/site/logs/celery-alationanalytics_error.log

2. After ensuring that the ETL process is not running, from the Alation shell, change the user to alation.

sudo su alation

3. Navigate to the directory /opt/alation/django/alation_analytics_v2/one_off_scripts/.

cd /opt/alation/django/alation_analytics_v2/one_off_scripts/

4. Run the flags script with the command below. The logs will be redirected to the reconcile_flag.log file.
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nohup python -u reconcile_flag.pyc >> reconcile_flag.log &

5. This command will launch a process with a PID. Save the PID value as you may need it. You can monitor this

process by either tailing the corresponding log inside of the Alation shell or checking on the corresponding PID

outside of the Alation shell.

5.1 To use the log for monitoring, in a separate Terminal window, from the Alation shell, tail the

reconcile_flag.log file. When the script run is completed, you should see a message that the flags

have been reconciled and the number of flags. Execution errors, should any occur, will be printed to

the log too. Contact Alation Support if the script execution ends in an error.

tail -f /opt/alation/django/alation_analytics_v2/one_off_scripts/reconcile_

flag.log

5.2 To check if the process is still active, in a Terminal window connected to the Alation host, outside

of the Alation shell, use the command below to list the current processes and check if there is a process

with the corresponding PID.

ps -a

6. After completing the flags script, in a similar way, run the script to reconcile tags. The script should also be run

from the directory /opt/alation/django/alation_analytics_v2/one_off_scripts/ in the Alation shell and as user

alation.

nohup python -u reconcile_tags.pyc >> reconcile_tags.log &

7. This command will launch a process with a PID. Save the PID value as you may need it. You can monitor this

process by either tailing the corresponding log inside of the Alation shell or checking on the corresponding PID

outside of the Alation shell.

7.1 To use the log for monitoring, in a separate Terminal window, from the Alation shell, tail the

reconcile_tags.log file. When the script run is completed, you should see a message that the tags

have been reconciled and the number of tags. Execution errors, should any occur, will be printed to

the log too. Contact Alation Support if the script execution ends in an error.

tail -f /opt/alation/django/alation_analytics_v2/one_off_scripts/reconcile_

tags.log

7.2 To check if the process is still active, in a Terminal window connected to the Alation host, outside

of the Alation shell, use the command below to list the current processes and check if there is a process

with the corresponding PID.

ps -a

8. After completing the scripts, to exit from the user alation, use the exit command.

Important: Depending on whether or not you have to perform other post-upgrade actions, consider taking a second

full backup after running these scripts.

If none of the next steps apply to your instance, we recommend creating a second backup after running the Alation

Analytics scripts. If your instance is large and this requirement is not feasible, you can plan to take the next backup on

your schedule. However, if there is a need to restore from a backup that was taken before applying the scripts, you’ll

need to run the scripts again on the restored instance.

If you have more scripts to run after the update, consider taking a second full backup after running all the scripts.
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Step 8: De-duplicate Mixed Case Usernames

This step applies if you updated Alation from version 2022.2.x, skipping release 2022.3.

After updating the Alation application, validate that your instance does not have mixed case duplicate usernames. From

2022.3, usernames in Alation are treated as case insensitive. To check for duplicates, run a one-off script on the Alation

server. For information on how to run the script, refer to De-duplicate Mixed Case Usernames.

Step 9: Run Script to Update Source Field for Dataflow Objects

This step applies if you updated Alation from version 2022.2.x or 2022.3.x and you already began using Lineage V3. If

you are still using Lineage V2, skip this step.

In order to enable correct filtering of dataflow objects on Lineage diagrams using the Source filter, Alation provides

a script that populates the Source field for dataflow objects created on previous versions. The script does not require

a downtime or affect user activity in the catalog. You can run it any time after the update to 2022.4. For detailed

information on how to run this script, refer to Update Source Field for Dataflow Objects.

Step 10: Perform Re-encryption

This step applies if you updated Alation from release 2022.3.9 or older, where the encryption security fix was not

available.

Note: If you already performed re-encryption on a previous version, there is no need to do it again. Skip

this step.

The existing data on your updated instance needs to be re-encrypted. Re-encryption will run as a background process

and no separate downtime is required. Users can work in Alation while the re-encryption job is in progress. For

re-encryption steps, refer to Re-Encrypt Existing Data.

3.4 Update Alation to 2022.4

Customer Managed Applies to customer-managed instances of Alation

3.4.1 2022.4 Update Version Dependencies

Alation supports a direct update to version 2022.4 from the following previous versions:

• 2022.3.x

• 2022.2.x

• 2022.1.x
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Version 2021.4.x and Older

Direct update to 2022.4 is not supported from version 2021.4 and older versions. First, update Alation to a version that

supports the update to 2022.4 and then perform a second update to 2022.4. Use the update instructions specific to your

release.

3.4.2 2022.4 Release-Specific Information

Note: The full list of new features is available in Release Notes 2022.4 (General Availability).

Elasticsearch Upgrade

The Elasticsearch component of the Alation application was updated to a newer minor version of version 7.17. This

upgrade does not cause rebuilding of the search index. No action is required from Alation admins as the version upgrade

happens automatically during the Alation update.

Event Bus Upgrade

The Event Bus component was upgraded to a new minor version of Kafka 3.3 to take advantage of improvements, bug

fixes, and the removal of the Log4j 1 library that was previously reported to contain a security flaw. The newest version

of Kafka uses an alternative Log4j library.

Note: ZooKeeper has been upgraded to a new minor version of version 3.6 as part of the Kafka upgrade.

Lineage V3 is Default

From this release, Lineage V3 becomes the default Lineage service in Alation:

• New installations of Alation version 2022.4 have Lineage V3 enabled by default (alation_conf parameter

lineage-service.enabled is set to True by default).

• The upgrade to 2022.4 does not automatically enable Lineage V3 as this process involves migration of lineage

data. Customers currently using Lineage V2 will remain on V2 after the upgrade to 2022.4.

Higher Version of Docker Compose Required for Alation Analytics

From this release, Alation Analytics requires Docker Compose version 1.27.0. If using Alation Analytics, you’ll need to

upgrade Docker Compose before upgrading the Alation Analytics application. The steps are included into the upgrade

instructions below.
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Update of the Source Field for Dataflow Objects

On instances that use Lineage V3, additional action is required after the update to 2022.4 to add the Source field to

dataflow objects. This action will enable correct filtering by the Source field on Lineage diagrams for dataflow objects

created on versions prior to 2022.4. The corresponding step is included into the update instructions below.

Encryption Security Fix

Version 2022.4.2 includes a security fix that removes a risk identified in the current encryption mechanism. Information

about this risk is available in November 3, 2022 - Encryption Key Reuse Security Advisory available on Alation

Community (requires Community login). On customer-managed instances, additional action is required after the update

as existing data needs to be re-encrypted. The step to perform re-encryption is included in the update instructions below.

3.4.3 Update Alation to 2022.4

Use the steps in this section to update Alation to 2022.4.x from 2022.3.x, 2022.2.x, and 2022.1.x.

Note: If you are updating from releases 2022.1.x or 2022.2.x and skipping releases 2022.2.x and 2022.3.x,

review the information specific to the releases you skip in the corresponding release notes.

• Release Notes 2022.3 (General Availability)

• Release Notes 2022.2 (General Availability)

Step 1: Scan Postgres

We recommend using the scan_postgres action to validate that the internal Postgres database is in a healthy state

before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on a schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs inside the Alation shell to check the Postgres state.

Step 2: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the HA cluster: Update HA Pair Configuration (4.7 and above)
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Step 3: Update Alation Analytics

This step applies if you are using the Alation Analytics application. To update:

1. On the Alation Analytics host, check your Docker Compose version.

docker-compose version

If you are on version below 1.27.0, upgrade Docker Compose. If you already are on version 1.27.0 or

newer, you can proceed to upgrading Alation Analytics.

2. To upgrade Docker Compose:

sudo curl -SL "https://github.com/docker/compose/releases/download/1.27.0/

docker-compose-$(uname -s)-$(uname -m)" -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

sudo ln -sf /usr/local/bin/docker-compose /usr/bin/docker-compose

3. Use the steps in Update Alation Analytics V2 to update Alation Analytics.

Note: The Alation Analytics installer will quit automatically with the message below if Docker

Compose version is older than 1.27.0 and requires an update.

[ ××× Failed ] Checking docker-compose Version.

Failure Reason => You need to have

at least docker-compose version 1.27 or higher to continue

Step 4: Update Alation Connector Manager

This step applies if you are using Open Connector Framework (OCF) and OCF connectors.

Update Alation Connector Manager using the steps in Update Alation Connector Manager.

Step 5: De-duplicate Mixed Case Usernames

This step applies if you have updated Alation from version 2022.1.x or 2022.2.x skipping release 2022.3.

After updating the Alation application, validate that your instance does not have mixed case duplicate usernames. From

2022.3, usernames in Alation are treated as case insensitive. To check for duplicates, run a one-off script on the Alation

server. For information on how to run the script, refer to De-duplicate Mixed Case Usernames.
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Step 6: Run Script to Update Source Field for Dataflow Objects

This step applies if:

• You began using Lineage V3 on a previous version before updating to 2022.4. If you are still using Lineage V2,

you don’t need to perform this step.

In order to enable correct filtering of dataflow objects on Lineage diagrams using the Source filter, Alation provides

a script that populates the Source field for dataflow objects created on previous versions. The script does not require

a downtime or affect user activity in the catalog. You can run it any time after the update to 2022.4. For detailed

information on how to run this script, refer to Update Source Field for Dataflow Objects.

Step 7: Perform Re-encryption

This step applies if you updated Alation from a previous version where the encryption security fix was not available. If

you already performed re-encryption on a previous version, there is no need to do it again and you can skip this step.

After the update to 2022.4.2 or a later version of 2022.4, the existing data on your updated instance needs to be re-

encrypted. Re-encryption will run as a background process and no separate downtime is required. Users can work in

Alation while the re-encryption job is in progress. For re-encryption steps, refer to Re-Encrypt Existing Data.

3.5 Re-Encrypt Existing Data

Customer Managed Applies to customer-managed instances of Alation

Use the steps in this section to re-encrypt existing data after updating Alation to a version that includes the security fix

to the current encryption mechanism. The details of the security risk are available in November 3, 2022 - Encryption

Key Reuse Security Advisory available on Alation Community (requires Community login).

Note: Re-encryption does not require encryption key rotation and will use the existing key with a new

cryptography algorithm.

Re-encryption will happen in the background. As re-encryption is running, the Alation application remains fully

operational. Alation users can work in the data catalog and Compose as they normally would. The new data they

create will be encrypted using the new encryption algorithm. Our testing has not shown any perceptible impact on the

application performance. No separate downtime is required for this action to complete.

Re-encryption includes three main stages:

• Re-encryption of the alation_conf values—This only takes a very short time (seconds) as the target values are

small and there are less than a hundred to re-encrypt.

• Re-encryption of data source credentials—Any credential fields, or fields containing secrets, are re-encrypted.

This part takes a short time as these fields are small and few in number (minutes).

• Re-encryption of table samples and query results—This stage is expected to take the most time, hours to days,

depending on the size of tables:

– rosemeta_tableprofile (stores table samples)

– rosemeta_attributeprofile (stores column samples)

– data_storage_blobaccesspostgres (stores Compose results).

During re-encryption, the tables are updated row by row. Our testing has shown that on a 100 GB Rosemeta,

re-encryption takes about 30 minutes to complete. On a 750 GB Rosemeta, it takes about 13 hours. These numbers

are given here for reference only.
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3.5.1 Prerequisites

Before re-encrypting, ensure that internal Postgres is in a healthy state and that you have enough disk space for this

process.

Scan Postgres

Even if you may have scanned Postgres before updating Alation to 2022.3.10, perform a full Postgres scan again after

the update to validate that the internal Postgres database is in a healthy state before re-encryption. For steps, see How to

Scan Postgres For Corrupted Indexes.

If multiple rows in the tables rosemeta_tableprofile, rosemeta_attributeprofile, and data_storage_-

blobaccesspostgres are corrupted, the re-encryption process will fail. Postgres scan should be able to discover large

corruptions.

If the Postgres scan does not return any errors, continue to the next step. If you discovered corruptions, contact Alation

Support to guide you through the process of removing the corrupted rows.

Estimate Available Disk Space

During re-encryption, we are doing a large series of UPDATE operations on the tables rosemeta_tableprofile,

rosemeta_attributeprofile, and data_storage_blobaccesspostgres. As a result, there will be noticeable

growth in disk usage from Postgres. It is important to ensure that you have enough free disk space for this process.

1. Outside of the Alation shell, check the disk space available on the /DATA disk.

df -h

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Enter the Postgres shell.

alation_psql

4. Run the following query to estimate the minimum space needed for re-encryption:

SELECT pg_size_pretty(pg_total_relation_size('data_storage_

blobaccesspostgres') + pg_total_relation_size('rosemeta_tableprofile') + pg_

total_relation_size('rosemeta_attributeprofile'));

5. Type \q to exit the Postgres shell.

postgres=# \q

6. Compare the result with the space available on /DATA. There should be as much available space as the minimum

required space.

If available space is less than required, provision additional space before running re-encryption. If provisioning more

space is not an option, contact Alation Support for next steps.
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3.5.2 Run Re-encryption

After you have completed the prerequisites, perform re-encryption. In case of the HA pair, run the script on the primary

server.

1. The re-encryption script should be run from the Alation shell. You will need an additional Terminal window

if you want to tail the corresponding log. You can use a terminal multiplexer (such as Screen) to do this if it is

available on your instance.

2. Enter the Alation shell in both Terminal windows.

sudo /etc/init.d/alation shell

3. In the window where you’re tailing the logs, use the following command to tail the logs:

tail -f /opt/alation/site/logs/alation-debug.log

4. In the window where you will run the re-encryption command, switch user to alation.

sudo su alation

5. Run the re-encryption script.

alation_action securely_reencrypt_data

This will kick off a background Celery job keyvault.tasks.re_encryption_task.run_re_-

encryption that re-encrypts the data. This job runs in the Default Celery queue. In the Alation

user interface, in Admin Settings > Monitor > Active Tasks, this task will appear as the run_re_-

encryption task.

When re-encryption is completed, Alation will print the success message to the alation-debug.log

file: Re-encryption completed. Took <. . .> seconds. You can use a command similar to the command

given below to find the message.

grep --after-context=5 --before-context=10 'Re-encryption completed'

alation-debug.log

Important: Re-encryption will fail if there are multiple corrupted rows in any of the three tables we re-encrypt. If there

are only a few corrupted rows, they will be skipped and the re-encryption will continue. After completion, a detailed

report will be printed to the log.

Re-encryption failure does not affect the Alation instance, and users can continue working with the catalog as they

normally would. Contact Alation Support if the operation fails on your instance or if the process discovers corrupted

rows.
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3.6 Update Alation to 2022.3

Customer Managed Applies to customer-managed instances of Alation

3.6.1 2022.3 Update Version Dependencies

Alation supports a direct update to version 2022.3 from the following previous versions:

• 2022.2.x

• 2022.1.x

• 2021.4.x

3.6.2 Version 2021.3.x and Older

Direct update to 2022.3 is not supported from version 2021.3 and older versions. First, update Alation to a version that

supports the update to 2022.3 and then perform a second update to 2022.3. Use the update instructions specific to your

release.

3.6.3 2022.3 Release-Specific Information

Postgres Upgrade

The internal Alation server database (Postgres) was updated from version 13.1 to version 13.6. No manual actions are

required from Alation admins as the database version upgrade happens automatically during the Alation application

update.

Elasticsearch Upgrade

The Elasticsearch component of the Alation application was updated to a newer minor version of version 7.17. No

manual actions are required from Alation admins as the version upgrade happens automatically during the Alation

update.

Case Insensitive Usernames

From version 2022.3, usernames in Alation become case insensitive. This means that usernames differing only in the

use of the uppercase or lowercase letters are now considered identical. For example, usernames john.doe and John.Doe

are considered identical usernames. The switch-over between case sensitive and case insensitive usernames happens

during the update to 2022.3.

With 2022.3, Alation provides a special script for you to ensure there are no duplicate usernames on your instance. The

information about the script is included into the update steps below in this guide.

Note:

1. After the update to 2022.3, users will not be able to log in using any of the duplicate usernames. For

users to log in, an admin has to de-duplicate their usernames using the script.
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2. If for some reason you want to allow case sensitive usernames, you can explicitly enable username

case sensitivity on your instance. After the update, set the alation_conf flag enable_username_-

case_insensitivity to False to allow case sensitive usernames. On how to use alation_conf,

see Using alation_conf .

Alation Server Runs on UTC

The Alation server now runs on UTC. Previously, some of the log files, such as alation-backup.log, used PDT to capture

the logs. From this release, the server captures all logs on UTC. The catalog users will continue scheduling extraction,

ingestion, queries, and other scheduled processes as before using their local time zone. The server uses the UTC offset

to run the jobs on the set schedules.

User Interface for Authentication to Data Sources

In 2022.3, we added a user interface for the configuration of authentication to data sources that goes through AuthService.

It is now possible to create AWS, OAuth, and Azure Key Vault plug-in configuration objects in Alation. If you previously

set up such configurations on the backend of your Alation instance, they will become viewable in Admin Settings >

Authentication > Data Source Authentication Configuration Methods.

Note: The full list of new features is available in Release Notes 2022.3 (General Availability).

Job Schedule Fix

In the 2022.3 release, we introduced a bug that caused the schedule for certain jobs to be shifted eight hours earlier. See

Fix Job Schedules after 2022.3 Upgrade for details on how to fix the issue.

3.6.4 Update Alation from 2022.1.x and 2022.2.x to 2022.3

Step 1: Scan Postgres

We recommend using the scan_postgres action to validate that the internal Postgres database is in a healthy state

before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on a schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs inside the Alation shell to check the Postgres state.

Step 2: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the HA cluster: Update HA Pair Configuration (4.7 and above)
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Step 3: Update Alation Analytics V2

Use the steps in Update Alation Analytics V2 to update Alation Analytics V2.

Step 4: Update Alation Connector Manager

Update Alation Connector Manager using the steps in Update Alation Connector Manager.

Step 5: De-duplicate Mixed Case Usernames

After updating the Alation application, validate that your instance does not have mixed case duplicate usernames. From

2022.3, usernames in Alation are treated as case insensitive. To check for duplicates, run a one-off script on the Alation

server. For information on how to run the script, refer to De-duplicate Mixed Case Usernames.

3.6.5 Update Alation from 2021.4.x to 2022.3

This update path skips releases 2022.1 and 2022.2. Release 2022.1 includes a number of important changes. Make

sure to review the information specific to release 2022.1 and the release notes for 2022.2 to inform yourself on the new

features in these releases.

• 2022.1 Release-Specific Information

• 2022.2 Release Notes

To update Alation:

Step 1: Scan Postgres

We recommend using the scan_postgres action to validate that the internal Postgres database is in a healthy state

before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on a schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs inside the Alation shell to check the Postgres state.

Step 2: Update the Value of Parameter elasticsearch.env.es_java_opts

Perform this step if you are updating from a version of 2021.1 that is older than 2021.4.4. If you are updating from

2021.4.4 or a newer patch of 2021.1 and have already done this, skip this step. You may have previously changed

the value of the alation_conf parameter elasticsearch.env.es_java_opts based on the recommendation in

the initial Log4j 2 Security Advisory from December 10, 2021. Before updating Alation, clear the value -Dlog4j2.

formatMsgNoLookups=true from elasticsearch.env.es_java_opts and set a new value. See instructions in

Validating the Value of Parameter elasticsearch.env.es_java_opts to set the required value.
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Step 3: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the HA cluster: Update HA Pair Configuration (4.7 and above)

Step 4: Update Alation Analytics V2

Use the steps in Update Alation Analytics V2 to update Alation Analytics V2.

Step 5: Reset the ETL Checkpoints for Users on Alation Analytics

After updating Alation Analytics, reset the ETL checkpoint for user data to reconcile the existing records due to a fix to

the extraction query from the public.users table. This step applies if you are updating from a 2022.1.x version older

than 2022.1.4 or a 2021.4.x version older than 2021.4.10. See Resetting ETL Checkpoint for User Data.

Step 6: Update Alation Connector Manager

Update Alation Connector Manager using the steps in Update Alation Connector Manager.

Step 7: De-duplicate Mixed Case Usernames

After updating the Alation application, validate that your instance does not have mixed case duplicate usernames. From

2022.3, usernames in Alation are treated as case insensitive. To check for duplicates, run a one-off script on the Alation

server. For information on how to run the script, refer to De-duplicate Mixed Case Usernames.

3.7 De-duplicate Mixed Case Usernames

Customer Managed Applies to customer-managed instances of Alation

Applies to version 2022.3

From version 2022.3, Alation ends support for case sensitive usernames. All usernames are treated as case insensitive.

For example, usernames like Alvin.Lucas@alationcatalog.com and alvin.lucas@alationcatalog.com are considered

identical usernames.

Note: In releases prior to 2022.3, case sensitive usernames were supported. Usernames differing in the use of lowercase

or uppercase letters were considered different usernames. For example, usernames like Alvin.Lucas@alationcatalog.com

and alvin.lucas@alationcatalog.com were considered two different usernames.

After updating the Alation application to 2022.3, make sure that your Alation instance does not have any duplicate

mixed case usernames created in previous releases. Note that the owner of the duplicate accounts will not be able to log

in until their accounts are de-duplicated.

Alation provides two ways to facilitate the process of finding and suspending duplicate user accounts:
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• In release 2022.4.3, Alation provides API endpoints that can be used by Server Admins for both on-premise and

Alation Cloud Service instances of Alation.

• In release 2022.3, Alation provides a one-off script that can be used by an admin with backend access to on-premise

installations of Alation.

In both cases, the overall process for de-duplicating mixed case usernames is:

1. The script or the API endpoint creates a list of all usernames that are duplicates from the standpoint of case

sensitivity. The list is provided in CSV format.

2. You edit the CSV file to specify which usernames should be retained or suspended.

Note: If you’re running the script, you’ll have the option to pause the script while you edit the CSV file or exit

the script and re-initiate it after you’ve edited the CSV file.

3. The script or the API endpoint processes the edited CSV file and suspends the user accounts you specified.

This process is described in detail below.

3.7.1 Use the API to De-Duplicate Usernames

In release 2022.4.3, a Server Admin for both on-premise and Alation Cloud Service instances of Alation can use APIs

to de-duplicate mixed case usernames. To use Alation APIs, you must first generate a Refresh Token and an Access

Token. If you need help generating your tokens, see Generate Tokens for the Alation API.

Step 1: Download a List of Duplicate Usernames

To start, you need to use the API to generate a CSV file containing any duplicate usernames.

1. Make a GET request to /integration/v1/generate_dup_users_accts_csv_file/ to download a CSV

file containing duplicate usernames. You can use the documentation for this endpoint on Alation’s Developer

Portal for help constructing the request.

As an example, the following code shows the GET request with curl. You would have to replace {YOUR_ALATION_-

DOMAIN} with the URL of your Alation instance and {YOUR_ACCESS_TOKEN} with your personal API access

token.

curl --request GET \

--url https://{YOUR_ALATION_DOMAIN}/integration/v1/generate_dup_users_accts_csv_

file/ \

--header 'accept: application/json'\

--header 'TOKEN: {YOUR_ACCESS_TOKEN}'

2. If no mixed case duplicates are found, you will get a 200 Success response.

If any mixed case duplicates are found, the response will include the list of usernames in CSV format. Depending

on your environment and how you make the API request, the list may be provided in different ways, for example:

• The list may be downloaded to your computer as a CSV file.

• Each row may be printed to the screen as a comma separated string. You would need to copy the rows into a

file and save the file to your computer so you can edit it.
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Step 2: Edit the CSV File

The prior step results in a CSV file containing duplicate usernames. You need to edit the file to indicate which usernames

to retain or suspend.

To edit the file:

1. Open the file in an editor of your choice. For example, if you prefer to edit it directly in the Terminal, open a new

Terminal window, enter the Alation shell, go to /data1/tmp and use the vi editor to open the file.

The screenshot below shows an example of a file generated by the script.

The file contains mixed case duplicate usernames organized by group. Each group has a numeric ID and includes

usernames that only differ in the use of uppercase and lowercase letters.

The file includes the following columns:

• SN – Serial number of a record in the file.

• Username – Username of the Alation user.

• Email – Email of the Alation users.

• Action – Specifies the action to take on this row. The initial value is RETAIN/SUSPEND.

• Group – ID of a group (set of users who have duplicate case insensitive usernames).

2. For each group of the duplicates, you need to specify which username to retain and which usernames to suspend

to eliminate the duplicates. You only need to edit the Action values.

• Use RETAIN for the username to retain. In each group of duplicating usernames, you can only retain one

username.

• Use SUSPEND for the duplicate usernames. The duplicate usernames will be suspended.

The screenshot below shows an example of an edited file.

3. Save the changes.

Step 3: Upload the CSV File via API

You will now use the API to upload the edited CSV file to Alation. Once the file has been uploaded, Alation will suspend

the accounts you indicated in the file.

1. Make a POST request to /integration/v1/remove_dup_users_accts/ to upload your edited CSV file. You

can use the documentation for this endpoint on Alation’s Developer Portal for help constructing the request.

As an example, the following code shows the POST request with curl. You would have to replace {YOUR_-

ALATION_DOMAIN} with the URL of your Alation instance, {YOUR_ACCESS_TOKEN} with your personal API

access token, and {YOUR_CSV_FILE} with the name and path of your edited CSV file.
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curl --request POST \

--url https://{YOUR_ALATION_DOMAIN}/integration/v1/remove_dup_users_accts/ \

--header 'accept: application/json'\

--header 'content-type: multipart/form-data'\

--header 'TOKEN: {YOUR_ACCESS_TOKEN}'\

--form csv_file=@{YOUR_CSV_FILE}.csv

2. The duplicate accounts will be suspended according to the edits you made in the CSV file. Note that the suspended

usernames will be changed to the following format: <username>_uis_suspend_<uuid4>, for example: Alvin.

Lucas@alationcatalog.com_uis_suspend_26b6052-f2e7-4976-ac21-e1ac15993.

3. Assuming the POST request worked, you will get a success message confirming that the duplicate user accounts

have been suspended.

3.7.2 Use the Script to De-Duplicate Usernames

In release 2022.3, an admin with backend access to an on-premise Alation server can use a script to de-duplicate mixed

case usernames. Follow the instructions below to use the script.

Step 1: Generate a List of Duplicate Usernames

Initially, run the script to generate a list of duplicate usernames. To run the script:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Change the user to alation.

sudo su alation

4. Go to /opt/alation/django.

cd /opt/alation/django

5. Run the script with the following command:

python ./rosemeta/one_off_scripts/generate_and_remove_dup_user_accounts_with_mixed_

case.pyc

6. The output will contain a prompt to specify one of the three options:

• G or g – Generate a CSV file listing the duplicate user accounts with mixed case usernames.

• U or u – Specify the CSV file name which will be used to update the user accounts.

• T or t – Terminate and exit.

Type G or g and press Enter to generate the list of duplicate usernames.

7. The script will analyze the usernames on your instance. If any mixed case duplicates are found, it will generate a

CSV file in the directory /data1/tmp/ inside the Alation chroot. If no duplicates are found, you’ll see the message

No duplicate user accounts with mixed case usernames. In the latter case, no further action is required.
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8. If the script identifies some duplicate accounts and generates a CSV file, you’ll see a message similar to the follow-

ing: Unique file generated with name: /data1/tmp/duplicate_users_926b6052-f2e7-4976-ac21-e1ac15993aa3.csv.

9. The script will display the editing instructions for the generated file and the prompt Please provide confirmation

that the file is updated appropriately? [Y/n]. You can leave the script waiting for the input and edit the file right

now in a separate Terminal window (or using other tools) and then return to the window with the script and

continue.

Alternatively, you can type n to exit the script, take as much time as needed to edit the CSV file, and then rerun the

script with the U (update) option.

10. If you chose to exit from the script, exit from the user alation:

exit

11. Exit from the Alation shell:

exit

Step 2: Edit the CSV File

The script generates a CSV file with a name similar to duplicate_users_926b6052-f2e7-4976-ac21-e1ac15993aa3.csv

in the directory /data1/tmp.

To edit the file:

1. Open the file in an editor of your choice. For example, if you prefer to edit it directly in the Terminal, open a new

Terminal window, enter the Alation shell, go to /data1/tmp and use the vi editor to open the file.

The screenshot below shows an example of a file generated by the script.

The file contains mixed case duplicate usernames organized by group. Each group has a numeric ID and includes

usernames that only differ in the use of uppercase and lowercase letters.

The file includes the following columns:

• SN – Serial number of a record in the file.

• Username – Username of the Alation user.

• Email – Email of the Alation users.

• Action – Specifies the action to take on this row. The initial value is RETAIN/SUSPEND.

• Group – ID of a group (set of users who have duplicate case insensitive usernames).

2. For each group of the duplicates, you need to specify which username to retain and which usernames to suspend

to eliminate the duplicates. You only need to edit the Action values.

• Use RETAIN for the username to retain. In each group of duplicating usernames, you can only retain one

username.

• Use SUSPEND for the duplicate usernames. The duplicate usernames will be suspended.

The screenshot below shows an example of an edited file.
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3. Save the changes.

4. If you were editing the file outside of the Alation server, copy the updated file to /data1/tmp inside the Alation

chroot to make it available to the script.

Step 3: Update the User Accounts

Use the appropriate set of steps depending on whether or not you previously exited from the script.

Script is Waiting for Input

If you still have the Terminal window with the script waiting for your input:

1. Go back to the Terminal window that has the script in progress. The last prompt says: Please provide confirmation

that the file is updated appropriately? [Y/n].

2. Type Y in response to the last prompt.

3. The script will suspend the duplicate accounts according to the edits you made in the CSV file. Note that the

suspended accounts will be changed to the following format: <username>_uis_suspend_<uuid4>, for example:

Alvin.Lucas@alationcatalog.com_uis_suspend_26b6052-f2e7-4976-ac21-e1ac15993.

4. Wait for the success message that will be similar to the following:

Total number of users got updated with temp username and suspended: 2

Successfully completed.

5. If you have no other tasks in the Alation shell, exit the shell.

exit

The screenshot below illustrates this scenario:
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Script Has Been Exited

Run the script again, choosing the U option when prompted:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Change the user to alation.

sudo su alation

4. Go to /opt/alation/django.

cd /opt/alation/django

5. Run the script with the following command:

python ./rosemeta/one_off_scripts/generate_and_remove_dup_user_accounts_with_mixed_

case.pyc

6. When prompted, provide the U option. This option is for updating the usernames after editing the file.

7. The duplicate accounts will be suspended according to the edits you made in the CSV file. Note that the suspended

usernames will be changed to the following format: <username>_uis_suspend_<uuid4>, for example: Alvin.

Lucas@alationcatalog.com_uis_suspend_26b6052-f2e7-4976-ac21-e1ac15993.

8. Wait for the success message.

9. If you have no other tasks in the Alation shell, exit the shell.

exit

3.8 Update Source Field for Dataflow Objects

Customer Managed Applies to customer-managed instances of Alation

Perform these steps to add and populate the Source field for dataflow objects after updating Alation to 2022.4.

This action applies if you enabled Lineage V3 prior to 2022.4. Running the script described below is required to ensure

the correct filtering of dataflow objects using the Source filter on Lineage diagrams.

Note: In version 2022.4, Lineage graphs can be filtered by the data source from which they were generated

using the Source field on dataflow objects. For the filtering to work correctly, this field must have a value.

This script populates the Source field for dataflow objects created on versions before 2022.4 where this

field was not populated.

In version 2023.1.6, this script has been updated to fix an issue where group IDs were not created for certain

link types. When updating to version 2023.1.6, you should check if using this script is required.

On the HA pair, run the script on the primary server.
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3.8.1 Prerequisites

Determine Which Lineage Service You Are Using

If you are not sure which Lineage service is in use on your instance, you can check it in the following way.

1. Use SSH to connect to the server and enter the Alation shell.

sudo /etc/init.d/alation shell

2. From the Alation shell, check if Lineage V3 is in use.

alation_conf lineage-service.enabled

This command should return the value True.

lineage-service.enabled = True

If this check returns False, you are not using Lineage V3. Do not proceed with the script as it does

not apply to your instance.

Check if Using this Script is Required

If you are using Lineage V3, check if you have dataflow objects where the Source field is not populated. If you do,

proceed with the script. If you don’t, there is no need to run this script on your instance.

1. From the Alation shell, enter the Postgres shell.

alation_psql

2. Run the following queries:

SELECT count(*) FROM object_lineage_dataflow WHERE lineage_source_group_id

IS NULL;

\c lineage

SELECT count(fp) FROM vertex WHERE is_temp=false and (agreegate_dataflow_fp

<> '') IS TRUE and group_id IS NULL;

If any of the values returned is not zero, run the script using the steps in Script Usage below.

3. Exit the Postgres shell.

\q

3.8.2 Script Usage

The script should be run from the Alation shell.

1. Ensure that the Lineage V3 service is in a healthy state.

alation_supervisor status lineage

This command should return the status RUNNING.
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lineage RUNNING pid 1184, uptime 5 days, 19:10:35

2. Check that the Event Bus is running.

alation_supervisor status event-bus:*

This command should return the status RUNNING:

event-bus:kafka-server RUNNING pid 1128, uptime 5 days, 19:11:05

event-bus:zookeeper-server RUNNING pid 1127, uptime 5 days, 19:11:05

3. Enter the Django shell.

alation_django_shell

4. Ensure that the Event Bus is consuming published messages.

from alation_event_bus_utils import check_event_bus

check_event_bus()

The command should return success:

Out[1]: {'success': 'Successfully published and consumed a message'}

Note:

If you see errors like an example below, do not proceed and contact Alation Support.

Example error:

%3|1668643409.805|FAIL|rdkafka#producer-1| [thrd:localhost:9092/bootstrap]:

localhost:9092/bootstrap: Connect to ipv4#127.0.0.1:9092 failed:

Connection refused (after 0ms in state CONNECT)

5. If all the previous checks are successful, run the script:

from rosemeta.tasks.migrations import deferred_lineage_group_sync

deferred_lineage_group_sync.delay()

The script creates a background job deferred_lineage_group_sync that can be monitored in Ad-

min Settings > Monitor > Active Tasks. When the job finishes running, the status of the corresponding

task will change to Completed.

The script will add the Source field to dataflow objects which have the source information in the

corresponding lineage link and where the source nodes are not of type external or dataflow_-

component.

6. Exit the Django shell.

exit
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3.8.3 Log Location

The logs are written to celery-lineagepublishing_error.log and lineage_error.log in /opt/alation/site/logs

inside the Alation shell. You can use grep to view logs for the rosemeta.tasks.migrations.deferred_lineage_-

group_sync task.

cat /opt/alation/site/logs/celery-lineagepublishing_error.log | grep rosemeta.tasks.

migrations.deferred_lineage_group_sync

Example output that indicates success:

"message": "Task rosemeta.tasks.migrations.deferred_lineage_group_sync[c43d9fd7-0080-

4892-bc45-ea818ddda2d6] succeeded in 0.3742910510045476s: None"

If the script fails, the log will capture the “failed” state. Contact Alation Support if the script results in a failure.

3.8.4 Validate Success

After the deferred_lineage_group_sync task completes, validate the success as follows:

1. From the Alation shell, enter the Postgres shell.

alation_psql

2. The migration has succeeded when the SQL query below shows a count of zero:

\c lineage

SELECT count(fp) FROM vertex WHERE is_temp=false and (agreegate_dataflow_fp

<> '') IS TRUE and group_id IS NULL;

By the time these verification queries are run, there may be more groups created in the lineage

database than in rosemeta. This is expected and not an issue.

Contact Alation Support if the count in the lineage database is less than the count in rosemeta.

3. Exit the Postgres shell.

\q

4. Exit the Alation shell.

exit

3.9 Update Alation to 2022.2

Customer Managed Applies to customer-managed instances of Alation
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3.9.1 2022.2 Update Version Dependencies

Alation supports a direct update to version 2022.2 from the following previous versions:

• 2022.1.x

• 2021.4.x

• 2021.3.x

Version 2021.2.x and Older

Direct update to 2022.2 is not supported from version 2021.2 and older versions.

First, update Alation to a version that supports the update to 2022.2 and then perform a second update to 2022.2.

Use the update instructions specific to your release.

3.9.2 2022.2 Release-Specific Information

Elasticsearch Upgrade

The Elasticsearch component of the Alation application has been updated to version 7.17, which further mitigates the

Log4j 2 vulnerabilities discovered in December 2021.

The Elasticsearch upgrade happens automatically during the update. No manual action is required from Alation admins.

Note: The full list of new features is available in Release Notes 2022.2 (General Availability).

3.9.3 Update Alation from 2022.1.x to 2022.2

STEP 1: Scan Postgres

We recommend using the scan_postgres action to validate that the internal Postgres database is in a healthy state

before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on a schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs inside the Alation shell to check the Postgres status.

Step 2: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)
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STEP 3: Update Alation Analytics V2

Use Update Alation Analytics V2 to update Alation Analytics V2.

Important: If you updated Alation from version 2022.1 GA, 2022.1.1, or 2022.1.2, you need to reset the

ETL checkpoint for user data in Alation Analytics to reconcile the existing records. See Resetting ETL

Checkpoint for User Data.

If you updated from 2022.1.4 or a later patch version of 2022.1 and had already reset this ETL checkpoint

previously, you do not need to do this again. This additional step only applies to updates from 2022.1 GA,

2022.1.1, or 2022.1.2.

STEP 4: Update Alation Connector Manager

Update Alation Connector Manager, using the steps in Update Alation Connector Manager.

3.9.4 Update Alation from 2021.4.x to 2022.2

This update path skips release 2022.1 that includes a number of important changes. Make sure to review the information

specific to 2022.1.

• 2022.1 Release-Specific Information

To update Alation:

STEP 1: Scan Postgres

We recommend to use the scan_postgres action to validate that the internal Postgres database is in a healthy state

before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs inside the Alation shell to check the Postgres status.

STEP 2: Update the Value of Parameter elasticsearch.env.es_java_opts

Perform this step if you are updating from a version before 2021.4.4.

You may have previously changed the value of the alation_conf parameter elasticsearch.env.es_java_opts

based on the recommendation in the Log4j 2 Security Advisory from December 10, 2021. Before updating Alation,

clear the value -Dlog4j2.formatMsgNoLookups=true from elasticsearch.env.es_java_opts and set a new

value. Follow instructions in Validating the Value of Parameter elasticsearch.env.es_java_opts to set the required value.

508 Chapter 3. Update Alation



Alation User Guide

STEP 3: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)

STEP 4: Update Alation Analytics V2

Perform this step if Alation Analytics V2 is in use on your instance.

Use Update Alation Analytics V2 to update Alation Analytics V2.

STEP 5: Reset the ETL Checkpoint on Alation Analytics

If you have updated from a version before 2021.4.10, perform this additional step after updating Alation Analytics. Reset

the ETL checkpoint for user data to reconcile the existing records in Alation Analytics. See Resetting ETL Checkpoint

for User Data.

STEP 6: Update Alation Connector Manager

This step is mandatory if OCF components are installed on your instance. Use the steps in Update Alation Connector

Manager to update it.

3.9.5 Update Alation from 2021.3.x to 2022.2

This update path skips releases 2021.4 and 2022.1 that include a number of important changes. Make sure to review the

information specific to the releases you skip. A number of additional steps and checks are required for this upgrade path

(described below).

• 2022.1 Release-Specific Information

• 2021.4 Release-Specific Information

To update Alation:

STEP 1: Scan Postgres

We recommend to use the scan_postgres action to validate that the internal Postgres database is in a healthy state

before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs inside the Alation shell to check the Postgres status.
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STEP 2: Update the Value of Parameter elasticsearch.env.es_java_opts

Perform this step if you have previously changed the value of the alation_conf parameter elasticsearch.env.es_-

java_opts based on recommendations in the initial Log4j 2 Security Advisory from December 10, 2021. Before

updating Alation, clear the value -Dlog4j2.formatMsgNoLookups=true from elasticsearch.env.es_java_-

opts and set a new value. Follow instructions in Validating the Value of Parameter elasticsearch.env.es_java_opts to

set the required value.

STEP 3: Check Space in the Alation Analytics V2 Installation Directory

Perform this step if Alation Analytics V2 is in use on your instance. If not, you can skip this step.

When Alation Analytics is updated, the Alation Analytics V2 Postgres database is going to be upgraded to version 13.1.

On the Alation Analytics V2 host, check the disk space usage. There must be >= 50% free disk space available for the

Alation Analytics V2 Postgres upgrade to succeed.

To check the currently available disk space, on the host:

1. Change to root user:

sudo -i

2. Run the disk space check:

df -h <path/to/AlationAnalyticsV2/installation/directory>

STEP 4: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)

STEP 5: Update Alation Analytics V2

Perform this step if Alation Analytics V2 is in use on your instance. Note that during this update, the Alation Analytics

V2 database version will be automatically updated to version 13.1. At least 50% disk space must be available on the

host to successfully upgrade the Alation Analytics V2 database.

Important: During the Alation Analytics update, the updater will prompt the admin to provide a custom

location to store the PostgreSQL dump that is created during the database upgrade. The default directory is

/tmp, with the default size of 8 GB.

Use the steps in Update Alation Analytics V2.

Related topic: Troubleshooting Alation Analytics V2 Upgrade to 2021.4.
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STEP 6: Reset the ETL Checkpoint on Alation Analytics

After updating Alation Analytics, admins need to reset the ETL checkpoint for user data to reconcile the existing records.

See Resetting ETL Checkpoint for User Data.

STEP 7: Update Alation Connector Manager

This step is mandatory if OCF components are installed on your instance. Use the steps in Update Alation Connector

Manager to update it.

STEP 8: Review Backup and Restore Process

On the changes to the Backup and Restore process from version 2021.4, see: Versions 2021.4 - 2022.4.

3.10 Update Alation to 2022.1

Customer Managed Applies to customer-managed instances of Alation

3.10.1 2022.1 Update Version Dependencies

Alation supports a direct update to version 2022.1 from the following previous versions:

• 2021.4.x

• 2021.3.x

• 2021.2.x

Version 2021.1.x and Older

Direct update to 2022.1 is not supported from version 2021.1 and older versions. First, update Alation to a version that

supports the update to 2022.1 and then perform a second update to 2022.1. Use the update instructions specific to your

release.

3.10.2 2022.1 Release-Specific Information

Note: More information about new features is available in Release Notes 2022.1 (Limited Availability).
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Log4j 2 Vulnerability Mitigation

Elasticsearch upgrade

The Elasticsearch component has been updated to version 7.16 to mitigate the Log4j 2 vulnerabilities discovered in

December 2021. The Elasticsearch upgrade happens automatically during the update. No manual action is required

from Alation admins.

Security update for the Hive connector

2022.1 addresses the potential Log4j 2 vulnerability CVE-2021-44832 in the code of the Alation Hive Connector. The

Log4j 2 components of the Hive connector have been updated to a newer version, where this vulnerability is not present.

Built-in Driver Upgrades

• The built-in driver for DB2 was upgraded to version 11.5

• The built-in driver for Presto has been updated to version 0.265.1

Viewer Role Enforcement Enabled by Default

From 2022.1, the Viewer role enforcement is enabled by default. Previously, the default value of the feature flag

alation.feature_flags.enable_permissions_middleware_featurewas False, which meant that the Viewer

role restrictions were not enforced. Without enforcement, the Composer, Steward, and Viewer roles had the same level

of access. Now, the default value of this flag equals True. This affects instances where the Viewer role was not enforced

before updating to 2022.1: after the update, the access level of the Viewer role will be noticeably restricted.

In order to go back to the previous access level for Viewers, you can either set this flag back to False after the upgrade

or assign higher roles to the users who require more permissions than granted by the Viewer role.

Update Known Issue

If you have a password set on the internal PostgreSQL database (Rosemeta), the update to 2022.1 will result in an error:

Password for user alation: psql: fe_sendauth: no password supplied ERROR: Cannot upgrade alation.

The update to 2022.1 requires that the password on the internal PostgreSQL database should be cleared for the time of

the update. The password needs to be set again after the update. To set or clear the Postgres password, see Set Password

for Internal PostgreSQL Instances.

3.10.3 Entity ID Check

This check is relevant if your Alation application uses SAML authentication.

If not, you can skip this check.

In 2022.1, Alation upgraded an internal SAML-related library to a newer version. This version enforces the match

between the Entity ID value set in Alation and the Audience Restriction value in the SAML response from the IdP.

As the result of this enforcement, users may not be able to log in to Alation after the update to 2022.1 if the Entity ID

value in Alation and the Audience Restriction value in the IdP do not match. Alation recommends checking these

values before updating.

To check the values:
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1. SSH to your Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Run the following command to view the current Entity ID value:

alation_conf alation.authentication.saml.entity_id

4. Check the Audience Restriction value in the IdP. Note that this property may be named differently depending on

the IdP. For example, this can be Audience URI or SP Entity ID. The value should match the Entity ID value in

Alation.

5. If the values do not match, update the value in the IdP or in Alation.

Updating Entity ID

If you choose to update the value in Alation, follow these steps:

1. Use the following command in the Alation shell to update the value:

alation_conf alation.authentication.saml.entity_id -s <value>

Example:

alation_conf alation.authentication.saml.entity_id -s http://alation.com/

2. In version 2021.4, no restart is required. In versions 2021.3 and 2021.2, restart the Web component:

alation_supervisor restart web:*

3.10.4 Update Alation from 2021.4.x to 2022.1

STEP 1: Scan Postgres

Alation recommends using the scan_postgres action to validate that the internal Postgres database is in a healthy

state before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on a schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs (path inside the Alation shell) for Postgres state.

STEP 2: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)
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STEP 3: Update Alation Analytics V2

This step applies if Alation Analytcs V2 is in use on your instance.

Use Update Alation Analytics V2 to update Alation Analytics V2.

Alation Connector Manager

Update of Alation Connector Manager is not required.

3.10.5 Update Alation from 2021.3.x to 2022.1

This update path skips release 2021.4 that includes a number of important changes. Make sure to review the information

specific to 2021.4:

• 2021.4 Release-Specific Information

To update Alation:

STEP 1: Scan Postgres

Alation recommends using the scan_postgres action to validate that the internal Postgres database is in a healthy

state before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on a schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs (path inside the Alation shell) for Postgres state.

STEP 2: Update the Value of Parameter elasticsearch.env.es_java_opts

Perform this step if you have previously changed the value of the alation_conf parameter elasticsearch.env.es_-

java_opts based on recommendations in the initial Log4j 2 Security Advisory from December 10, 2021. Before

updating Alation, clear the value -Dlog4j2.formatMsgNoLookups=true from elasticsearch.env.es_java_-

opts and set a new value. Follow instructions in Validating the Value of Parameter elasticsearch.env.es_java_opts to

set the required value.

STEP 3: Check Space in the Alation Analytics V2 Installation Directory

Perform this step if Alation Analytics V2 is in use on your instance. If not, you can skip this step.

On the Alation Analytics V2 host, check the disk space usage. There must be >= 50% free disk space available for the

Alation Analytics V2 Postgres upgrade to succeed.

To check the currently available disk space, on the host:

1. Change to root user:

sudo -i

2. Run the disk space check:

df -h <path/to/AlationAnalyticsV2/installation/directory>
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STEP 4: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)

STEP 5: Update Alation Analytics V2

Perform this step if Alation Analytics V2 is in use on your instance.

Important: At least 50% disk space must be available on the host to successfully upgrade the Alation

Analytics V2 database.

Use the steps in Update Alation Analytics V2 to update Alation Analytics V2. Note that during this update, the Alation

Analytics V2 database version will be automatically updated to version 13.1.

Related topic: Troubleshooting Alation Analytics V2 Upgrade to 2021.4

STEP 6: Update Alation Connector Manager

This step is mandatory if OCF components are installed on your instance. Use the steps in Update Alation Connector

Manager to update it.

STEP 7: Review Backup and Restore Process

On the changes to the Backup and Restore process in 2021.4, see: Versions 2021.4 - 2022.4.

3.10.6 Update Alation from 2021.2.x to 2022.1

This update path skips releases 2021.4 and 2021.3 that include a number of important changes. Make sure to review the

information specific to the release you skip.

• 2021.4 Release-Specific Information.

• 2021.3 Release-Specific Information.

To update Alation:
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STEP 1: Scan Postgres

Alation recommends using the scan_postgres action to validate that the internal Postgres database is in a healthy

state before the update. For steps, see How to Scan Postgres for Corrupted Indexes.

Note: If in your instance the Postgres scan runs on a schedule, you can check the scan-postgres.log file in

/opt/alation/site/logs (path inside the Alation shell) for Postgres state.

STEP 2: Update the Value of Parameter elasticsearch.env.es_java_opts

Perform this step if you have previously changed the value of the alation_conf parameter elasticsearch.env.es_-

java_opts based on recommendations in the initial Log4j 2 Security Advisory from December 10, 2021. Before

updating Alation, clear the value -Dlog4j2.formatMsgNoLookups=true from elasticsearch.env.es_java_-

opts and set a new value. Follow instructions in Validating the Value of Parameter elasticsearch.env.es_java_opts to

set the required value.

STEP 3: Prepare for Postgres Upgrade

See Prepare for Postgres Upgrade in the update instructions for 2021.3.

STEP 4: Check Space in the Alation Analytics V2 Installation Directory

Perform this step if Alation Analytics V2 is in use on your instance. If not, you can skip this step.

On the Alation Analytics V2 host, check the disk space usage. There must be >= 50% free disk space available for the

Alation Analytics V2 Postgres upgrade to succeed.

To check the currently available disk space, on the host:

1. Change to root user:

sudo -i

2. Run the disk space check:

df -h <path/to/AlationAnalyticsV2/installation/directory>

STEP 5: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)
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STEP 6: Verify the Postgres Version

After the Alation update is completed, ensure that Postgres has been successfully upgraded by running the command

given below from the Alation shell. This command should return the updated version of PostgreSQL: 13.1:

alation_psql

If the command returns 2 versions:

psql (13.1, server 9.6.13)

this means Postgres upgrade did not happen on your instance. Run the Postgres upgrade command manually from the

Alation shell:

alation_action upgrade_postgres

Ensure there are no errors in the Alation UI after the upgrade by performing some basic post-upgrade testing.

STEP 7: Update Alation Analytics V2

Perform this step if Alation Analytics V2 is in use on your instance.

Important: At least 50% disk space must be available on the host to successfully upgrade the Alation

Analytics V2 database.

Use the steps in Update Alation Analytics V2 to update Alation Analytics V2. Note that during this update, the Alation

Analytics V2 database version will be automatically updated to version 13.1.

Related topic: Troubleshooting Alation Analytics V2 Upgrade to 2021.4

STEP 8: Update Alation Connector Manager

This step is mandatory if OCF components are installed on your instance. Use the steps in Update Alation Connector

Manager to update it.

STEP 9: Review Backup and Restore Process

On the changes to the Backup and Restore process from version 2021.4, see: ref:Backup20214.

STEP 10: Create a Backup of the Updated Instance

Backups created on Postgres 9.6 are not compatible with 2022.1 after Postgres upgrade to 13.1. You need to take a full

new backup of your system after updating all components to 2021.4.

Create a full backup using the steps in Create a Backup of the Updated Instance. Note that an incremental backup will

fail. The first backup after the update should be a full backup.
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3.11 Resetting ETL Checkpoint for User Data

Customer Managed Applies to customer-managed instances of Alation

Use the steps below to reset the ETL checkpoint for user data in Alation Analytics V2 after updating Alation to:

• 2022.1.4 (or a later patch release of 2022.1 if 2022.1.4 is skipped)

• 2021.4.10 (or a later patch release of 2021.4 if 2021.4.10 is skipped)

These steps require SSH access to the Alation server.

1. Alation provides a script for resetting the user ETL checkpoint. Download the Zip file with the script from Alation

Community: Reset ETL checkpoint for users in Alation Analytics V2 (requires login to Community).

2. Extract the script file reset_checkpoint_for_user.py.

3. Copy the script file to the Alation server. Initially, you can place it into the /tmp directory on the host.

4. Use SSH to connect to the Alation server.

5. Copy the reset_checkpoint_for_user.py file to the /tmp directory inside the Alation chroot. For example, if you

have it in the /tmp directory on the host, then copy it to the /tmp directory at /opt/alation/alation/data2/tmp/.

sudo cp /tmp/reset_checkpoint_for_user.py /opt/alation/alation/data2/tmp/

6. Enter the Alation shell:

sudo /etc/init.d/alation shell

7. Change user to alation:

sudo su alation

8. Copy the reset_checkpoint_for_user.py file to /opt/alation/django/alation_analytics_v2/one_off_scripts/.

cp /data2/tmp/reset_checkpoint_for_user.py /opt/alation/django/alation_

analytics_v2/one_off_scripts/

9. Navigate to the one_off_scripts directory:

cd /opt/alation/django/alation_analytics_v2/one_off_scripts/

10. Run the script:

python reset_checkpoint_for_user.py

11. Exit from the Alation shell:

exit

12. Go to the Alation Analytics V2 Settings page in the Alation user interface and run the ETL.
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3.12 Update Alation to 2021.4

Customer Managed Applies to customer-managed instances of Alation

Alation recommends using the latest patch version of a major release if you are upgrading from a previous major version.

3.12.1 2021.4 Update Version Dependencies

Alation supports a direct update to version 2021.4 from the following previous versions:

• 2021.1.x

• 2021.2.x

• 2021.3.x

Version 2020.4.x and Older

Direct update to 2021.4 is not supported from versions 2020.4 and older.

First, update Alation to a version that supports the update to 2021.4, for example, 2021.3, - and then perform a second

update to 2021.4. Use the update instructions specific to your release to update.

3.12.2 2021.4 Release-Specific Information

Please take note of a number of important changes in 2021.4.

Note: More information about new features is available in Release Notes 2021.4 (General Availability).

Log4j 2 Security Update

Version 2021.4.4 includes security fixes for the Log4j 2 vulnerabilities reported in December 2021. In 2021.4.4, the

Alation Hive Connector and Elasticsearch components were updated with a newer version of Apache Log4j 2, which

mitigates the potential risks. Subsequent versions of 2021.4 will also include this update.

Alation Analytics V2 Database Upgrade to Version 13.1

Following the upgrade of the internal server database (Rosemeta) to version 13.1 in release 2021.3, the Alation Analytics

V2 database is also going to be upgraded to 13.1 during the update to 2021.4.

The database upgrade happens automatically when the Alation Analytics V2 application is updated. The upgrade

requires a disk space check in the Alation Analytics installation directory.
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Built-In Driver Upgrades

• SQL Server: added the SQL Server driver version 9.4.0. Data source admins can choose to manually switch to

the newer driver.

• MySQL: upgraded the MySQL driver to version 8.0.26. The existing MySQL data sources added using the native

MySQL connector will be automatically switched to the upgraded driver version.

• Databricks: upgraded the Databricks driver to version 2.6.17. The existing AWS Databricks data sources added

using the native Databricks connector will be automatically switched to the upgraded driver version.

• Snowflake: upgraded the Snowflake driver to version 3.13.6. The existing Snowflake data sources will be

automatically switched to the upgraded driver version.

• Google BigQuery: upgraded the Google BigQuery driver to version 1.2.19.1023. The existing Google BigQuery

data sources will be automatically switched to the upgraded driver version.

alation_conf Default Value Changes

The default values of a number of alation_conf parameters have changed.

Small Query Results No Longer Stored More Than 7 Days (Default)

The default value of the alation_conf parameter alation.query_exec.results_auto_persist_bytes now de-

faults to zero. This means that no unsaved query results are going to be automatically persisted for longer than seven

days (default) and that queries of any size are now subject to the same seven-day retention period.

Advanced Search and Query Search Pages Disabled By Default

The Advanced Search and Query Search pages are turned off by default in 2021.4. These pages are be-

hind alation_conf parameters alation.feature_flags.enable_query_search and alation.feature_flags.

enable_advanced_search. The default values for these parameters are now set to False.

OCF Connector Framework Enabled by Default

The alation_conf parameter alation.feature_flags.enable_gbm_v2_connector_strategy is set to True by

default. This means, there is no need to manually set this parameter before installing OCF connectors on the Alation

server.

Postgres Table Size Monitoring

Alation now monitors Postgres table size relative to the available disk space. When the space occupied by Postgres tables

nears a critical threshold, Alation sends out email alerts to Server Admins. Alerts are enabled by default. This means,

after updating to 2021.4, Server Admins will begin receiving email notifications based on the default alert configuration.

By default, Alation monitors the size of 1 Postgres table - data_storage_blobaccesspostgres - that stores Compose

query results.

The alerts are sent based on configurable values for both the disk space thresholds and notification frequency. The group

of alation_conf parameters alation.monitor_pg_disk_usage.* can be used to configure the alerts.
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CentOS 8 Replaced by Red Hat UBI Init 8.4 in the Chroot

From version 2021.4, the Alation server no longer uses CentOS 8 in the Chroot and instead uses Red Hat UBI Init 8.4.

Red Hat UBI 8.4 is based on RHEL 8.4, with a subset of the full RHEL feature set.

No action is required from Alation admins. This change is internal to the server and does not affect the host operating

system or end-users.

Elasticsearch Upgrade

The internal Elasticsearch component has been updated to version 7.14. No manual action is required from Alation

admins in connection with this upgrade. The transition to Elasticsearch 7.14 will happen automatically during the

update to 2021.4.

Backup and Restore Process Change

From 2021.4, Alation backs up a new server component - the Event Bus. The Event Bus data is backed up by the Backup

V2 tool separately from the rest of the Alation application data. This means, the Backup process will back up both the

Alation data and the Event Bus data and create two backup files in the /backup directory: the Alation data backup file

and the Event Bus backup file.

The restore process will require both backup files. More information: Versions 2021.4 - 2022.4.

Note: The Event Bus backup can be disabled using alation_conf if Lineage V3 is not in use on the

instance. If the Event Bus backup is disabled, then Alation will only create one backup file as in previous

releases. The Event Bus backup has to be enabled if Lineage V3 is enabled.

3.12.3 2021.4 Update Known Issue

If you have a password set on the internal PostgreSQL database (Rosemeta), the update to 2021.4 will result in an error:

Password for user alation: psql: fe_sendauth: no password supplied ERROR: Cannot upgrade alation.

The update to 2021.4 requires that the password on the internal PostgreSQL database should be cleared for the time

of the update. The password needs to be set again after the update is completed. On how to set or clear the Postgres

password, see Set Password for Internal PostgreSQL Instances.

3.12.4 Update Alation from 2021.3.x to 2021.4

STEP 1: Update the Value of Parameter elasticsearch.env.es_java_opts

Perform this step if you have previously changed the value of the alation_conf parameter elasticsearch.env.es_-

java_opts based on recommendations in the initial Log4j 2 Security Advisory from December 10, 2021. Before updating

Alation to 2021.4.4, clear the value -Dlog4j2.formatMsgNoLookups=true from elasticsearch.env.es_java_-

opts and set a new value. Follow instructions in Validating the Value of Parameter elasticsearch.env.es_java_opts to

set the required value.
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STEP 2: Check Space in the Alation Analytics V2 Installation Directory

Perform this step if Alation Analytics V2 is in use on your instance. If not, you can skip this step.

On the Alation Analytics V2 host, check the disk space usage. There must be >= 50% free disk space available for the

Alation Analytics V2 Postgres upgrade to succeed.

To check the currently available disk space, on the host:

1. Change to root user:

sudo -i

2. Run the disk space check:

df -h <path/to/AlationAnalyticsV2/installation/directory>

STEP 3: Update the Alation Application

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA Pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)

Recommendation

Check the value of the alation_conf parameter elasticsearch.env.es_java_opts after the update. It should con-

tain the value -Djava.security.policy=file:/usr/share/elasticsearch-7.14/log4j.policy and should

not contain the value -Dlog4j2.formatMsgNoLookups=true.

STEP 4: Update Alation Analytics V2

Perform this step if Alation Analytics V2 is in use on your instance.

Important: At least 50% disk space must be available on the host to successfully upgrade the Alation

Analytics V2 database.

Use the steps in Update Alation Analytics V2 to update Alation Analytics V2. Note that during this update, the Alation

Analytics V2 database version will be automatically updated to version 13.1.

Related topic: Troubleshooting Alation Analytics V2 Upgrade to 2021.4
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STEP 5: Update Alation Connector Manager

This step is mandatory if OCF components are installed on your instance. Use the steps in Update Alation Connector

Manager to it.

STEP 6: Review Backup and Restore Process

On the changes to the Backup and Restore process in 2021.4, see: ref:Backup20214. You can disable the Event Bus

backups in 2021.4 LA.

3.12.5 Update Alation from 2021.1 or 2021.2 to 2021.4

Use the steps in this section to update Alation to version 2021.4 from versions 2021.1.x or 2021.2.x.

STEP 1: Update the Value of Parameter elasticsearch.env.es_java_opts

Perform this step if you have previously changed the value of the alation_conf parameter elasticsearch.env.es_-

java_opts based on the recommendation in the initial Log4j 2 Security Advisory from December 10, 2021. Before

updating Alation to 2021.4.4, clear the value -Dlog4j2.formatMsgNoLookups=true from elasticsearch.env.

es_java_opts and set a new value. See instructions in Validating the Value of Parameter elasticsearch.env.es_java_opts

to set the required value.

STEP 2: Review Release-Specific Information

You are skipping releases 2021.2 and 2021.3. Make sure to review information specific to the releases you skip. A

number of additional steps or checks are required for these upgrade paths:

• 2021.3 Release-Specific Information

• 2021.2 Release-Specific Information

STEP 3: Prepare for Postgres Upgrade

See Prepare for Postgres Upgrade in the update instructions for 2021.3.

STEP 4: Check Space in the Alation Analytics V2 Installation Directory

Perform this step if Alation Analytics V2 is in use on your instance. If not, you can skip this step.

On the Alation Analytics V2 host, check the disk space usage. There must be >= 50% free disk space available for the

Alation Analytics V2 Postgres upgrade to succeed:

To check the currently available disk space, on the host:

1. Change to root user:

sudo -i

2. Run the disk space check:

df -h <path/to/AlationAnalyticsV2/installation/directory>
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STEP 5: Update Alation

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA Pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)

Note: PostgreSQL upgrade will not happen on Secondary if you are updating without splitting the

cluster. It will be necessary to run the replicate Postgres script to sync with the Primary. This is

included into the update instructions for HA Pair as a conditional step.

Recommendation

Check the value of the alation_conf parameter elasticsearch.env.es_java_opts after the update. It should con-

tain the value -Djava.security.policy=file:/usr/share/elasticsearch-7.14/log4j.policy and should

not contain the value -Dlog4j2.formatMsgNoLookups=true.

STEP 6: Verify the Postgres Version

After the Alation update is completed, ensure that Postgres has been successfully upgraded by running the command

given below from the Alation shell. This command should return the updated version of PostgreSQL: 13.1:

alation_psql

If the command returns 2 versions:

psql (13.1, server 9.6.13)

this means Postgres upgrade did not happen on your instance. Run the Postgres upgrade command manually from the

Alation shell:

alation_action upgrade_postgres

Ensure there are no errors in Alation UI after the upgrade by performing some basic post-upgrade testing.

STEP 7: Update Alation Analytics V2

Perform this step if Alation Analytics V2 is in use on your instance.

Important: At least 50% disk space must be available on the host to successfully upgrade the Alation

Analytics V2 database.

Use the steps in Update Alation Analytics V2 to update Alation Analytics V2. Note that during this update, the Alation

Analytics V2 database version will be automatically updated to version 13.1.

Related topic: Troubleshooting Alation Analytics V2 Upgrade to 2021.4
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STEP 8: Update Alation Connector Manager

This step is mandatory if OCF components are installed on your instance. Use the steps in Update Alation Connector

Manager to update it.

STEP 9: Create a Backup of the Updated Instance

Backups created on Postgres 9.6 are not compatible with 2021.4 after Postgres upgrade to 13.1. You need to take a full

new backup of your system after updating all components to 2021.4.

1. Before taking the backup, review:

• ref:Backup20214.

2. Create a full backup using the steps in Create a Backup of the Updated Instance. Note that an incremental backup

will fail. The first backup after the update should be a full backup.

3.13 Update Alation from 2021.4.x to 2021.4.4 or Later Patches

Customer Managed Applies to customer-managed instances of Alation

Version 2021.4.4 includes security fixes for the Log4j 2 vulnerabilities reported in December 2021. In 2021.4.4, the

Alation Hive Connector and Elasticsearch components were updated with a newer version of Apache Log4j 2, which

mitigates potential risks.

Updating Alation from 2021.4.0 (LA) or 2021.4.1 (GA) to 2021.4.4 or a later patch if skipping 2021.4.4 includes an

additional step that you should perform before updating the Alation application:

• Use the steps in Validating the Value of Parameter elasticsearch.env.es_java_opts to update the value of the

alation_conf parameter elasticsearch.env.es_java_opts before updating to 2021.4.4 or later patches if

skipping 2021.4.4.

After that, update Alation:

• Manual Software Update for Standalone Systems

• Update on the HA Pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)

3.14 Validating the Value of Parameter elasticsearch.env.es_java_opts

Customer Managed Applies to customer-managed instances of Alation

Use the steps in this section to check and set the required value for the parameter elasticsearch.env.es_java_opts:

• before updating Alation to version 2021.4.4 or a later 2021.4 patch if skipping 2021.4.4

In case of HA configuration, this step should be performed on the primary server.

Before the update, check and, if necessary, update the value of the alation_conf parameter elasticsearch.env.es_-

java_opts using the steps given below.

To check and update the values:

1. On the Alation host, from the Alation shell, run the following command:
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alation_conf elasticsearch.env.es_java_opts

This will print the current values of the parameter to the console.

2. Analyze the output. If you find the value -Dlog4j2.formatMsgNoLookups=true in the list of values, you need

to modify this parameter. If this value is not present, no further action is required and you can exit the Alation

shell.

3. If you see the value -Dlog4j2.formatMsgNoLookups=true in the output, you need to remove this value. Note

that this value may be the only value or one of several values of this parameter. If it is the only value, use step 4

to change it. If it is one of several values, use step 5.

4. If -Dlog4j2.formatMsgNoLookups=true is the only value, your output will look like this:

(env) PROD [alationadmin@ip-177-71-77-74 /]$ alation_conf elasticsearch.env.

es_java_opts

elasticsearch.env.es_java_opts = -Dlog4j2.formatMsgNoLookups=true

Set a new value -Djava.security.policy=file:/usr/share/elasticsearch-7.14/log4j.

policy using the following command:

alation_conf elasticsearch.env.es_java_opts -s=" -Djava.security.

policy=file:/usr/share/elasticsearch-7.14/log4j.policy"

Important: Note the space between the first quote and the value. Make sure to include this space

when changing the value:

" -Djava.security.policy=file:/usr/share/elasticsearch-7.14/log4j.policy"

5. If -Dlog4j2.formatMsgNoLookups=true is not the only value but one of several values, you will see an output

similar to the following example:

(env) PROD [alationadmin@ip-177-71-77-74 /]$ elasticsearch.env.es_java_opts

= -Dlog4j2.formatMsgNoLookups=true -Djavax.net.ssl.trustStore=/opt/alation/

site/site_data/jssecacerts -Djavax.net.ssl.trustStorePassword=changeit

In this case, update the parameter by removing the value -Dlog4j2.formatMsgNoLookups=true,

adding the value -Djava.security.policy=file:/usr/share/elasticsearch-7.14/log4j.

policy, and keeping the other values as they were. Use the following example:

(env) PROD [alationadmin@ip-177-71-77-74 /]$ alation_conf elasticsearch.env.

es_java_opts -s=" -Djava.security.policy=file:/usr/share/elasticsearch-7.14/

log4j.policy -Djavax.net.ssl.trustStore=/opt/alation/site/site_data/

jssecacerts -Djavax.net.ssl.trustStorePassword=changeit"

Important: Note the space between the first quote and the value. Make sure to include this space

when changing the value:

" -Djava.security.policy=file:/usr/share/elasticsearch-7.14/log4j.policy"

6. If you are updating from 2021.4.0 or 2021.4.1 , restart the Elasticsearch service. If you are performing a major

release update from 2021.1.x, 2021.2.x or 2021.3.x, then no restart is required: skip this step. To restart (2021.4.x

only):
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alation_supervisor restart java:elasticsearch-7.14

7. Exit the Alation shell:

exit

3.15 Update Alation to 2021.3

Customer Managed Applies to customer-managed instances of Alation

3.15.1 2021.3 Update Version Dependencies

Alation supports a direct update to version 2021.3 from the following previous versions:

• 2021.2.x

• 2021.1.x

Version 2020.4.x and Older Versions

Direct update to 2021.3 is not supported from versions 2020.4, 2020.3, or older.

First, update Alation to a version that supports the update to 2021.3, for example, 2021.1 or 2021.2, - and then perform

a second update to 2021.3. Use the update instructions specific to your release to update.

3.15.2 2021.3 Release-Specific Information

Postgres Upgrade to 13.1

During the update to 2021.3, the internal Postgres database is going to be automatically upgraded to version 13.1.

Postgres upgrade to 13.1 is mandatory and cannot be skipped or postponed.

Warning: Postgres upgrade dictates a disk space check before the update to 2021.3. You will need to make sure that

at least 10% disk space is free in both /data1 and /data2 directories. With free disk space less than 10%, Postgres

upgrade will be skipped by the update installer. Postgres will need to be updated manually after updating Alation.

Built-In Driver Upgrades

Existing connections to the data sources listed below will automatically switch to using new driver versions after the

update to 2021.3:

Data Source Type Native Driver Updated to Version

Oracle 19.10

Teradata 17.00.00.03

Google BigQuery 1.2.16.1020
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Lineage V2 is Default in 2021.3

In 2021.3, Lineage V2 is the default framework for Lineage.

If the Alation instance you are updating is already using Lineage V2, skip this section.

If you are updating from a release that uses Lineage V1, review the information below.

If your instance is using Lineage V1, during the update to 2021.3, the Lineage feature flag is going to be switched to V2.

However, the complete migration to Lineage V2 on an Alation instance consists in 2 steps:

• Enabling the Lineage V2 feature flag on the instance

• Migrating the existing Lineage data to the Lineage V2 framework

The update to 2021.3 only enables the corresponding feature flag but does not perform the Lineage data migration.

It is recommended to fully switch to using Lineage V2 as support for Lineage V1 is going to be ended in one of the

coming releases:

• How to check your current Lineage framework: Check Lineage Version

• How to enable Lineage V2 and migrate your existing lineage to the V2 Lineage framework: Enabling Lineage V2

• How to stay on Lineage V1 (not recommended): How to stay on Lineage V1 after the update to 2021.3

Check Lineage Version

To check which Lineage framework is currently in use on your Alation server:

1. SSH to your Alation host and enter the Alation shell:

sudo /etc/init.d/alation shell

2. Check the Lineage V2 feature flag. If it is set to False, you are on Lineage V1. If it is set to True, you are on

Lineage V2:

alation_conf alation.feature_flags.enable_lineage_v2

How to stay on Lineage V1 after the update to 2021.3

Note: This is not recommended by Alation. Lineage V1 has reached end of support. No new features or improvements

are going to be added to Lineage V1 in the coming releases.

If your Alation instance is on Lineage V1, before the update to 2021.3 and you wish to still stay on Lineage V1 after the

update to 2021.3, explicitly set the Lineage V2 flag to False before the update. This will create an override value in

alation_conf that will not be changed during the update to 2021.3. This action must be done explicitly even though you

find that the value is already set to False on your instance.

To set the value:

1. SSH to your Alation host and enter the Alation shell:

sudo /etc/init.d/alation shell

2. Explicitly set the Lineage V2 feature flag to False:
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alation_conf alation.feature_flags.enable_lineage_v2 -s False

3. Restart web:

alation_supervisor restart web:*

Backup V2 is Default in 2021.3

Backup V2 is the default backup tool in release 2021.3.

If the Alation instance you are updating already uses Backup V2, skip this section.

If the Alation instance you are updating uses Backup V1, review the information below.

What Does This Mean to Me as Alation Admin?

If your Alation instance is still on Backup V1 before the update to 2021.3 LA, during the update it will be switched to

using Backup V2 automatically. For more information about Backup V2, see Backup V1 and Backup V2.

Please take note of the following:

• You will be able to go back to Backup V1 after the update to 2021.3 if that is your preference. The next backup

that runs on your system after the update to 2021.3 can be performed using either the Backup V1 or Backup V2

tool.

• If your Alation server is on Backup V1 and using HA Pair configuration, then after the update, you will need to

validate that both Primary and Secondary instances have the desired backup configuration. This is covered in the

instructions for updating HA Pairs.

How to Stay on Backup V1 After Update to 2021.2

You can return to Backup V1 by disabling Backup V2 after the update to 2021.2.

Check Current Backup Tool Version

You can check the alation_conf parameter alation.backup_v2.enabled. If it is in False, you are on Backup V1:

1. SSH to your Alation instance.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Check the value:

alation_conf alation.backup_v2.enabled

Note: Do not change this parameter manually as this will result in an incomplete transition between backup tools

and an inconsistent state of the system. Instead, use the alation_action command described in the Backup V2

documentation.
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3.15.3 2021.3 Update Known Issue

If you have a password set on the internal PostgreSQL database (Rosemeta), the update to 2021.3 will result in an error:

Password for user alation: psql: fe_sendauth: no password supplied ERROR: Cannot upgrade

alation

Update to 2021.3 requires that the password on the internal PostgreSQL database should be cleared for the time of the

update. The password needs to be set again after the update is completed. On how to set or clear the Postgres password,

see Set Password for Internal PostgreSQL Instances.

3.15.4 Update 2021.1 or 2021.2 to 2021.3

Note: If you are updating to 2021.3 from 2021.1 and skipping the 2021.2 release, please also review

2021.2 Release-Specific Information.

STEP 1: Feature Flags Check

The update to 2021.3 will change the default Lineage framework to Lineage V2 and the default backup tool to Backup

V2. If your instance already uses Lineage V2 and Backup V2, skip to the next step.

If your instance is on Lineage V1 and/or Backup V1, please make sure to review the following information:

• Backup V2 is Default in 2021.3

• Lineage V2 is Default in 2021.3

STEP 2: Prepare for Postgres Upgrade

This step is mandatory. Perform the preparatory actions described in this section before running the update action. After

you have prepared for Postgres upgrade, update Alation.

The Postgres update will happen automatically during the update to release 2021.3.

1. Postgres 9.3 Clean-Up

Alation recommends to check if PostgreSQL 9.3 files still exist in the instance and clean them up if found. Follow the

steps given in How to Clean up Postgres 9.3 Data. This can help free disk space required for the next Postgres upgrade.

2. Validate Postgres State And Take a Backup

Alation recommends to perform a full Postgres scan and an additional database validation for Postgres:

1. From the Alation shell, check if full Postgres scan is enabled, and if not, enable it:

sudo /etc/init.d/alation shell

# to check the current state:

alation_conf alation.postgresql.full_scan

# to enable full scan:

alation_conf alation.postgresql.full_scan -s True
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2. Still in the shell, change user to alation and run the full scan:

sudo su alation

alation_action scan_postgres

If the scan returns corruption errors, contact Alation Support to troubleshoot the database. If the scan is successful,

perform the next steps.

3. Still in the Alation shell, retrieve the current values of the two alation_conf parameters given below. The

output will include values for both Rosemeta and Alation Analytics. Note down the values for Rosemeta only:

pgsql.config.host and pgsql.data_path. Disregard the values for Alation Analytics.

alation_conf pgsql.config.host

alation_conf pgsql.data_path

4. Run an additional database check using the values of pgsql.data_path for <data_path> and pgsql.config.

host for <host>. This check should not return any errors:

sudo -u postgres pg_probackup-9.6 checkdb -D <data_path> -h <host>

5. After the database is validated successfully, take a full backup. The backup action should be performed as user

alation:

sudo su alation

alation_action backup_all

3.Disk Space Check

Ensure there is enough disk space for the automatic Postgres upgrade: there should be at least 10% free disk space in

both /data1 (/data) and /data2 (/backup) folders. To check the currently available disk space, outside of the Alation

shell, run:

df -h

After making sure you have fulfilled the disk space requirements, proceed to updating Alation.

Important: Auto-upgrade of Postgres requires that at least 10% of the disk space is free in both /data1 and /data2

directories. When the disk is filled up above 90%, Postgres auto-upgrade will be skipped.

In this case the update action will only update the Alation application. You will have to update Postgres manually

using the command alation_action upgrade_postgres. Postgres upgrade is a mandatory change in 2021.3. The

Alation application will not be fully functional until Postgres is upgraded.

3.15. Update Alation to 2021.3 531



Alation User Guide

STEP 3: Update Alation

Important: Always have the latest valid full backup before attempting to update Alation.

Proceed to update Alation using the update instructions appropriate for your instance type. During the update, the

internal Postgres database will be auto-upgraded to version 13.1.

Update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA Pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)

Note: PostgreSQL upgrade will not happen on Secondary if you are updating without splitting

the cluster. It will be necessary to run the “replicate Postgres” script to sync with the Primary.

This is included into the update instructions for HA Pair as a conditional step for 2021.3.

STEP 4: Verify the Postgres Version

1. After the Alation update is completed, ensure that PostgreSQL has been successfully upgraded by running the

command given below from the Alation shell. This command should return the updated version of PostgreSQL:

13.1.

alation_psql

If the command returns 2 versions:

psql (13.1, server 9.6.13)

• this means Postgres upgrade did not happen on your instance. Run the Postgres upgrade command

manually by running the following command from the Alation shell:

alation_action upgrade_postgres

2. Ensure there are no errors in Alation UI after the upgrade by performing some basic post-upgrade testing.

STEP 5: Update Alation Analytics V2

Perform this step only if Alation Analytics V2 is in use on your instance.

Release 2021.3 includes an updated version of Alation Analytics V2. Use the steps in Update Alation Analytics V2 to

update Alation Analytics V2.

Note: Starting from 2021.3, Alation Analytics V2 installer supports assigning a user who owns the Alation

Analytics V2 directories, config file, and logs. In earlier versions, the ownership was assigned to the root

user by default. Now, it can be assigned to any user on the Alation Analytics V2 host.
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If you wish to change the ownership of the Alation Analytics V2 directories from root to another user, run

the update command with the additional flag -w.

STEP 6: Update Alation Connector Manager

Perform this step only if OCF is installed on your instance.

Use the steps in Update Alation Connector Manager to update it.

Note: Alation Container Service does not require to be updated in 2021.3.

STEP 7: (Optional): Backup Tool Check

Perform this step only if you wish to go back to Backup V1 after the update. In order to go back to Backup V1, disable

Backup V2 using the instructions in Enable or Disable Backup V2.

STEP 8: Create a Backup of the Updated Instance

Backups created on Postgres 9.6 are not compatible with 2021.3 after Postgres upgrade to 13.1. Take a new full backup

of your system after updating all components to 2021.3.

Backup V1

Create a full Alation backup of the updated instance: Create Backups Manually.

Do not delete the backup taken before the update until you have performed post-update testing, have taken a new backup

and made sure the new backup is valid. If there are no issues with creating the backup, you can delete the backup taken

before the update.

Backup V2

Perform steps 1 and 2 if incremental backups are enabled on your instance. If not, start with step 3.

1. If incremental backups are enabled, disable them by running the following command from the Alation shell:

alation_conf alation.backup_v2.incr_backup -s False

2. Re-enable Backup V2 to completely reset the incremental backup configuration after the Postgres upgrade:

alation_action enable_backupv2

3. Create a full Alation backup of the updated instance: Create Backups Manually.

Do not delete the backup taken before the update until you have performed post-update testing, have taken

a new backup and made sure the new backup is valid. If there are no issues with creating the backup, you

can delete the backup taken before the update.

4. Incremental backups can be reenabled after taking one full backup after the upgrade if you prefer backups to be

taken incrementally.
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3.16 Update Alation to 2021.2

Customer Managed Applies to customer-managed instances of Alation

3.16.1 2021.2 Update Version Dependencies

Alation supports the update to version 2021.2 from the following previous versions:

• 2021.1.x

• 2020.4.x

– Requires key rotation to have been performed on the Alation instance at least once

• 2020.3.x

– Requires key rotation to have been performed on the Alation instance at least once

– Requires that a Postgres reindexing script should be run on the Alation server before the update

Version V R7 (5.12.x) and Older Versions

From V R7 (5.12.x) and older versions, direct update to 2021.2 is not supported.

First, update Alation to a version that supports the update to 2021.2 (2020.3, 2020.4, or 2021.1) and then perform a

second update to 2021.2.

3.16.2 2021.2 Release-Specific Information

Important: Additional actions are required if the updated Alation instance has to stay on Lineage V1

and/or Backup V1 after the update.

Backup V2 Becomes Enabled by Default

Backup V2 becomes the default backup tool from release 2021.2. The switch-over to V2 will happen automatically

during the update to 2021.2. Backup V2 will also be the default backup tool on new installations of Alation from 2021.2

and onward.

What Does This Change Mean to Alation Admins?

If your Alation instance is already on Backup V2, this change does not affect your instance, and no action is required.

If your Alation instance is still on Backup V1 before the update to 2021.2, please take note of this change:

1. Alation recommends that you stay on Backup V2 after the update. You will be able to restore backups taken by

the V1 tool after Backup V2 becomes enabled as the restore process is compatible with both V1 and V2. The

next consecutive backup that runs on your system after the update to 2021.2 will be performed using the Backup

V2 tool.

2. If your Alation server is on Backup V1 and using HA Pair configuration, then after the update, you will need to

validate that both the Primary and Secondary instances have the desired backup configuration. This is covered in

the instructions for updating HA Pairs.
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3. Please also consider enabling additional Backup V2 features, such as incremental backups and backup alerts.

More information: Backup V1 and Backup V2.

Check Current Backup Tool Version

Check the value of the alation_conf parameter alation.backup_v2.enabled. If it is in False, you are on Backup V1:

1. SSH to your Alation instance.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. To check the value:

alation_conf alation.backup_v2.enabled

Important: Do not attempt to change this parameter manually as it will result in an incomplete transition between

backup tools and an inconsistent state of the system. To enable or disable backup V2, use the appropriate alation_action

command described in Backup V2 documentation.

How to Stay on Backup V1 After Update to 2021.2

You can return to Backup V1 by disabling Backup V2 after the update to 2021.2 (not recommended). See the Backup

V2 documentation on how to disable Backup V2.

Note that in a future release, Alation will announce an end of support for Backup V1, and V2 will become the only

available backup tool.

Lineage V2 Becomes Enabled by Default

Lineage V2 becomes the default Lineage framework on new installations of Alation and after the update to 2021.2.

During the update, the Lineage V2 feature flag will be set to True.

Check Current Lineage Version

To check which Lineage framework is currently in use on your Alation server:

1. SSH to your Alation host and enter the Alation shell:

sudo /etc/init.d/alation shell

2. Check the Lineage V2 feature flag. If it is set to False, you are on Lineage V1. If it is set to True, you are on

Lineage V2:

alation_conf alation.feature_flags.enable_lineage_v2
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Complete the Switch to Lineage V2

Full migration to Lineage V2 on an existing Alation instance consists in 2 steps:

1. Enabling the Lineage V2 feature flag on the instance;

2. Migrating the existing Lineage data to the Lineage V2 framework.

The update to 2021.2 only enables the corresponding feature flag but does not perform the Lineage data migration.

If your Alation instance is on Lineage V1 before the update and you wish to stay on Lineage V2, complete the switch

by performing data migration. On how to migrate your existing Lineage V1 data to the Lineage V2 framework, see

Enabling Lineage V2.

How to Stay on Lineage V1

If your Alation instance is on Lineage V1 before the update to 2021.2 and you wish to still stay on Lineage V1 after the

update, explicitly set the Lineage V2 flag to False before the update. This will create an override value in alation_conf

that will not be changed during the update to 2021.2. This action must be done explicitly even though you find that the

value is already set to False on your instance.

To set the value:

1. SSH to your Alation host and enter the Alation shell:

sudo /etc/init.d/alation shell

2. Explicitly set the Lineage V2 feature flag to False:

alation_conf alation.feature_flags.enable_lineage_v2 -s False

3. Restart Web:

alation_supervisor restart web:*

Built-in Driver Updates

A number of built-in drivers were updated to newer versions.

Data Source Type Driver Updated to Version

Google BigQuery Simba 1.2.12.1015

Amazon Redshift JDBC42-1.2.43.1067

Snowflake 3.12.16
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Domains Are Enabled by Default

In 2021.2, the Domains feature becomes enabled by default, and the corresponding feature flag is removed from Admin

Settings > Feature Configuration. Domains become visible in the Alation UI after at least one Domain is created.

OCF Connectors Can Be Included into Backup

Starting with 2021.2, OCF connectors will be included into the Alation backup if the .zip package with the connector is

present at /opt/alation/site/site_data/ocf/connectors/.

Starting with 2021.2, when you install a new OCF connector using the command alation_ypireti install --path

<path>, then during installation, Alation will also copy the .zip package with the OCF connector to the backup path

/opt/alation/site/site_data/ocf/connectors/ where it can be accessed by the backup process.

If you installed OCF connectors in releases prior to 2021.2, the corresponding .zip packages will not be present at the

backup path of /opt/alation/site/site_data/ocf/connectors/. To take advantage of this feature and include the OCF

connector installation packages into the backup, you will need to update the installed connectors to their current version

after updating Alation to 2021.2. This step is included into the list of post-update action items below for every supported

upgrade path.

Do I Have OCF Installed on My Instance?

1. You can check what Docker containers are running on the Alation host: from ourside of the Alation shell, run:

sudo docker ps

Alation Connector Manager is called agent. OCF connectors have names that follow the pattern connector_id, for

example, connector_6:

2. As an alternative, you can check Alation Connector Manager version. This command should be run from the

Alation shell:

# to enter the Alation shell:

sudo /etc/init.d/alation shell

# to check Alation Connector Manager version:

kratos --version

The command outputs the currently installed version of Alation Connector Manager:
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3.16.3 2021.2 Update Known Issue

If you have a password set on the internal PostgreSQL database (Rosemeta), the update to 2021.2 will result in an error:

Password for user alation: psql: fe_sendauth:

no password supplied ERROR: Cannot upgrade alation

Update to 2021.2 requires that the password on the internal PostgreSQL database should be cleared for the time of the

update. The password needs to be set again after the update is completed. On how to set the Postgres password, see Set

Password for Internal Postgres Instances.

3.16.4 Backup Check

Before performing any update actions, ensure that you have the latest valid Alation backup and take and store a backup

or a system image, if necessary.

3.16.5 Update 2021.1.x to 2021.2

STEP 1: Lineage V1

If your Alation instance is on Lineage V2, skip this step.

If your Alation instance is on Lineage V1 before the update to 2021.2 and you wish to stay on Lineage V1 after the

update to 2021.2, make sure you explicitly set required flag. See How to stay on Lineage V1.

STEP 2: Run a Postgres Scan

This step is optional.

Note: If you have a password set on the internal PostgreSQL database, the Postgres scan will fail (a known

issue). Skip this step.

Before updating Alation, it is recommended to scan the internal Postgres database for corrupted indexes. If the scan

finds corrupted indexes, contact Alation Support to resolve the Postgres problems before updating Alation. On how to

scan Postgres: How to Scan Postgres For Corrupted Indexes.

STEP 3: Update Alation to 2021.2

Proceed to update the Alation application using the appropriate update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA Pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)
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STEP 4: Update Alation Analytics V2

Note: Perform this step only if Alation Analytics V2 is in use on your instance.

Release 2021.2 includes an updated version of Alation Analytics V2. Use the steps in Update Alation Analytics V2 to

update Alation Analytics V2.

STEP 5: Update OCF Connectors

Perform this step only if OCF connectors are in use on your instance. See OCF Connectors Can Be Included into Backup

about why you need to perform this step.

To update, run the alation_ypireti update command specifying the ID of the connector and pointing the path to

the .zip file of the current version of the OCF connector on your Alation host. Because you are updating the connector

to the same version, there will be no changes to any data in Alation and the command will place the .zip file into the

backup path.

On how to run the update command for an OCF connector, see Update a Connector.

STEP 6: Migrate Lineage Data to Lineage V2

Perform this step only if your Alation instance was on Lineage V1 before the update and now you wish to complete the

switch to Lineage V2. See Complete the Switch to Lineage V2 on how to fully switch to Lineage V2.

3.16.6 Update 2020.4 to 2021.2

STEP 1: Lineage V1

If your Alation instance is on Lineage V2, skip this step.

If your Alation instance is on Lineage V1 before the update to 2021.2 and you wish to stay on Lineage V1 after the

update to 2021.2, make sure you explicitly set required flag. See How to stay on Lineage V1.

STEP 2: Perform Encryption Key Rotation

The update from 2020.4 to 2021.2 cannot be done if key rotation has never been performed on the Alation instance. The

2021.2 update command will stop with a key rotation required warning.

If you have not recently done so, perform the encryption key rotation on the Alation Server. On large installations, if key

rotation has never been performed before, the initial key rotation may take several hours to complete.
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Key Rotation on HA Pair

Key rotation should be done on the Primary server.

If you plan to update the HA Pair with splitting the cluster, perform key rotation on Primary before splitting the Pair.

After key rotation on the Primary is completed, allow some time for replication to happen between Primary and

Secondary. The cluster should be in sync before you update or split and update.

On how to perform key rotation: Encryption Key Rotation

STEP 3: Take an Additional Backup

It is highly recommended to take an additional Alation backup after successfully performing key rotation. This backup

is required if you have to restore using a 2021.2 build. You cannot restore data that did not have at least one key rotation.

STEP 4: Run a Postgres Scan

This step is optional.

Note: If you have a password set on the internal PostgreSQL database, the Postgres scan will fail (a known

issue). Skip this step.

After the encryption key rotation and before updating Alation, it is recommended to scan the internal Postgres database

for corrupted indexes. If the scan finds corrupted indexes in Postgres, contact Alation Support to resolve the Postgres

problems before updating Alation.

On how to scan Postgres: How to Scan Postgres For Corrupted Indexes

STEP 5: Update Alation To 2021.2

Proceed to update the Alation application using the appropriate update instructions: - Manual Software Update for

Standalone Systems - Update on the HA Pair:

• with splitting the HA cluster: Update HA Pair with Cluster Splitting

• without splitting the cluster: Update HA Pair Configuration (4.7 and above)

STEP 6: Perform Post-Update Steps

1. Perform this step only if using Alation Analytics V2:

• Update Alation Analytics V2

2. Perform this step only if using OCF Framework. Update Alation Connector Manager:

• Update Alation Connector Manager

3. Perform this step only if OCF Connectors are in use on your instance: update OCF Connectors.

See OCF Connectors Can Be Included into Backup about why you need to perform this step. To update,

run the alation_ypireti update command specifying the ID of the connector and pointing the

path to the .zip file of the current version of the OCF connector on your Alation server. Because you

are updating the connector to the same version, there will be no changes to any data in Alation and the

540 Chapter 3. Update Alation



Alation User Guide

command will place the .zip file into the backup path. On how to run the update command for an OCF

connector, see Update a Connector.

4. Perform this step only if your Alation instance was on Lineage V1 before the update and now you wish to complete

the switch to Lineage V2. See Complete the Switch to Lineage V2 on how to fully switch to Lineage V2.

3.16.7 Update 2020.3 To 2021.2

This update scenario skips release 2020.4.x which includes a number of major changes in the Alation application. The

changes in 2020.4 cause a number of additional checks and steps in the process of updating Alation.

If you have chosen to skip the 2020.4.x release and update to 2021.2 from 2020.3, do the following before the upgrade:

1. Inform yourself on the changes in 2020.4:

• Release Notes 2020.4 (General Availability)

• 2020.4 Release-Specific information

2. Make a list of post-upgrade steps that may be relevant to your instance in the releases you skip (2020.3 and 2020.4).

You will need to address those after the update as well:

• Post-Upgrade Steps 2020.4

3. Create an update schedule that accommodates for the required pre-update steps, such as Postgres re-indexing and

encryption key rotation (see below) and the post-update steps relevant to your instance.

4. Make sure you have the latest valid Alation backup.

To update Alation from 2020.3 to 2021.2, follow the steps below:

STEP 1: Required Checks

Internal PostgreSQL upgrade to 9.6 is required

If Postgres is not 9.6, you need to first Upgrade Internal PostgreSQL Instances from 9.3 to 9.6.

Elasticsearch migration from 1.4 to 7.4 should be complete

To check the Elasticsearch version that is currently in use on your instance, from the Alation shell, run:

alation_conf elasticsearch.backend_mode

It should be set to 2. If you see a different value, you will not be able to update as Elasticsearch migration may not have

happened. In this case, contact Alation Support to assist with the update.

3.16. Update Alation to 2021.2 541



Alation User Guide

Lineage V1 Check

If your Alation instance is on Lineage V2, skip this step.

If your Alation instance is on Lineage V1 before the update to 2021.2 and you wish to stay on Lineage V1 after the

update to 2021.2, make sure you explicitly set required flag. See How to stay on Lineage V1.

STEP 2: Perform Encryption Key Rotation

Update to 2021.2 cannot be done if key rotation has never been performed on the instance. If you have not recently

done so, perform the encryption key rotation on the Alation Server. On large instances, if key rotation has never been

performed before, the initial key rotation may take up to a week to complete.

Key Rotation on HA Pair

Key rotation should be done on the Primary server.

If you plan to update the HA Pair with splitting the cluster, perform key rotation on Primary before splitting the Pair.

After key rotation on the Primary is completed, allow some time for replication to happen between Primary and

Secondary. The cluster should be in sync before you update or split and update.

On how to perform key rotation: Encryption Key Rotation

STEP 3: Take an Additional Backup

It is recommended to take an additional Alation backup after successfully performing key rotation. This backup is

required if you have to restore using a 2021.2 build. You cannot restore data that did not have at least one key rotation.

STEP 4: Run Pre-Upgrade Reindexing Script

Running of the reindexing script is required because of the changes in release 2020.4.

Note: On HA Pair, the reindexing script should be run on the Primary instance.

1. Copy and save the following script as preupgrade_reindexing.py to /opt/alation/alation/opt/alation/ on the

Alation host (path outside the Alation shell): Pre-Update Reindexing Script for 2020.4

2. Is it recommended to run the script in a Screen session. To start a Screen session:

screen -S reindex_db

3. From the Alation shell, change user to Alation:

sudo /etc/init.d/alation shell

sudo su alation

4. Update the permissions on the preupgrade_reindexing.py script so that it can be executed by user alation:

cd /opt/alation/

sudo chown alation:alation preupgrade_reindexing.py

chmod 755 preupgrade_reindexing.py

542 Chapter 3. Update Alation



Alation User Guide

5. Run the script from /opt/alation/ (inside the Alation shell) with the command given below. This script stops all

Alation services except Postgres. Do not start any of the services while the script is running as this can result in

an inconsistent state of the data.

python preupgrade_reindexing.py

The script prints its output to the console and to /opt/alation/site/site_data/pre_upgrade_reindex_rosemeta_db.log

(path inside the shell).

Warning: In case the script execution fails, do not proceed with the update. Contact Alation Support

to troubleshoot and assist with the next steps.

The time required for reindexing to complete depends on the size of the internal database. During the update, Alation

will run a second re-indexing. The update time will be increased by approximately this amount of time when the second

reindexing runs automatically during the update.

After the reindexing script completes, proceed to step 5.

STEP 5: Update Alation To 2021.2

• Manual Software Update for Standalone Systems

• Update on the HA Pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)

STEP 6: Perform Post-Update Steps

1. Do the post-update steps for release 2020.4 that are relevant to your Alation instance

2. Perform this step only if using Alation Analytics V2:

• Update Alation Analytics V2

3. Perform this step only if using OCF Framework. Update Alation Connector Manager:

• Update Alation Connector Manager

4. Perform this step only if OCF Connectors are in use on your instance: update OCF Connectors.

See OCF Connectors Can Be Included into Backup about why you need to perform this step. To update,

run the alation_ypireti update command specifying the ID of the connector and pointing the

path to the .zip file of the current version of the OCF connector on your Alation server. Because you

are updating the connector to the same version, there will be no changes to any data in Alation and the

command will place the .zip file into the backup path. On how to run the update command for an OCF

connector, see Update a Connector.

5. Perform this step only if your Alation instance was on Lineage V1 before the update and now you wish to complete

the switch to Lineage V2. See Complete the Switch to Lineage V2 on how to fully switch to Lineage V2.
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3.17 Update Alation to 2021.1

Customer Managed Applies to customer-managed instances of Alation

3.17.1 2021.1 Update Version Dependencies

Alation supports the update to version 2021.1 from the following previous versions:

• 2020.4.x

• 2020.3.x

• V R7 (5.12.x)

Use the instructions appropriate for your current version.

Releases older than V R7 (5.12.x)

Direct update to 2021.1 is not supported. First, update Alation to a version that supports the update to 2021.1 and then

perform a second update to 2021.1.

Update from 2021.1 LA to 2021.1 GA

Note: This information is only relevant if you are updating a test instance with 2021.1 LA to 2021.1 GA.

If you have Tableau sources configured to use SSL connections, after the update from 2021.1 LA to 2021.1 GA, reload

the SSL certificates on the Tableau source Settings page and test the connection.

3.17.2 2021.1 Release-Specific Information

• Elasticsearch 1.4 removal from the Alation server

• Internal codebase upgrade to Python 3

• A new version of Alation Analytics V2

• A new version of Alation Connector Manager

• The Snowflake data source built-in driver updated to version 3.12.14

• The Labs tab in Admin Settings renamed to Feature Configuration

• The Domains feature with a dedicated feature switch in Admin Settings > Server Admin > Feature Configuration

> Data Domains

• The Group Role assignment feature with a dedicated feature switch in Admin Settings > Catalog Admin >

Groups > Use Custom Groups to assign user roles

For more details on new features, improvements, and bug fixes, see Release Notes 2021.1 (General Availability).
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2021.1 Update Known Issue

This information only applies if in your instance of Alation, the internal Alation database is protected by a password:

• Update to 2021.1.x requires that the Postgres password should be cleared before the update to 2021.1.x and set

back after the update is completed. Please contact Alation Support to guide you through the update process if

you have a password set for the internal Alation database.

3.17.3 Backup Check

Before performing any update actions, ensure that you have the latest valid Alation backup and take and store a backup

or a system image, if necessary.

3.17.4 Update 2020.4 To 2021.1

STEP 1: Perform Encryption Key Rotation

Important: Update to 2021.1 cannot be done if key rotation has never been performed on the instance. The 2021.1

update command will stop with a “key rotation required” warning.

Please plan your Alation upgrade to 2021.1 so that the schedule accommodates for this preparatory step.

If you have not recently done so, perform the encryption key rotation on the Alation Server. On large installations, if key

rotation has never been performed before, the initial key rotation may take some time to complete.

Key Rotation on HA Pair

• Key rotation should be done on the Primary server.

• If you plan to update the HA Pair with splitting the cluster, perform key rotation on Primary before splitting

the Pair.

• After key rotation on the Primary is completed, allow some time for replication to happen between Primary and

Secondary. The cluster should be in sync before you update or split and update.

On how to perform key rotation: Encryption Key Rotation

STEP 2: Take an Additional Backup

It is highly recommended to take an additional Alation backup after successfully performing key rotation. This backup

is required if you have to restore using a 2021.1 build. You cannot restore data that did not have at least one key rotation.
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STEP 3: Run a Postgres Scan

This step is optional but recommended.

After the encryption key rotation and before updating Alation, scan the internal Postgres database for corrupted indexes.

If the scan finds corrupted indexes in Postgres, contact Alation Support to resolve the Postgres problems before updating

Alation.

On how to scan Postgres: How to Scan Postgres For Corrupted Indexes

STEP 4: Update Alation To 2021.1

Proceed to update the Alation application using the appropriate update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA Pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)

STEP 5: Perform Post-Update Steps

If relevant to your Alation instance:

• Perform this step only if using Alation Analytics V2: Update Alation Analytics V2

• Perform this step only if using OCF Framework: Update Alation Connector Manager

• On instances using the HA Pair configuration: if before the update you had the Backup V2 feature enabled,

check the corresponding feature flag after the update. The flag value is reset to the default when the HA cluster is

rebuilt. If you use the update scenario with splitting and rebuilding the cluster, you need to re-enable the Backup

V2 feature on the Primary instance after updating and rebuilding the HA. On how to enable Backup V2: Enable

or Disable Backup V2.

3.17.5 Update V R7 (5.12.x) or 2020.3 To 2021.1

This update scenario skips release 2020.4.x which includes a number of major changes to the Alation application. The

changes in 2020.4 cause a number of additional checks and steps in the process of updating Alation.

If you have chosen to skip the 2020.4.x release and update to 2021.1 from V R7 or 2020.3, do the following before the

upgrade:

1. Inform yourself on the changes in 2020.3 and 2020.4:

• Release Notes 2020.3 (General Availability)

• 2020.3 Release Specific Information

• Release Notes 2020.4 (General Availability)

• 2020.4 Release-Specific information

2. Make a list of post-upgrade steps that may be relevant to your instance in the releases you skip (2020.3 and 2020.4).

You will need to address those after the update as well:

• Post-Upgrade Steps 2020.4

• For 2020.3, refer to 2020.3 Release Specific Information
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3. Create an update schedule that accommodates for the required pre-update steps, such as Postgres re-indexing and

encryption key rotation (see below) and the post-update steps relevant to your instance.

4. Make sure you have the latest valid Alation backup.

To update Alation from V R7 or 2020.3 to 2021.1, follow these steps:

STEP 1: Required Checks

1. Internal PostgreSQL upgrade to 9.6 is required

To check your current Postgres version, from the Alation shell, run:

alation_psql

If not 9.6, you need to first Upgrade Internal PostgreSQL Instances from 9.3 to 9.6.

2. Elasticsearch migration from 1.4 to 7.4 should be complete

To check the Elasticsearch version that is currently in use on your instance, from the Alation shell, run:

alation_conf elasticsearch.backend_mode

It should be set to 2. If you see a different value, you will not be able to update as Elasticsearch

migration may not have happened. In this case, contact Alation Support to assist with the update.

STEP 2: Perform Encryption Key Rotation

Important: Update to 2021.1 cannot be done if key rotation has never been performed on the instance.

If you have not recently done so, perform the encryption key rotation on the Alation Server. On large instances, if key

rotation has never been performed before, the initial key rotation may take up to a week to complete. Please plan your

Alation upgrade to 2021.1 so that the schedule accommodates for this preparatory step.

In case of HA Pair configuration, key rotation should be done on the Primary server.

It is recommended to take an Alation backup after performing key rotation.

On how to perform key rotation: Encryption Key Rotation

STEP 3: Take an Additional Backup

It is highly recommended to take an additional Alation backup after successfully performing key rotation. This backup

is required if you have to restore using a 2021.1 build. You cannot restore data that did not have at least one key rotation.
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STEP 4: Run Pre-Upgrade Reindexing Script

Running of the re-indexing script is required because of the changes in release 2020.4.

Note: On HA Pair, the reindexing script should be run on the Primary instance.

1. Copy and save the following script as preupgrade_reindexing.py to /opt/alation/alation/opt/alation/ on the

Alation host (path outside the Alation shell): Pre-Update Reindexing Script for 2020.4

2. Is it recommended to run the script in a Screen session. To start a Screen session:

screen -S reindex_db

3. From the Alation shell, change user to Alation:

sudo /etc/init.d/alation shell

sudo su alation

4. Update the permissions on the preupgrade_reindexing.py script so that it can be executed by user alation:

cd /opt/alation/

sudo chown alation:alation preupgrade_reindexing.py

chmod 755 preupgrade_reindexing.py

5. Run the script from /opt/alation/ (inside the Alation shell) with the command given below. This script stops all

Alation services except Postgres. Do not start any of the services while the script is running as this can result in

an inconsistent state of the data.

python preupgrade_reindexing.py

The script prints its output to the console and to /opt/alation/site/site_data/pre_upgrade_reindex_rosemeta_db.log

(path inside the shell).

Warning: In case the script execution fails, do not proceed with the update. Contact Alation Support

to troubleshoot and assist with the next steps.

The time required for reindexing to complete depends on the size of the internal database. During the update, Alation

will run a second re-indexing. The update time will be increased by approximately this amount of time when the second

reindexing runs automatically during the update.

After the reindexing script completes, proceed to step 5.

STEP 5: Update Alation To 2021.1

Proceed to update the Alation application using the appropriate update instructions:

• Manual Software Update for Standalone Systems

• Update on the HA Pair:

– with splitting the HA cluster: Update HA Pair with Cluster Splitting

– without splitting the cluster: Update HA Pair Configuration (4.7 and above)
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STEP 6: Perform Post-Update Steps

If relevant to your Alation instance:

• Do the post-update steps for the releases you skipped (2020.3 and 2020.4)

• Perform this step only if using Alation Analytics V2: Update Alation Analytics V2

• Perform this step only if using OCF Framework: Update Alation Connector Manager

• On instances using the HA Pair configuration: if before upgrade you had the Backup V2 feature enabled, check

the corresponding feature flag after the upgrade. The flag value is reset to the default when the HA Cluster is

rebuilt. If you use the update scenario with splitting and rebuilding the cluster, you need to re-enable the Backup

V2 feature on the Primary instance after upgrading and rebuilding the HA. On how to enable Backup V2: Enable

or Disable Backup V2.

3.18 Update Alation to 2020.4

Customer Managed Applies to customer-managed instances of Alation

It is recommended to update to the latest available patch version of a release.

Note: If you are updating from 2020.4.x to a newer patch version of 2020.4, jump to Update Alation from 2020.4.x to a

Newer Patch Version of 2020.4.x.

3.18.1 Update Dependencies

Update path to 2020.4.x depends on your current release number and the current OS of your Alation host server:

• Host OS Version Dependency

• Alation Version Dependency

Host OS Version Dependency

Instances where the Alation host server runs on the following older OS versions will not be able to upgrade to 2020.4.x:

• CentOS 6.x (reached EOL)

• RHEL 6.x (reached EOL)

• Ubuntu 12 and 14 (reached EOL for standard or all support).

If this is the current OS of your Alation server host, please consider the following recommendations:

• The update path in this case will be to upgrade the operational system of the host to a supported version and then

update Alation to 2020.4.

• The supported versions of these operating systems are:

– CentOS 7.x and 8.x

– RHEL 7.x and 8.x

– Ubuntu 16, 18.
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Note: Reason for Changes in OS Support

Multiple components of the Alation application have been upgraded to newer versions to allow for better security,

performance, and reliability. Some of these newer components are incompatible with older OS versions that have

reached the end of most forms of vendor support and maintenance.

Alation Version Dependency

• Alation instances on versions V R7 (5.12.x) and 2020.3.x can be directly updated to version 2020.4 if the host OS

version requirements are met;

• Direct update to 2020.4 from versions V R6 (5.10.x) and older is not supported as version 2020.4 requires the

migration between Elasticsearch versions 1 and 7 to be complete. Alation instances on V R6 and below have to

be updated in 2 steps:

– STEP 1: update to 2020.3 and allow for the Elasticsearch migration to complete

– STEP 2: update from 2020.3 to 2020.4 if the host OS requirements are met.

3.18.2 Update Schedule

Downtime Schedule

There is an additional step in the upgrade process for 2020.4 that has an impact on the time to upgrade. It is required to

start with a pre-upgrade reindexing script provided by Alation before running the update executable. The script ensures

the forward and backward compatibility of Alation components before and after the update. Re-indexing will happen

one more time automatically during the 2020.4 update process.

The steps to run the script are included into the update steps described below.

Important: The script should only be run after all other 2020.4 update prerequisites have been fulfilled,

such as PostgreSQL upgrade to 9.6 and Elasticsearch migration to 7.4. Please follow the sequence of steps

given in the 2020.4 update instructions.

The run time of the manual reindexing script varies depending on the size of the internal application database on your

instance. The time required for the pre-upgrade script to run is approximately equal to the time that will be taken by the

second reindexing that will happen automatically during upgrade.

Please allocate additional time in your Alation upgrade schedule to accommodate for this requirement.

The script execution will stop all Alation services except Postgres. Please plan for the Alation downtime during this

time.
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Update on HA Pair

Please be advised that the update instructions for HA Pair configuration have changed for 2020.4. When you

update the HA Pair instances to 2020.4 GA, you will need to perform an additional step before and during the upgrade

that are specific to the HA Pair configuration. These steps are included into the update instructions for upgrade on HA

Pair.

3.18.3 2020.4 Release-Specific Information

Chroot Upgrade to CentOS 8

In 2020.4, the Alation Chroot was upgraded to CentOS 8.2.

Note: Chroot upgrade to CentOS 8 includes the upgrade of the Glibc library that changes the ordering of PostgreSQL

queries for text data. Because of the difference in the ordering from the previous CentOS version, the indices created in

previous versions are no longer valid for the 2020.4 release. This dictates the requirement to rebuild PostgreSQL indices

involving any text data type to ensure compatibility of the changes between releases. The reindexing is included into the

update steps described below.

Changes to Supported OS for the Alation Host Server

From 2020.4, the OS requirements for the Alation host server have changed.

• No longer supported for new installations and upgrade:

– CentOS 6.x

– RHEL 6.x

– Ubuntu 12 and 14.

• Newer versions of these OS supported from 2020.4:

– CentOS 8.x

– RHEL 8.x

– Ubuntu 18.

Note: AWS Linux 2 as the host OS is supported: there are no changes in respect to AWS Linux 2 support.

If your Alation host runs on an older OS version which is not supported for update to 2020.4, please consider the option

to upgrade the host to a newer supported OS version.
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Updated Data Source Drivers

In 2020.4, a number of native (built-in) connectors were updated with newer driver versions to keep up with the driver

bug fixes and improved functionality. During the update to 2020.4, data sources which use built-in drivers will be

automatically switched to the newer driver versions:

• Databricks: added Simba JDBC driver for Databricks 2.6.16:

– AWS Databricks: the new driver is auto-switched during update. The URI is auto-updated to conform to

the required format;

– Azure Databricks using Custom DB: no changes to the selected driver during update.

• SQLServer: added Microsoft JDBC driver for SQLServer version 8.2.2:

– SQLServer sources using older built-in driver versions 6.2 or 7.4.1 are auto-switched to the newer driver

version 8.2.2;

– SQL sources using the NTLM authentication and the built-in jTDS driver are NOT switched over to the new

driver during the update. It is recommended to manually change the jTDS driver to 8.2.2 and the URI after

updating to 2020.4.

• MySQL: added JDBC driver for MySQL version 8.0.21:

– no changes to URI. Driver is auto-switched during the update.

• Google BigQuery: changed JDBC driver for Google BigQuery to driver version 1.2.11.1014:

– no changes to URI. Driver is auto-switched during the update.

• Snowflake: changed JDBC driver for Snowflake to driver version 3.12.9:

– no changes to URI. Driver is auto-switched during the update.

• PostgreSQL: changed JDBC driver for PostgreSQL to driver version 42.2.14:

– no changes to URI. Driver is auto-switched during the update.

Alation Analytics V2 Update

This only applies to instances where Alation Analytics V2 is enabled and installed. Release 2020.4 includes an updated

version of Alation Analytics V2. Update of the Alation Analytics V2 component follows a separate update flow and

should be updated separately from the Alation Catalog after the Catalog is updated to 2020.4.

Note: It is recommended to update Alation Analytics V2 right after updating Alation so that it uses the compatible

version and functions correctly. All ETL jobs will be paused until Alation Analytics V2 is upgraded. For steps, please

refer to Update Alation Analytics V2.

3.18.4 Update Alation to 2020.4

2020.4 Update Prerequisites

PostgreSQL Upgrade to 9.6. Required

Before updating Alation to 2020.4, it is required that the internal PostgreSQL database (Rosemeta) should be updated

to version 9.6. Update to 2020.4 will fail with the corresponding error message if the internal PostgreSQL is still on

version 9.3.
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Internal PostgreSQL upgrade steps: Upgrade Internal PostgreSQL Instances from 9.3 to 9.6.

Removal of Elasticsearch 1.4.

In 2020.4, Alation no longer contains the Elasticsearch 1.4 component.

Elasticsearch 1.4 removal does not affect versions V R7 (5.12.x) and 2020.3.x as on these versions the Elasticsearch

migration from the older to the newer version is expected to be complete.

However, versions V R6 (5.10.x) and older have to first be updated to 2020.3, allow time for the Elasticsearch migration

to complete, and then be updated to 2020.4.

Migration from Elasticsearch version 1.4. to 7.4 may take about a week’s time on large instances. Please be

prepared to allow for at least a week’s long wait period after updating to 2020.3.

Note: Elasticsearch upgrade from version 1.4 to version 7.4 was introduced in release V R7 (5.12.x). Both Elasticsearch

versions still coexist in Alation versions V R7 and 2020.3. The search index migration between the older and newer

Elasticsearch versions happens in the background when Alation was updated to V R7 or 2020.3 from an older release.

As a result of the Elasticsearch migration, Alation search was switched over to use Elasticsearch version 7.4, while

version 1.4 was still present in an idle state. In 2020.4, Elasticsearch version 1.4 has been removed and is no longer

present on the Alation server.

2020.4 Update Steps

• V R7 (5.12.x) and 2020.3.x to 2020.4.x

• V R6 (5.10.x) and Older Releases to 2020.4

V R7 (5.12.x) and 2020.3.x to 2020.4.x

1. Make sure you have a recent and valid Alation backup or a system image. Do not attempt the steps below unless

you have taken a backup.

• Important Update Safety Best Practice

2. SSH to the Alation host to be updated.

Important: In case of HA Pair configuration, SSH to the Primary server first. The 2020.4 pre-upgrade

script must be added to and run on the Primary server. Note that the script stops Alation services.

3. Add the pre-upgrade reindexing script to the Alation server: copy the script Pre-Update Reindexing Script for

2020.4 to the Alation host and save it to /opt/alation/alation/opt/alation/ (path outside the Alation shell) as

preupgrade_reindexing.py.

4. Is it recommended to run the script in a Screen session. Start a Screen session:

screen -S reindex_db

5. Enter the Alation shell:

sudo /etc/init.d/alation shell

6. Check the PostgreSQL version:
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alation_psql

Note: Upgrade to 9.6 is required if Postgres is still on version 9.3. Update to 2020.4 will fail if

Postgres is still using version 9.3. Internal PostgreSQL upgrade steps: Upgrade Internal PostgreSQL

Instances from 9.3 to 9.6.

7. Check the Elasticsearch mode. It should be set to 2. If you see a different value, you will not be able to upgrade

as Elasticsearch migration may not have happened. In this case, contact Alation Support to assist with the update.

alation_conf elasticsearch.backend_mode

8. Check permissions on the folder extra_config at /opt/alation/site/config/extra_config. The permissions should

be set to 755.

ls -al /opt/alation/site/config/

Example output:

If you see other permissions on extra_config, change to 755:

sudo chmod 755 /opt/alation/site/config/extra_config

9. Still in the Alation shell, change user to alation:

sudo su alation

10. Update the permissions on the preupgrade_reindexing.py script so that it can be executed by user alation.

Important: The preupgrade_reindexing.py script does not exist on the Alation server by default. The script

file must have been added manually as described in Step 3 of this instruction. Make sure you have created the file

with the script and have added it to the required path.

cd /opt/alation/

sudo chown alation:alation preupgrade_reindexing.py

chmod 755 preupgrade_reindexing.py

11. Run the script with the command given below. This script stops all Alation services except Postgres. Do not start

any of the services while the script is running as this can result in an inconsistent state of the data.

python preupgrade_reindexing.py

Note: The time required for reindexing to complete depends on the size of the internal database. The Alation

update time will be increased by approximately this amount of time when the second reindexing runs automatically

554 Chapter 3. Update Alation



Alation User Guide

during the update. The second reindexing does not require manual steps.

12. The script prints its output to the console and to /opt/alation/site/site_data/pre_upgrade_reindex_rosemeta_-

db.log.

• Example output for a successful completion of the script run time:

Completed the Pre-upgrade REINDEX of Rosemeta DB successfully. start:

"Sat Nov 14 06:45:53 2020", end: "Sat Nov 14 06:46:59 2020", duration:

"0:01:06.034741"

Total number of tables reindexed: 736

• Example output for a failed execution:

Completed the attempt to REINDEX Rosemeta DB. Failed to REINDEX the

following tables: <...>.

Warning: In case the script execution fails, do not proceed with the update. Contact Alation Support to

troubleshoot and assist with the next steps.

13. When the script execution completes successfully, Alation recommends to take a new backup with the reindexed

data.

14. Proceed to update the Alation application using the appropriate update instructions:

• Manual Software Update - Standalone Systems

• Alation recommends to update the HA Pair to 2020.4 with splitting the HA cluster: Update HA Pair with

Cluster Splitting

15. Perform the post-upgrade steps if they are relevant to your Alation instance. See Post-Upgrade Steps 2020.4.

3.18.5 V R6 (5.10.x) and Older Releases to 2020.4

Step 1: Update Alation to 2020.3

1. Familiarize yourself with 2020.3 release-specific information.

2. Follow 2020.3 update instructions for updating your specific version to 2020.3.

3. Perform post-upgrade steps for 2020.3 if they are relevant to your Alation instance.

Refer to: Update Alation to 2020.3.

Step 2: PostgreSQL Upgrade to 9.6

Upgrade the internal PostgreSQL if it is still on version 9.3. Internal PostgreSQL upgrade steps: Upgrade Internal

PostgreSQL Instances from 9.3 to 9.6.
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Step 3: Allow Time for Elasticsearch Migration

Allow for about a week on release 2020.3 for Elasticsearch migration to complete.

Note: It is possible to force the migration if this wait period is not an option. Please contact Alation

Support to assist in forcing Elasticsearch migration.

Step 4: Update Alation from 2020.3 to 2020.4

Refer to V R7 (5.12.x) and 2020.3.x to 2020.4.x for the update steps.

Important: There is an important pre-upgrade step that must be performed before updating to 2020.4. Alation provides

a pre-upgrade reindexing script that must be run before starting the update process. The steps to run the script are

included into the update instructions.

Step 5: Perform the Post-Upgrade Steps in 2020.4

See Post-Upgrade Steps 2020.4 below.

3.18.6 Post-Upgrade Steps 2020.4

• Update Alation Analytics V2 if it is enabled and installed with your instance: Update Alation Analytics V2.

• If you have SQL Server data sources that use NTLM authentication and the built-in jTDS driver, consider

switching them to the SQL Server driver version 8.2.2 added in 2020.4.

• If you have Azure Databricks sources using Custom DB and a custom driver, consider switching to the new Simba

JDBC driver 2.6.16 that is now available in the list of drivers on the General Settings tab of the data source

Settings page.

3.18.7 Update Alation from 2020.4.x to a Newer Patch Version of 2020.4.x

If you are updating from 2020.4.x to a newer patch version of 2020.4 - for example, if you are updating from 2020.4 GA

to 2020.4.1, please take note of the following:

1. You do not need to run the 2020.4 pre-upgrade re-indexing script. Update Alation using the update instructions

for your instance type: Standalone or HA Pair.

2. Before upgrading, check permissions on the folder extra_config at /opt/alation/site/config/extra_config (path

inside the Alation shell). The permissions should be 755.

# This is done from the Alation shell

# To enter the shell:

sudo /etc/init.d/alation shell

# To check permissions:

ls -al /opt/alation/site/config/

Example output:
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(env) PROD [alationadmin@ip-10-13-56-73 /]$ ls -al /opt/alation/site/

config/

total 36

drwxr-xr-x 7 alation alation 4096 Dec 15 20:59 .

drwxrwxr-x 17 alation alation 4096 Dec 15 20:59 ..

-rw-r--r-- 1 alation alation 1963 Dec 15 20:48 alation.lic

drwxr-xr-x 6 alation alation 4096 Nov 17 22:23 cryptography

drwxr-xr-x 2 alation alation 4096 May 27 2016 extra_config

drwxr-xr-x 2 alation alation 4096 Aug 7 2018 extra_config_user_

data

-rw-r--r-- 1 alation alation 37 May 4 2020 instance_uuid

drwxr-xr-x 2 alation alation 4096 May 4 2020 kek_extra_config

drwxr-xr-x 2 alation alation 4096 May 4 2020 kek_extra_config_

user_data

If you see other permissions on extra_config, change to 755:

sudo chmod 755 /opt/alation/site/config/extra_config

3.19 Pre-Update Reindexing Script for 2020.4

Customer Managed Applies to customer-managed instances of Alation

Only applies to 2020.4 update process

Use this script only as part of the 2020.4 update steps as instructed. To use, copy and save it as preupgrade_-

reindexing.py.

Note: This script can also be downloaded as a file from the Alation Community at 2020.4 Pre-Upgrade Script (requires

Community login).

#!/opt/alation/env/bin/python

from __future__ import print_function

import sys

import os

import subprocess

import time

from datetime import timedelta

import alation_conf

from alation_devops import syscmd

from alation_util import pgsql_util

def _print_message(*args, **kwargs):

is_error = kwargs.pop('is_error', False)

if is_error:

print("[%s] " % time.ctime(time.time()), file=sys.stderr, *args, **kwargs)

(continues on next page)
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else:

print("[%s] " % time.ctime(time.time()), *args, **kwargs)

def _write_to_file(output_file_name, content):

with open(output_file_name, 'w') as outfile:

outfile.write(content)

def _wait_until_postgres_is_ready(max_attempts=60):

attempts = 0

while attempts < max_attempts:

attempts += 1

query = "SELECT 1"

command = '/opt/alation/bin/alation_pgsql_util run_single_value_psql "%s"' %

query

result = subprocess.check_output("sudo su - alation -c '%s'" % command,

shell=True)

if result.strip() == '1':

return

_print_message("Waiting for postgres to be ready...")

time.sleep(1)

_print_message(

"[WARNING] Postgres wasn't ready after %d attempts... continuing anyway" % max_

attempts

)

def reindex_database():

"""

Reindex all indexes in postgres.

"""

output_file_name = '/opt/alation/site/site_data/pre_upgrade_reindex_rosemeta_db.log'

# Postgres might not be started at this point

_print_message('Starting postgres before re-indexing...')

postgres_version = alation_conf.conf['pgsql.version']

start_postgres_cmd = 'sudo service postgresql-%s restart' % postgres_version

syscmd.shell_or_die(start_postgres_cmd)

_wait_until_postgres_is_ready()

# This query returns the list of all the tables excluding temp tables.

query = """

SELECT ns.nspname::text || '.' || c.relname::text

FROM pg_catalog.pg_class c

JOIN pg_catalog.pg_namespace ns ON c.relnamespace = ns.oid

WHERE c.relkind IN ('r', 'm')

AND ns.nspname not like 'pg_temp%' -- temp tables start with the prefix pg_temp

ORDER BY c.relpages DESC

"""

start_time = time.time()

results = pgsql_util.run_psql_and_fetch_results(query)

(continues on next page)
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num_total_tables = len(results)

num_successfully_indexed = 0

failed_to_index_tables = []

_print_message(

"Re-indexing all the %s tables in postgres, this could take a while..." % num_

total_tables

)

for table_name, in results:

try:

pgsql_util.run_psql('REINDEX TABLE {table_name}'.format(table_name=table_

name))

num_successfully_indexed += 1

if (num_successfully_indexed % 10) == 0:

_print_message(

"Completed reindexing %s of %s tables" %

(num_successfully_indexed, num_total_tables)

)

except Exception as e:

_print_message("Table '%s' reindex failed. Reason: %s" % (table_name, e), is_

error=True)

failed_to_index_tables.append(table_name)

end_time = time.time()

if not failed_to_index_tables:

_print_message(

"Pre-upgrade reindex of Rosemeta DB finished successfully. More details can

be found "

"here (path inside chroot): %s" % output_file_name

)

_write_to_file(

output_file_name, '\n'.join([

'[%s] Completed the Pre-upgrade REINDEX of Rosemeta DB successfully.

start: "%s",'

' end: "%s", duration: "%s"' % (

time.ctime(time.time()), time.ctime(start_time), time.ctime(end_

time),

timedelta(seconds=end_time - start_time)

),

'Total number of tables reindexed: %s\n' % num_total_tables

])

)

else:

failed_tables_str = '\n'.join(failed_to_index_tables)

_write_to_file(

output_file_name, '\n'.join([

'[%s] Completed the attempt to REINDEX Rosemeta DB. start: "%s", end: "%s

", '

'duration: "%s"' % (

time.ctime(time.time()), time.ctime(start_time), time.ctime(end_

time),

timedelta(seconds=end_time - start_time)

(continues on next page)
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), 'Failed to REINDEX the following tables:', failed_tables_str

])

)

raise Exception(

'Failed to REINDEX the following %s tables:\n %s' %

(len(failed_to_index_tables), failed_tables_str)

)

def main():

_print_message("Stopping all the Alation services...")

# Use the bin/alation_action so our environment will be setup correctly

os.system('/opt/alation/bin/alation_action runlevel_0')

reindex_database()

if __name__ == '__main__':

main()

3.20 Update Alation to 2020.3

Customer Managed Applies to customer-managed instances of Alation

3.20.1 2020.3 Release Specific Information

Please review the following information:

• SSL Connection to Tableau sources in 2020.3 requires that SSL certificates should be uploaded to Alation on

the Settings page of a Tableau data source:

– Server SSL certificate: SSL certificate for Tableau REST API

– PostgreSQL SSL certificate: SSL certificate for Tableau internal PostgreSQL.

Make this change for your Tableau sources on the Settings page after the update and validate that the connection

can be established. In 2020.3 the Settings page has two new fields for the certificate upload under Additional

Settings: Server SSL certificate and Postgres SSL certificate.

• In 2020.3, you have an option to set the Catalog Object Definition for Custom DB sources. For some Custom

DB sources, setting the Catalog Object Definition may be required after the upgrade or MDE will fail. If you have

such sources as Denodo, please set the Catalog Object Definition in the data source Settings > Custom Settings.

For Denodo, it is Catalog.Table.

• In 2020.3, a new improved Alation backup tool is available. See Backup V1 and Backup V2.

• The New Homepage is enabled by default when the instance is upgraded to 2020.3. If you have never enabled

the Customizable Homepage, then your instance will inherit the default Homepage version. You can customize it

to better suit your requirements. If you have already enabled the Customizable Homepage in a previous release,

your customizations will transition seamlessly into the new style.

• 2020.3 introduces a new Access Token Management API that uses Refresh and Access token types. The Token

API which existed prior to 2020.3 will work in 2020.3 too. When you have made the transition to the new Token

Management API, you can disable the previous Token API using the alation_conf.
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• 2020.3 introduces Alation Analytics V2. If you already use Alation Analytics V1, note that it remains fully

operational after the update to 2020.3. The new Alation Analytics V2 is a separate feature and can be installed on

a separate machine. If you already use Alation Analytics V1 but would also like to enable and try out Alation

Analytics V2, please contact your account manager so that Alation can assist in enabling both V1 and V2 at the

same time. If you have not tried Alation Analytics yet, you can do so with Alation Analytics V2. Please use the

system requirements for Alation Analytics to prepare the environment for V2.

3.20.2 Prepare for the Update

• V R7 (5.12.x) to 2020.3

• V R6 (5.10.x) and V R5 (5.9.x) to 2020.3

• V R2 (5.4.6-5.4.10), V R3, VR4 To 2020.3

• V R2 (5.4.0-5.4.5) To 2020.3

• Below V R2 to 2020.3

3.20.3 V R7 (5.12.x) to 2020.3

1. PostgreSQL Upgrade to 9.6

Alation strongly recommends upgrading the internal PostgreSQL database to version 9.6 if this has not been done yet on

your instance. You can upgrade PostgreSQL before or after the update to 2020.3, on a separate schedule.

This upgrade ensures that your Alation instance receives the latest PostgreSQL security upgrades and is required in

order to enable such 2020.3 Alation features as:

• Backup and Restore V2

To check your current PostgreSQL version, on the Alation server:

sudo /etc/init.d/alation shell

alation_psql

See Upgrade Internal PostgreSQL Instances from 9.3 to 9.6..

2. Update Alation

Update Alation using the Regular Update Scenario. There are no specific prerequisites for the update from V R7 (5.12.x)

to 2020.3.

Post-Update Steps

Please review section 2020.3 Release Specific Information.
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3.20.4 V R6 (5.10.x) and V R5 (5.9.x) to 2020.3

1. Evaluate resources for Elasticsearch upgrade

Please refer to Evaluate resources for Elasticsearch upgrade for details.

2. Update Alation

Update Alation using the Regular Update Scenario.

3. Post-Update Steps

• Please review section 2020.3 Release Specific Information

• Please review PostgreSQL upgrade to 9.6

3.20.5 V R2 (5.4.6-5.4.10), V R3, VR4 To 2020.3

1. Evaluate resources for Elasticsearch upgrade

Please refer to Evaluate Resources for Elasticsearch Upgrade for details.

2. Changes to Scheduled Queries

Review Scheduled Query Migration: V R6 Changes. This information applies to 2020.3 too.

3. Migration of the internal server database from MongoDB to PostgreSQL

In 2020.3, Alation no longer includes the MongoDB component, which was removed in release V R5 (5.9.x). Migration

from MongoDB to PostgreSQL was introduced in V R2 (5.4.x) as a background process. It should have already been

completed on your instance, and Alation can be updated to 2020.3 following the standard update steps. However, if the

2020.3 updater stops with the following error: The installer will abort until migration job from MongoDB to Postgres

has succeeded - this indicates that MongoDB migration is not complete on your instance.

Do not attempt to troubleshoot on your own. Raise a support ticket with Alation Support to investigate the root cause

of the issue and to guide you through the upgrade process.

4. Update Alation

Update Alation using the Regular Update Scenario.
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5. Post-Update Steps

• Please review section 2020.3 Release Specific Information

• Please review PostgreSQL upgrade to 9.6

3.20.6 V R2 (5.4.0-5.4.5) To 2020.3

Updating from version V R2 (5.4.0 - 5.4.5) to 2020.3 cannot happen directly due to the absence of some internal changes

introduced in patch 5.4.6 that are required for this update.

Update to 2020.3 requires two stages. The options are:

• First update to the latest V R2 patch (5.4.10) then update to 2020.3.

• First update to the latest patch of V R3, V R4, V R5, or V R6 and then update to 2020.3.

3.20.7 Below V R2 to 2020.3

If your current release is between 4.8.x and V R1 (5.0.x), then updating to 2020.3 has to be achieved in a number of

stages.

1. Update to V R4 (latest patch version)

In your Alation version, one of the internal components is MongoDB. It is used for storing Alation server data, such as,

for example, the results of Compose queries. Starting with version V R2 (5.4.x), Alation began to migrate the server

data off MongoDB to a PostgreSQL database. This transition happens in the background and is complete in V R5 (5.9.x)

where the MongoDB component is no longer present in the Alation package. This transition is a major architectural

change in the Alation application, which does not allow Alation to support a seamless update from your version to the

latest release. The intermediary stage is updating to V R4 (latest available patch), which is required for Alation to start

and complete the transition from MongoDB to PostgreSQL as the internal server data repository.

Plan your update to V R4 using the following information:

• Release-Specific Update Pre-checks : this instruction does apply to your Alation instance. Perform the checks to

prepare for the update.

• Use Regular Update Scenario to update to V R4.

When you successfully update Alation to V R4, you can move to the next step.

2. Allow Time For MongoDB Transition to Complete

Let your updated R4 instance run over at least one weekend. In the background, Alation will start and complete the

server data migration off MongoDB to PostgreSQL. After the Mongo migration is complete, you can go to the next

stage and update to 2020.3.

Note: On a Saturday after the update, Alation will automatically trigger the MongoDB migration script

that copies the Alation server data from MongoDB to PostgreSQL. In a regular scenario, this migration

should be completed over one weekend. If it requires a longer time, the process will be working until the

migration is finished successfully.

You can check mongo-data-migration.log at /opt/alation/site/logs after the weekend to make sure that migration is

complete.
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3. Complete Prerequisites for 2020.3

• Evaluate Resources for Elasticsearch Upgrade

• Scheduled Query Migration: V R6 Changes. This information applies to 2020.3 too.

4. Update to 2020.3

Use the Regular Update Scenario to update Alation to 2020.3

If During the update you see the message:

The installer will abort until the migration job from MongoDB to Postgres has succeeded

this means the MongoDB data migration may have completed with errors. Do not attempt to troubleshoot on your

own. Contact Alation Support to investigate the root cause of the issue and to guide you through the upgrade process.

5. Post-update steps

• Please review section 2020.3 Release Specific Information

• Please review PostgreSQL upgrade to 9.6

3.20.8 2020.3 Update Prerequisites

Evaluate Resources for Elasticsearch Upgrade

During update to 2020.3 from releases below V R7, the Elasticsearch component will be upgraded from version 1.7 to

version 7.4.

After your instance is successfully updated to 2020.3, Alation will begin search index migration to Elasticsearch 7.

During this process, Elasticsearch 1 and 7 will both be using an equivalent amount of memory, which may result in

doubling memory usage by Elasticsearch on a temporary basis. This process will be happening in the background and is

not expected to have any impact on Alation users. When it completes, Alation will automatically switch to fully using

Elasticsearch 7 and memory usage by Elasticsearch will be back to normal.

The instance should be sized to allow for equivalent memory usage for both Elasticsearch 1.4 and Elasticsearch 7.4

while migration is running.

If the instance is close to its memory usage maximum and does not have any to spare, it is possible that the update to

V R7 may cause an out of memory error on the Alation server after the update. If this happens, there may be a brief

outage of search functionality while processes are restarted. The Elasticsearch migration will be initiated again on the

weekend. If there is still not enough spare memory on the weekend, the Elasticsearch migration job will keep failing

and manual intervention will eventually be required.

See Elasticsearch Upgrade to 7.4 FAQ and Troubleshooting
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PostgreSQL Upgrade to 9.6

Alation strongly recommends to upgrade the internal PostgreSQL database to version 9.6 (if this has not been done yet).

This upgrade ensures that your Alation instance receives the latest PostgreSQL security upgrades and is required in

order to enable such 2020.3 Alation features as: Backup and Restore V2

To check your current PostgreSQL version from the Alation server:

sudo /etc/init.d/alation shell

alation_psql

You can upgrade PostgreSQL after the update to 2020.3, on a separate schedule. See Upgrade Internal PostgreSQL

Instances from 9.3 to 9.6

Scheduled Query Migration: V R6 Changes

Applies to instances on release V R4 and below.

If you have UNPUBLISHED SCHEDULED queries:

As of R6, you can no longer schedule unpublished queries. During update to V R6 or a later release, your UNPUBLISHED

SCHEDULED queries will be automatically PUBLISHED to keep your query schedule. You will receive an email

notification informing you about this change and having the list of auto-published queries. Note that this auto-publishing

will create a major version in the query version history.

If you have PUBLISHED SCHEDULED queries that include changes you haven’t published yet:

As of R6, only the published part of the query can run on schedule. During update to V R6 or a later release, such queries

will be automatically republished in full so that there are no unpublished edits in these queries. You will receive an email

notification informing you about this change and having the list of auto-republished queries. Note that auto-republishing

will create a major version in the query version history.

3.20.9 Regular Update Scenario

Plan your update using the following information:

1. General Alation update information: Updating Alation

2. Important Update Safety Best Practice

3. Update instructions depending on your instance type:

• Manual Software Update - Standalone Systems

• Update on HA Pair (4.7 and Above)
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3.21 Updating Alation to V R7 (5.12.x)

Customer Managed Applies to customer-managed instances of Alation

3.21.1 Prepare for Update

Step 1. Receive and upload a new V R7 license

Before updating to V R7, make sure your Alation instance is using the new type of Alation license. All licenses issued

by Alation after February 19, 2020 are licenses of the new type which will work with V R7.

If you have an older license, you need to get and upload the new license file for your Alation instance even though the

existing license is not expiring. Work with your account manager for the new license to be issued, download it from the

Alation Customer Portal and upload to your Alation instance before attempting the update to V R7. Note that if you

update Alation to V R7 without providing the new V R7 license, all users, including Server Admins, will find themselves

locked out of the Alation UI until the new license is provided.

Note: V R7 introduces a new licensing model that adds new types of licenses and new roles. Note that the new license

management model is not enforced yet, but requires the use of a new type of Alation license.

See How to Update the License File about how to upload a new license.

Step 2. Evaluate available resources to allow for Elasticsearch upgrade

During update to V R7, the Elasticsearch component is upgraded from version 1.7 to version 7.4.

After your instance is successfully updated to V R7, Alation will begin search index migration to Elasticsearch 7. During

this process, Elasticsearch 1 and 7 will both be using an equivalent amount of memory, which may result in doubling

memory usage by Elasticsearch on a temporary basis. This process will be happening in the background and is not

expected to have any impact on Alation users. When it completes, Alation will automatically switch to fully using

Elasticsearch 7 and memory usage by Elasticsearch will be back to normal.

The instance should be sized to allow for equivalent memory usage for both Elasticsearch 1.4 and Elasticsearch 7.4

while migration is running.

If the instance is close to its memory usage maximum and does not have any to spare, it is possible that the update to

V R7 may cause an out of memory error on the Alation server after the update. If this happens, there may be a brief

outage of search functionality while processes are restarted. The Elasticsearch migration will be initiated again on the

weekend. If there is still not enough spare memory on the weekend, the Elasticsearch migration job will keep failing

and manual intervention will eventually be required.

See Elasticsearch Upgrade to 7.4 FAQ and Troubleshooting.
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3.21.2 V R7-Specific Information

New Licensing and Roles Models

In V R7, Alation is introducing a new licensing and roles system. Roles from previous releases will be migrated over to

the new model and mapped onto the new roles and licensed seats. Standard User role will be migrated to one of the

new roles: Composer, Steward, or Source Admin, depending on several conditions. Server and Catalog Admin roles

will remain as is.

The new roles are not enforced by default. Users will have access to the same functionality as before despite the new

roles assignment.

Roles before V R7 Role in V R7 Notes

Server Admin Server Admin No changes

Catalog Admin Catalog Admin No changes

Standard User Source Admin Standard User -> Source Admin if

this user has access to data sources

as a Data Source Admin

Standard User Composer Standard User -> Composer if this

user does NOT have access to data

sources as a Data Source Admin and

if this user has created and/or run

queries in Compose.

Standard User Steward Standard User -> Steward if this

user does NOT have access to data

sources as a Data Source Admin and

if this user has never accessed Com-

pose.

N/A Viewer New role. Existing users will not be

migrated to this role; however, when

a new user signs up for an Alation

account in V R7, their initial role

will default to Viewer. The Viewer

role is not enforced by default: View-

ers will be able to access the same

scope of functionality as users with

the Steward role. About new roles in

V R7. Roles Overview V R7

PostgreSQL Upgrade to 9.6

Alation strongly recommends that you plan for upgrading the internal PostgreSQL database to version 9.6. if this has

not been done yet. Internal PostgreSQL can be upgraded on a separate schedule after you have updated Alation to V R7.

Alation will stop using PostgreSQL 9.3 in the next release that will follow V R7 (currently planned for July 2020). Thus,

upgrading PostgreSQL from 9.3 to 9.6 will become a requirement for moving to the next new release.

See Upgrade Internal PostgreSQL Instances from 9.3 to 9.6 for steps.
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3.21.3 Update Alation

Important: Make sure your instance is using the new V R7 license. See Step 1. Receive and upload a new V R7

license.

The process of updating Alation to V R7 (5.12.x) from an older release depends on your current release number.

If you want to update from versions:

• V R5 (5.9.x) and V R6 (5.10.x) - see V R5 and V R6 To V R7

• V R2 (5.4.6-5.4.10), V R3 (5.6.x), V R4 (5.8.x) - see V R2 (5.4.6-5.4.10), V R3, VR4 To V R7

• V R2 (5.4.0-5.4.5), see V R2 (5.4.0-5.4.5) To V R7

• If you want to update from versions before V R2, and namely 4.8.x and V R1 (5.0.x) - read the information in

Updating From Before V R2 (5.4.x).

V R5 and V R6 To V R7

Update from V R5 (5.9.x) and V R6 (5.10.x) to V R7 (5.12.x) follows the Regular Update Scenario.

Note: If you haven’t performed PostgreSQL upgrade in V R6, Alation recommends that you do it after updating to V

R7. See PostgreSQL Upgrade to 9.6.

V R2 (5.4.0-5.4.5) To V R7

Updating from versions 5.4.0 - 5.4.5 to V R7 cannot happen directly due to the absence of several internal changes

introduced in patch 5.4.6 and are required for this update. Update to V R7 requires two stages. The options are:

• First update to the latest V R2 patch (5.4.10) then update to V R7

• First update to the latest patch of V R3, V R4, V R5, or V R6, upgrade to V R7.

V R2 (5.4.6-5.4.10), V R3, VR4 To V R7

Review the following information.

MongoDB Migration

In V R7 (5.12.x), Alation no longer includes the MongoDB component. In your release, migration from MongoDB to

PostgreSQL was happening in the background and should have already been completed. Update to R7 following the

Regular Update Scenario. However, the V R7 updater might exit with the following error:

The installer will abort until migration job from MongoDB to Postgres has succeeded

This message indicates that MongoDB migration has not yet completed on your instance.
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Changes to Scheduled Queries

See Scheduled Query Migration: V R6 Changes. This information applies to V R7 too.

3.21.4 Regular Update Scenario

Applies if you are updating from V R2, V R3, V R4, V R5, and V R6

Plan your update using the following information:

1. General Alation update information: Updating Alation

2. Important Update Safety Best Practice

3. Update instructions depending on your instance type:

• Manual Software Update - Standalone Systems

• Update on HA Pair (4.7 and Above)

4. PostgreSQL upgrade from 9.3 to 9.6: Upgrading Internal PostgreSQL Instances From 9.3 To 9.6.

3.21.5 Updating From Before V R2 (5.4.x)

If your current release is between 4.8.x and V R1 (5.0.x), then updating to V R7 will have to be achieved in three steps.

Step 1: Update to V R4 (latest patch version)

You will need to update to:

• V R4 (latest available patch version)

Note: In your Alation version, one of the internal components is MongoDB. It is used for storing Alation server data,

such as, for example, the results of Compose queries. Starting with version V R2 (5.4.x), Alation began to migrate the

server data off MongoDB to a PostgreSQL database. This transition is happening in the background and is complete in

V R5 (5.9.x) where the MongoDB component is no longer present in the Alation package. This transition is a major

architectural change in the Alation application, and, unfortunately, it does not allow us to support a seamless update

from your version to V R7. The intermediary stage is updating to V R4 (latest available patch), which is required for

Alation to start and complete the transition from MongoDB to PostgreSQL as the internal server data repository.

Plan your update to V R4 using the following information:

1. General Alation update information: Updating Alation

2. Important Update Safety Best Practice

3. Release-Specific Update Pre-checks: this instruction does apply to your Alation instance. Perform the checks to

prepare for the update.

4. Update instructions depending on your instance type:

• Manual Software Update - Standalone Systems

• Update on HA Pair (4.7 and Above)

When you successfully update Alation to V R4, you can move to the next step.
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Step 2: Allow Time For MongoDB Transition to Complete

Let your updated R4 instance run over at least one weekend. In the background, Alation will start and complete the

server data migration off MongoDB to PostgreSQL.

After the Mongo migration is complete, you can go to the next stage and update to V R7.

Note: On a Saturday after the update, Alation will automatically trigger the MongoDB migration script that copies the

Alation server data from MongoDB to PostgreSQL. In a regular scenario, this migration should be completed over one

weekend. If it requires a longer time, the process will be working until the migration is finished successfully.

You can check mongo-data-migration.log at /opt/alation/site/logs after the weekend to make sure that migration

is complete.

Step 3: Update to V R7

Plan your update to V R7 using the information in Help Center then update your instance: V R2 (5.4.6-5.4.10), V R3,

VR4 To V R7.

Note: During the update you might see the message:

The installer will abort until migration job from MongoDB to Postgres has succeeded.

This means the data migration may have completed with errors.

3.22 Elasticsearch Upgrade to 7.4 FAQ and Troubleshooting

Customer Managed Applies to customer-managed instances of Alation

Applies to release V R7 (5.12.x)

Before V R7, Alation is using Elasticsearch 1.4 as a component of the application architecture. In V R7 (5.12.x),

Elasticsearch is upgraded to version 7.4 to take advantage of numerous bug fixes, new features, and enhancements

released since version 1, covering such areas as search speed, security, and capabilities for improving search quality.

In V R7 (5.12.x), on new installations and after instances are updated from previous releases, both versions of Elastic-

search - 1 and 7 - will be installed, and both versions will start when Alation starts. In the background the search index

will be migrated to Elasticsearch 7, and after index migration is completed, Alation will switch to exclusively using

version 7.

While index migration is in progress, the memory consumption by the Elasticsearch component is expected to double

on a temporary basis. When the migration is completed, memory usage by Elasticsearch will be back to normal.
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3.22.1 How can I tell which Elasticsearch version is being used by Alation?

The usage of the Elasticsearch versions is governed by the alation_conf parameter elasticsearch.backend_mode.

The valid values for this parameter are:

• 1 - In mode 1 Alation writes to and reads from Elasticsearch 1, only.

• 2 - In mode 2 Alation writes to and reads from Elasticsearch 7, only.

• 3 - In mode 3 Alation writes to Elasticsearch 1 and Elasticsearch 7 and reads from Elasticsearch 1.

Index migration between versions is expected to run seamlessly. After installation or update, Alation will start in mode

3 (using both Elasticsearch versions 1 and 7), index all data into Elasticsearch 7, move to mode 2 (Elasticsearch 7 only).

During index migration, the Alation application will continue to run and will be using Elasticsearch 1.

To understand which mode is currently being used on an instance, check the value of the elasticsearch.backend_-

mode parameter:

1. SSH to your instance.

2. From the Alation shell, check the parameter value:

sudo /etc/init.d/alation shell

alation_conf elasticsearch.backend_mode

3.22.2 How can I tell if migration to Elasticsearch 7.4 has completed?

Migration happens in the background and is not expected to affect Alation users.

If it fails, Alation system admins will be notified if the health check alerts are enabled: see Configuring Alation Server

Health Alerts for Admins.

Note: The Elasticsearch migration check rnsn daily and checks the migration status, sending an alert if it has failed.

Note that health check notification email will have a summary of all alerts for the day. There will not be a separate

notification email exclusively about the Elasticsearch upgrade.

See Troubleshooting.

3.22.3 How long will index migration take?

The time is proportional to the amount of data in the internal PostgreSQL database and is equivalent to the time it would

take to do a full search re-indexing. This may take less than an hour on small deployments and new installations to more

than a day on large instances.

3.22.4 What happens to Elasticsearch 1 after a successful migration?

Elasticsearch 1 component will continue to be present, unused by the Alation application. In a future release, the

Elasticsearch 1 will be entirely removed.
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3.22.5 Are there any changes to how search works after upgrade?

Search results for stop words (for example, “a”, “and”, “the”, “for”) previously returned all objects but will return no

objects after switching to Elasticsearch version 7.

3.22.6 Troubleshooting

OOM

If an instance is close to its maximum memory usage before the upgrade to V R7 (5.12.x), it is possible that the

Elasticsearch index migration may cause an out of memory error. There may be a brief outage of search functionality

while some processes are being restarted. If Elasticsearch migration fails due to an OOM, it will stop and will be

re-attempted on the next weekend. If there is still insufficient spare memory available on the next run, the job will keep

failing and manual intervention will eventually be required.

How can I tell if my instance has enough memory?

1. Check how much memory is allocated to Elasticsearch on your instance from the current value of the parameter

elasticsearch.env.es_heap_size in alation_conf. You should have at least this amount of available

memory resources:

2. SSH to your instance. From the Alation shell, check the parameter value:

sudo /etc/init.d/alation shell

alation_conf elasticsearch.env.es_heap_size

2. If you have monitoring on the instance that tracks CPU/Memory usage over time, you can look at that data.

Evaluate the free RAM and the buffer/cache memory to identify how much available memory there is.

3. If you do not have historical monitoring, you can use top memory usage values during normal operation and

check if the free and buffer/cache memory is more than the value of elasticsearch.env.es_heap_size.

How much memory does Elasticsearch need?

If you get OOM errors in elasticsearch.log, increase elasticsearch.env.es_heap_size. If you have over a million

objects in your catalog, increase this to 2GB. If you have >10 million objects, increase to 4GB.

3.22.7 Useful Logs

Migration progress and errors

Log: /opt/alation/site/logs/celery-default_error.log

Strings to search for in this log:

• Starting full index into latest Elasticsearch is written at the start of the migration.

• Completed full index into latest Elasticsearc” is written at the end of the migration.

• Setting Elasticsearch backend mode to ES7 only indicates migration has succeeded.

• Migrating to Elasticsearch 7 failed prints if migration fails.
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Elasticsearch 1 startup, activity and errors

/opt/alation/site/logs/elasticsearch.log

Elasticsearch 7 startup, activity and errors

/opt/alation/site/logs/elasticsearch-7_4_sh.log

3.23 Update Alation to V R6 (5.10.x)

Customer Managed Applies to customer-managed instances of Alation

The process of updating Alation to V R6 (5.10.x) from an older release depends on your current release number.

If you want to update from versions:

• V R2 (5.4.x)

• V R3 (5.6.x)

• V R4 (5.8.x)

• V R5 (5.9.x)

then first refer to Updating from V R2, V R3, V R4, V R5.

If you want to update from versions before V R2 (5.4.x), and namely:

• 4.8.x

• V R1 (5.0.x)

Read the information in Updating from Before V R2.

3.23.1 Updating from V R2, V R3, V R4, V R5

• V R5 To V R6

• V R2, V R3, VR4 To V R6

• After you have updated Alation to V R6, you can also upgrade the Alation internal PostgreSQL instances to

PostgreSQL version 9.6.

V R5 To V R6

Update from V R5 (5.9.x) to V R6 (5.10.x) follows the Regular Update Scenario.

also see PostgreSQL Upgrade to 9.6 .
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V R2, V R3, VR4 To V R6

In V R6 (5.10.x), Alation no longer includes the MongoDB component. In a regular scenario, migration off Mongo

DB has already been completed in the background on your instance, and you can update to R6 following the Regular

Update Scenario.

If the V R6 updater quits with the following error:

The installer will abort until migration job from MongoDB to Postgres has succeeded -

then follow Irregular Scenario: MongoDB Migration is Not Complete.

also see PostgreSQL Upgrade to 9.6. You can upgrade PostgreSQL on a separate schedule after you have updated

Alation to V R6.

If you are updating from V R4 and earlier, see Scheduled Query Migration: V R6 Changes

3.23.2 Regular Update Scenario

Plan your update from V R2, V R3, V R4, and V R5 using the following information:

• General Alation update information: Update Alation

• Important Update Safety Best Practice

• Update instructions for your instance type:

– Manual Software Update - Standalone Systems

– Update on HA Pair (4.7 and Above)

• PostgreSQL upgrade from 9.3 to 9.6: Upgrade Internal PostgreSQL Instances.

3.23.3 Irregular Scenario: MongoDB Migration is Not Complete

Incomplete off-Mongo DB migration causes the following error during the attempted update to V R6:

The installer will abort until migration job from MongoDB to Postgres has succeeded.

3.23.4 Updating from Before V R2

If your current release is 4.8.x or V R1 (5.0.x), then updating to V R6 will have to be achieved in three steps.

Step 1: Update to V R4 (latest patch version)

You will need to update to:

• V R4 (latest available patch version)

Note: In your Alation version, one of the internal components is MongoDB . It is used for storing Alation server data,

such as, for example, the results of Compose queries. Starting with version V R2 (5.4.x), Alation began to migrate

the server data off MongoDB to a PostgreSQL database. This transition has been happening in the background and is

complete in V R5 (5.9.x) where the MongoDB component is no longer present in the Alation package.

This transition is a major architectural change in the Alation application, and, unfortunately, it does not allow us to

support a seamless update from your version to V R6.
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The intermediary stage is updating to V R4 (latest available patch), which is required for Alation to start and complete

the transition from MongoDB to PostgreSQL as the internal server data repository.

Plan your update to V R4 using the following information in Help Center:

• General Alation update information: Update Alation

• Important Update Safety Best Practice

• Release Specific Update Pre-checks : this instruction does apply to your Alation instance, perform those checks

to prepare for the update.

• The update instructions for your instance type:

– Manual Software Update - Standalone Systems

– Update on HA Pair (4.7 and Above)

When you successfully update Alation to V R4, you can move to the next step.

Step 2: Allow Time For MongoDB Transition to Complete

Let your updated R4 instance run over at least one weekend. In the background, Alation will start and complete the

server data migration off MongoDB to PostgreSQL.

After the migration is complete, you can go to the next stage and update to V R6.

Note: On a Saturday after the update, Alation will automatically trigger the MongoDB migration script that copies the

Alation server data from MongoDB to PostgreSQL. In a regular scenario, this migration should be completed over one

weekend. If it requires a longer time, the process will be working until the migration is finished successfully.

You can check mongo-data-migration.log at /opt/alation/site/logs after the weekend to make sure that migration is

complete.

Step 3:Update to V R6

Plan your update to V R6 using the information in Help Center and then update your instance: Regular Update Scenario.

Note: You might see the following message:

The installer will abort until migration job from MongoDB to Postgres has succeeded.

This means the data migration may have completed with errors. assistance.

3.23.5 PostgreSQL Upgrade to 9.6

Applies to instances UPDATED to V R6 from prior releases

Does not apply to new installations of V R6

After you have updated Alation to V R6 you can choose to upgrade its internal PostgreSQL databases to version 9.6.

This PostgreSQL upgrade can be done on a schedule independent from updating the Alation application.
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Note: Releases before V R6 use PostgreSQL 9.3. PostreSQL 9.3 is at end of life and no longer receives updates or bug

fixes.

We recommend that you upgrade to PostgreSQL 9.6. Alation will stop using the PostgreSQL 9.3 in one of the releases

that will follow V R6, and upgrading PostgreSQL to 9.6 will become a requirement.

See Upgrade Internal PostgreSQL Instances for steps.

3.23.6 Scheduled Query Migration: V R6 Changes

There are some important changes to the behavior of scheduled queries in V R6 compared to previous releases. Be

prepared for the following:

R4 and earlier

If you have UNPUBLISHED SCHEDULED queries

In R6, you can no longer schedule unpublished queries.

During update to V R6, your UNPUBLISHED SCHEDULED queries will be automatically PUBLISHED to keep

your query schedule. You will receive an email notification informing you about this change and having the list of

auto-published queries.

Note that this auto-publishing will create a major version in the query version history.

If you have PUBLISHED SCHEDULED queries that include changes you haven’t published yet

In R6, only the published part of the query can run on schedule. During update to V R6, such queries will be automatically

republished in full so that there are no unpublished edits in these queries. You will receive an email notification informing

you about this change and having the list of auto-republished queries.

Note that auto-republishing will create a major version in the query version history.

3.24 Upgrade Internal PostgreSQL Instances from 9.3 to 9.6

Customer Managed Applies to customer-managed instances of Alation

Available from release V R6 (5.10.x)

Alation uses PostgreSQL databases as the internal server database and the database for Alation Analytics functionality.

Starting with V R6 (5.10.x), these internal PostgreSQL instances can be deployed on PostgreSQL version 9.6.

Note: Releases before V R6 use PostgreSQL 9.3.

New Alation installations of V R6 (5.10.x) will use PostgreSQL 9.6 by default.

Existing Alation installations which update to V R6 from previous releases will continue to be fully operable on

PostgreSQL 9.3; however, we strongly recommend upgrading your Alation PostgreSQL instances to version 9.6. after

you update Alation to V R6.
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Note: PostreSQL version 9.3 is at end of life and no longer receives updates or bug fixes. For details on PostgreSQL

versioning, refer to PostgreSQL documentation.

3.24.1 Update Internal PostgreSQL Databases to Version 9.6

Note: This instruction only applies to Alation instances updated to V R6 from previous releases and does not apply to

new installations of V R6.

Upgrade to 9.6 action will update the internal Alation database ( rosemeta ) and the Alation Analytics database if it is

enabled in your instance.

Prerequisites

• sudo access to Alation shell

• A valid backup of your Alation instance or a full system image or snapshot. For information on how to create a

backup, see Create Backups Manually.

Standalone Instances

To upgrade:

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. Stop the Supervisor services:

alation_supervisor stop all

3. Set user as alation:

sudo su alation

4. Run the following script:

alation_action upgrade_postgres

The upgrade will be performed in-place without copying any files and is expected to complete rather quickly.

5. Start the Supervisor services:

alation_supervisor start all

6. To check the PostgreSQL version after upgrade, see Check PostgreSQL Version.

7. Exit the shell

exit
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Important: After the upgrade, any remaining data in the 9.3 folders must NOT be deleted: you could suffer

data loss if you delete it. Alation provides instructions on how to correctly clean up the leftover 9.3 data: How to

Clean up Postgres 9.3 Data

HA Instances

To upgrade PostgreSQL in an HA setup, perform the following steps.

1. Make sure the Prerequisites are met.

2. Revert the HA cluster to standalone mode. For details, see: Reverting the High Availability Pair to Standalone

Mode.

3. On the Secondary server, check that the scheduled queries are disabled: Enable or Disable Query Scheduling.

4. On Secondary, if your instance has Alation Analytics enabled, set the Alation Analytics feature flag to False:

• On Secondary, enter the Alation shell and set parameter alation.feature_flags.enable_alation_-

analytics to False:

sudo /etc/init.d/alation shell

alation_conf alation.feature_flags.enable_alation_analytics -s False

• Don’t exit the shell yet. Do step 5.

5. On Secondary, stop the supervisor:

alation_supervisor stop all

6. On Primary, if your instance has Alation Analytics enabled, set the Alation Analytics feature flag to False. If not,

skip this step.

sudo /etc/init.d/alation shell

alation_conf alation.feature_flags.enable_alation_analytics -s False

7. On Primary, from the Alation shell, stop the Supervisor:

# if not in the shell - enter the shell first

sudo /etc/init.d/alation shell

alation_supervisor stop all

8. On Primary, run the PostgreSQL upgrade action:

Still in the shell, set user as alation:

sudo su alation

Run:

alation_action upgrade_postgres

9. On Secondary, run the PostgreSQL upgrade action:

If not in the shell, enter the shell first:

sudo /etc/init.d/alation shell
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Then:

sudo su alation

alation_action upgrade_postgres

10. To check the PostgreSQL version after upgrade, see Check PostgreSQL Version.

11. On Primary, if you previously disabled Alation Analytics, set it back to enabled from the Alation shell:

alation_conf alation.feature_flags.enable_alation_analytics -s True

12. Rebuild HA setup for Primary and Secondary instances starting from Step 3: “Placing the Primary server into

master mode”.

13. If using Alation Analytics, check that the Alation Analytics feature parameter is back to True on the

Secondary instance (it should automatically return to True after the cluster is rebuilt):

# if not in the shell - enter the shell first

sudo /etc/init.d/alation shell

alation_conf alation.feature_flags.enable_alation_analytics

Should be: alation_conf alation.feature_flags.enable_alation_analytics = True

14. On Primary, start the Supervisor:

alation_supervisor start all

Important: After the upgrade, any remaining data in the 9.3 folders must NOT be deleted: you could suffer data

loss if you delete it.

3.24.2 Check PostgreSQL Version

After upgrade, you can check the PostgreSQL version in the following way. While in Alation shell, run:

alation_psql

Look at the version in the output. You should see “9.6.x”, for example:

psql (9.6.13)

Type "help" for help.

To exit the Postgres shell and return to the Alation shell, type:

\q
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3.24.3 Restore from Backup with PostgreSQL 9.3 on V R6

It is possible to restore an Alation backup from an instance running on 9.3 PostgreSQL to a clean installation of Alation

V R6. Note that the data will not be automatically upgraded to the 9.6 format, but the VR6 instance will switch to use

PostgreSQL version 9.3. After completing the restore action, it will be possible to run the upgrade_postgres action

to upgrade PostgreSQL to 9.6.

3.25 Update Alation to V R5 (5.9.x)

Customer Managed Applies to customer-managed instances of Alation

The process of updating Alation to V R5 from an older release depends on your current release number.

If you want to update from versions before V R2 (5.4.x), and namely:

• 4.8.x

• V R1 (5.0.x)

Read the information in Updating from Before V R2.

If you want to update from versions:

• V R2 (5.4.x)

• V R3 (5.6.x)

• V R4 (5.8.x)

then refer to Updating from V R2, V R3 and V R4.

3.25.1 Updating from Before V R2

If your current release is 4.8.x or V R1 (5.0.x),then updating to V R5 will have to be performed in three steps.

Step 1: Update to V R4 (latest available patch version)

First, you will need to update to:

• V R4 (latest available patch version)

Note: In your Alation version, one of the internal components is MongoDB . It is used for storing Alation server data,

such as, for example, the results of Compose queries.

Starting with version V R2 (5.4.x), Alation began to migrate the server data off MongoDB to a PostgreSQL database.

This transition has been happening in the background and is complete in V R5 (5.9.x). In V R5, the MongoDB component

is entirely removed from the Alation package.

This transition is a major architectural change in the Alation application, and, unfortunately, it does not allow us to

support a seamless update from your version to V R5.

The intermediary stage of updating to V R4 (latest available patch) is required for Alation to start and complete the

transition from MongoDB to PostgreSQL as the internal server database.

Plan your update to V R4 using the following information in Help Center:

• General Alation update information: Update Alation.
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• Release-Specific Update Pre-checks : this instruction does apply to your Alation instance, follow those checks to

prepare for the update.

• The update instructions for your instance type:

– Manual Software Update - Standalone Systems

– Update on HA Pair (4.7 and Above)

• Important Update Safety Best Practice

When you successfully update Alation, you can move to the next step.

Step 2: Allow Time For MongoDB Transition to Complete

Use your updated R4 instance over at least one weekend. In the background, Alation will start and complete the server

data migration off MongoDB to PostgreSQL.

After the migration is complete, you can go to the next stage and update to V R5.

Note: V R4 comes with the replace_mongo_with_postgres parameter in alation_conf that is set to True by

default. On a Saturday after the update, Alation should automatically trigger the MongoDB migration script that copies

the Alation server data from MongoDB to PostgreSQL. In a regular scenario, this migration should be completed over

one weekend. If it requires a longer time, the process will be working until the migration is finished successfully.

You can check mongo-data-migration.log at /opt/alation/site/logs to make sure that migration is complete.

Step 3: Update to V R5

Plan your update to V R5 using the information in Help Center and then update your instance:

• General Alation update information: Update Alation

• The update instructions for your instance type:

– Manual Software Update - Standalone Systems

– Update on HA Pair

• Important Update Safety Best Practice

Important: You might see the following message:

The installer will abort until migration job from MongoDB to Postgres has succeeded.

This means the data migration has not been completed yet or completed with errors.
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3.25.2 Updating from V R2, V R3 and V R4

In V R5 (5.9.x), the MongoDB component is entirely removed from the Alation package.

Regular Scenario: MongoDB Migration is Complete

In releases V R2 (5.4.x), V R3 (5.6.x), and R4 (5.8.x), migration off MongoDB has happened in the background if in

your instance the replace_mongo_with_postgres parameter in alation_conf was set to True (default setting).

On a Saturday after the installation of or update to any of these releases, Alation should have triggered the MongoDB

migration script to copy the Alation server data from MongoDB to PostreSQL. In a regular scenario, the migration

should are completed over one weekend. Even if it required a longer time, the process should are active until the

migration has finished successfully.

You can check mongo-data-migration.log at /opt/alation/site/logs, if it is available, to make sure that migration has

finished. After that, Plan your update to V R5 using the information in Help Center then update your instance. There are

no specific steps for the update to V R5 if MongoDB migration is completed:

• General Alation update information: Update Alation

• The update instructions for your instance type:

• Manual Software Update - Standalone Systems

• Update on HA Pair

• Important Update Safety Best Practice

Irregular Scenario: MongoDB Migration is Not Complete or You Are Not Sure

If the replace_mongo_with_postgres parameter was previously reset to False in your Alation instance, the migra-

tion process may not are completed.

To check on the current parameter value,

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. View the current parameter value in Alation conf:

alation_conf replace_mongo_with_postgres

If there is no mongo-data-migration.log at /opt/alation/site/logs or it does not have information that

migration is completed, or you are not sure if and when the replace_mongo_with_postgres parameter

value was changed, there is a chance that when you try to update, the V R5 updater will exit with the following

error:

The installer will abort until migration job from MongoDB to Postgres has succeeded.

If this happens in your instance, you can:

• Set the parameter replace_mongo_with_postgres parameter to True

• Let your instance work over the first weekend after this change and, probably, a little longer into the week.

• Check mongo-data-migration.log at /opt/alation/site/logs to confirm that the MongoDB mi-

gration has finished successfully.

• Attempt update to R5 in the next week. Plan your update to V R5 using the information in Help Center then

update your instance.
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3.25.3 Referential Integrity Warnings During Update

This applies to all releases. Note that during update to V R5, you may observe data integrity warnings in the installer.

log. For example:

WARNING SemiStructured object with path=[u'Collection Item'] does not have a

corresponding DocSchema object

Note: These warnings are not fatal, are caused by the R5 codebase and do not affect the update. You can ignore these

warnings.

3.26 Update Safety Best Practices

Customer Managed Applies to customer-managed instances of Alation

If your infrastructure allows for creation of a complete system snapshot/image, create one before installing the update.

Make sure that the image restore process is tested at least once on a test server. After a successful update, you can delete

this image.

If your infrastructure does not allow for snapshot/image creation, use the information in Restore from a Backup and test

a restore on a test server.

3.27 Release-specific Update Pre-checks

Customer Managed Applies to customer-managed instances of Alation

Updating Alation from versions between

• 4.8.x and V R1 (5.0.x)

to higher versions through V R4 (5.8.x)

Use this instruction to check for update readiness if you are going to update from a version between 4.8.x or V R1 (5.0.x)

to V R2 (5.6.x) or higher. Do the following pre-checks:

1. Step 1. Licensing

2. Step 2. MongoDB Size Check

3. Step 3. Custom Drivers Check

4. Step 4. Kerberos Configuration Check

5. Step 5. Hive with Kerberos over SSL Check

6. Step 6. Non-Default Hive Driver (1.1.1 or 2.1.0) Check
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3.27.1 Step 1. Licensing

Versions 4.10.x and above require a valid license to be placed on the filesystem to update.

1. Obtain your license file from Customer Portal.

2. Put the license file alation_license.lic on your Alation server at /opt/alation/alation_license.

lic. Note that this location is outside of Alation chroot.

3. Follow the appropriate update instructions.

3.27.2 Step 2. MongoDB Size Check

Before updating, you must provide sufficient free disk space. We recommend providing at least twice the current size of

MongoDB on the disk. In product versions before V R2 (5.4.x), “MongoDB” is the internal part of Alation for collecting

backend server data.

The updater will automatically exit early with a warning if you do not have the required free disk space available.

Note: This disk space requirement exists because in VR2 the Alation server is migrating off MongoDB. Starting from V

R2, the data stored in MongoDB will be gradually copied over to a PostgreSQL database. In a future release, MongoDB

will be completely removed. Until this removal is complete, extra space is required for both copies of the data.

How to validate you have enough disk space

1. Go to your data drive (usually at /data ) and run the following command to see how much disk space is used by

MongoDB:

du -k --max-depth=0 -h ./mongo

2. Double this number: it is the free space needed for updating.

3. Check how much free space exists. On the host, outside the Alation chroot, run:

df -h

The output will show the used and available disk space for the disks. Find the main data disk. It is usually called /data

. Find the number in the Avail column: this should be more than the space needed that you have calculated in Step 2.

Updater quits with Install Aborted

If updater quits with the Install Aborted error, you can either:

• Free the required disk space and try the update again.

• Follow the instructions in the update warning to ignore the disk space check. The updater checks for at least

two times the size of MongoDB of free disk space, which is conservative. You can proceed with less, but we

recommend you monitor the disk space for a few weeks after the update.
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3.27.3 Step 3. Custom Drivers Check

After updating your staging server, you will need to verify that your custom drivers work in VR2 (or higher version).

How to know if you used a custom driver? Before updating, check if you have used any custom drivers.

In versions below V R2, it was possible to use custom drivers by placing them in the Alation backend server to connect

to some databases. You can check if you have ever placed a driver into the backend by running the following command

from inside the Alation chroot :

ls /opt/alation/site/site_data/pre_added_jars/

If this directory is empty you can skip this section.

If not, and you find files there, it is possible that you are using custom drivers in your instance. In Alation, find the Data

Sources which use these custom drivers and use the steps below to continue using them after the update. The custom

drivers will have to be relocated to a different directory after the update.

To continue using custom drivers after updating Alation,

1. Update your staging server.

2. Copy the custom drivers you located in /pre_added_jars to a new location inside the chroot: /opt/alation/

site/site_data/custom_drivers/.

3. Restart the Taskserver and Connector:

alation_supervisor restart java:taskserver

alation_supervisor restart java:connector

4. In Alation, for the Data Sources which should use these custom drivers, select the correct driver on the**Network

Connection** > Data Source Settings > General Settings tab. Confirm that the network connection works and

run metadata extraction, a Compose query and a table profile (if you use them).

Note: To open General Settings of a Data Source,

1. In Alation, on the main toolbar, click Sources . The Sources page will open.

2. Click Manage Settings, then click the name of your Data Source. The corresponding Data Source page

will open.

3. Alternatively, you can use left-hand navigation to find the Data Source you need.

4. In the upper-right corner, click More then click Settings to open the Data Source settings page.

5. Click General Settings tab to open it.

Data Source Settings > General Settings > Network Connection: selecting a driver
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If the driver does not appear in UI after you relocated it, confirm you have placed it in the correct folder as described

above and restarted the required processes.

3.27.4 Step 4. Kerberos Configuration Check

If you do not use any Data Sources with Kerberos authentication, you can skip this section. Even if you do use Kerberos

there is a good chance everything will work, and you can skip this section. If you experience a problem connecting to

your Kerberos authenticated data source after the update, refer to this section for details on how you may fix it.

Alation V R2 (and higher) uses a newer version of Java (Java 9) which introduced a bug fix that causes the renew_-

lifetime parameter in Kerberos configuration file /etc/krb5.conf to be respected. This means that if this parameter

had been previously improperly configured, it would not have mattered because it was ignored. Now, after the update to

VR2 (or higher), the authentication using Kerberos may fail. This will result in a “Message Stream Modified” error in

Taskserver and Connector.

If you experience this problem after updating, we recommend you remove the renew_lifetime parameter from the

/etc/krb5.conf files.

To remove the parameter,

1. Enter the Alation Shell:

sudo service alation shell

2. Remove the renew_lifetime parameter from /etc/krb5.conf .

3. Run the following commands to apply the changes:

alation_action copy_krb5_conf

alation_supervisor restart java:*

4. Connect to your Kerberos-authenticated databases from Alation to verify the connection works.
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3.27.5 Step 5. Hive with Kerberos over SSL Check

If you do not use a Data Source with this configuration you can skip this section.

You will need to perform a few steps to continue using your Hive Data Source that authenticates with Kerberos over

SSL. Follow these steps after upgrading.

1. Go to the General Settings page for your Data Source.

2. Under Network Connection, find the Driver dropdown menu.

3. Click Driver, and find and select a drive named com.alation.drivers.hive.Hive2Driver.com.alation.

drivers.hive.one.1.1.1-1.1.1-kerberos-ssl-patched .

4. Test the Service Account section.

5. Test running a Compose query.

6. Test metadata extraction.

Note: To open General Settings of a Data Source,

1. In Alation, on the main toolbar, click Sources . The Sources page will open.

2. Click Manage Settings, then click the name of your Data Source. The corresponding Data Source page will open.

3. Alternatively, you can use left-hand navigation to find the Data Source you need.

4. In the upper-right corner, click More then click Settings to open the Data Source settings page.

5. Click General Settings tab to open it.

Data Source Settings > General Settings > Network Connection: selecting the Kerberos over SSL driver
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3.27.6 Step 6. Non-Default Hive Driver (1.1.1 or 2.1.0) Check

Read this section if you are using Hive Data Sources with custom drivers (not provided by Alation). If you do not use

any Hive Data Sources or you are confident you have not changed the Hive driver version that Alation uses by default,

you can skip this section.

In your instance, you may have changed the default Hive driver version by changing the parameter supervisor.shims.

hive_version in alation_conf file.

Before updating, check the value of supervisor.shims.hive_version in alation_conf . If its value is not 0.14.0

(default), but is 1.1.1, 2.1.0, or other, you will need to take the following action after updating:

1. In Alation, navigate to the General Settings tab of your Hive Data Source Settings page.

2. Under Network Connections, in the Driver list, find and select the appropriate driver that matches your current

setting of supervisor.shims.hive_version .

3.27.7 Backup Reminder

Alation runs backups automatically on a nightly basis; we strongly recommend verifying that your backups are running

correctly before updating your system. The best way to validate a backup is to perform a full restore on a separate

system.

To follow an even safer update best practice, if your infrastructure allows for the creation of a complete system

snapshot/image, create one before installing the update. Make sure that the image restore process is tested at least once

on a test server. After a successful update, you can delete this image.

3.28 Manual Software Update for Standalone Systems

Customer Managed Applies to customer-managed instances of Alation

Note: It is recommended to update to the latest available patch version of a release.

This article describes manual steps for updating Alation on Standalone systems when the Alation instance is not deployed

on a High Availability pair:

• If your Alation instance runs on a machine that uses the Red Hat Enterprise Linux, CentOS, Oracle Linux or AWS

Linux operating systems, use the Updating on Red Hat Enterprise Linux, AWS Linux or CentOS section below.

• If it runs on a machine with the Ubuntu or Debian operating systems, use the Updating on Ubuntu section below.

If Alation is installed with the HA Pair configuration, refer to the Upgrade on an HA Pair Configuration.

3.28.1 Configuring Network for Reporting Usage Data

If you have not done so yet, configure your network to allow communicating with the Alation cloud. This is required for

reporting usage data to Alation automatically. For details on reporting usage data and why it is important to Alation, see

Reporting Usage.

The time before an update may be a good moment to do this change because it enables usage data reporting in your

updated Alation instance.

To configure the network for automatic reporting, make sure the following ports are open:
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Function Direction Ports Destination

Usage Stats outbound TCP 443 Alation Cloud: 52.4.59.229

3.28.2 Preparing For Update

• Alation recommends updating your staging server first, verifying there are no issues, and then updating the

Production server.

• Verify your System Admin has SUDO privileges on the system when Alation is installed.

• Verify your System Admin has access to the Alation Customer Portal and can download the Alation build.

• Confirm system upgradeability by validating that a minimum of 15 GB space is free at /opt/alation/:

– On the host, outside the Alation chroot, run:

df -h

The output will show the used and available disk space for the disks. Find the main data disk: it is usually

called /data. Find the number in the Avail column. This number should be equal or more than 15 GB:

[root@C74X ~]# df -h

Filesystem Size Used Avail Use% Mounted on

/dev/mapper/centos-root 44G 17G 27G 38% /

/dev/sdc1 69G 2.2G 67G 4% /BACKUP

/dev/sdb1 44G 11G 34G 24% /DATA

• Inform yourself on any release-specific or configuration-specific update checks that apply to your instance.

• Check permissions on the folder extra_config at /opt/alation/site/config/extra_config (inside the Alation shell).

The permissions should be set to 755.

ls -al /opt/alation/site/config/

Example output:

If you see other permissions on extra_config, change to 755:

sudo chmod 755 /opt/alation/site/config/extra_config

• Verify you have a valid Alation backup. For details on backup and restore, refer to Back Up and Restore.

• For VM-hosted systems, Alation recommends you take a VM snapshot.

• For all systems, if you can take a snapshot of the host server with the vendor-provided tools, do so, too.

• Exit all active Alation shell sessions. If you are not sure all sessions are closed, restart Alation to clear all old

shell sessions.
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3.28.3 Updating on Red Hat Enterprise Linux, AWS Linux or CentOS

To update Alation on a machine running on RedHat Enterprise Linux, AWS Linux, or CentOS operating system:

1. Download the RPM install file from the Alation Customer Portal.

2. Copy the RPM file to the host server where Alation is installed to a location accessible from outside of the Alation

shell.

3. Validate the file:

rpm -K <path_to_file>

Note: Good response: sha1 md5 OK

Bad Response: sha1 md5 NOT OK

If the file is corrupted, download the file again and make sure the md5 of the file matches the md5 in

the Customer Portal.

4. On the host system, unpackage the RPM from outside of the Alation shell:

sudo rpm -Uvh alation-####.rpm

#### represents the Alation version number in the RPM file name that uses the x.y.z.nnnn for-

mat, where x = major, y = minor, z = patch, and nnnn = build, for example: alation-5.17.2.

118938.rpm

For example:

sudo rpm -Uvh alation-4.14.7.20232.rpm

Note: If you receive an error headerRead failed: hdr data: BAD, no. of bytes(...)

out of range at this step, troubleshoot using recommendations in RPM Installation Error During

Update

5. On the host system, run the update action from outside of the Alation shell:

sudo /etc/init.d/alation update

6. You can monitor the progress of the update by tailing the installer log file (this path is outside the Alation shell) in

a separate terminal window:

tail -f /opt/alation/<alation-####>/var/log/installer.log

Where <alation-####> stands for the version of Alation you are updating to.

Note: The sudo /etc/init.d/alation update command may take several hours, therefore, we

advise that you run it with nohup or in a Screen session.

7. Note that after successfully completing the update, you may need to perform a number of post-update steps. The

need for post-upgrade steps depends on the Alation version and the Alation instance configuration. Check the

update instructions for the specific release if post-update steps are required.
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3.28.4 Updating on Ubuntu

To update Alation on a machine running on the Ubuntu operating system:

1. Download the .deb file from the Alation Customer Portal. When downloading, note down the MD5 hash for the

package. It is displayed on the download page under the package information.

2. Copy the .deb file to the server where Alation is installed.

3. Verify the downloaded file by checking that the output of the md5sum command for this file matches the MD5

hash that you noted down from the Customer Portal page:

md5sum <path_to_downloaded_file>

4. On the host system, run the .deb update from outside of the Alation shell:

sudo dpkg -i alation-####.deb

Where alation-####.deb stands for the .deb file you downloaded, and #### represent the Alation version number in the

x.y.z.nnnn format (x = major, y = minor, z = patch, and nnnn = build, for example: alation-5.17.2.118938.deb).

5. On the host system, run the update action from outside of the Alation shell:

sudo /etc/init.d/alation update

6. You can monitor the progress of the update by tailing the installer log file (path outside the Alation shell):

tail -f /opt/alation/<alation-####>/var/log/installer.log

Where <alation-####> stands for the version number you are updating to.

Note: The sudo /etc/init.d/alation update command may take several hours, therefore, we

advise that you run it with nohup or in a Screen session.

7. Note that after successfully completing the update, you may need to perform a number of post-update steps. The

need for post-upgrade steps depends on the Alation version and the Alation instance configuration. Check the

update instructions for the specific release if post-update steps are required.

3.28.5 Troubleshooting Manual Update

Make sure that:

• Your Authentication Token is valid. It can be found in the installation link using Customer Portal in the email you

received about the new build in the ” “ after Token: under the .deb filetype.

• The URL from Customer Portal is valid. A common error is missing the s after http (https:// ....) in the

URL.
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3.29 Update HA Pair Configuration (4.7 and above)

Customer Managed Applies to customer-managed instances of Alation

Note: It is recommended to update to the latest available patch version of a release.

This article provides the steps for updating Alation releases 4.7 and above when it is installed as an HA Pair configuration.

This instruction describes updating the HA Pair with preserving replication between the Primary and Secondary nodes.

3.29.1 1. Prerequisites

Important: Perform the update only after you have familiarized yourself with and completed the required pre-upgrade

steps for your release.

Before updating:

Check system upgradeability

On both Primary and Secondary nodes, confirm the system upgradeability by validating that a minimum of 15 GB

space is free at /opt/alation/. On the host, outside the Alation shell, run:

df -h

The output will show the used and available disk space for the disks. Find the main data disk. It is usually called /data.

Find the number in the Avail column. This number should be equal or more than 15 GB.

[root@C74X ~]# df -h

Filesystem Size Used Avail Use% Mounted on

/dev/mapper/centos-root 44G 17G 27G 38% /

/dev/sdc1 69G 2.2G 67G 4% /BACKUP

/dev/sdb1 44G 11G 34G 24% /DATA

Check for backup in progress

On Primary, check that there are currently no backup processes in progress. A backup in progress is not compatible

with the update. To check, you can:

• Version V R3 (5.6.x) and above: In the Alation Catalog UI, navigate to Admin Settings > Monitor > Active

Tasks (requires the Server Admin role) and check if there are any active backup tasks in the current queue.

• Using Linux commands, check for active processes that have backup in the process name.

Continue with update after the backup process has finished.
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Check the replication status of your HA Pair

To check,

From the UI of the Primary, check the following URL: <your_alation_URL>/monitor/replication

It will return the byte lag with Postgres (all versions) and Mongo (releases before V R5). If replication is running, it

will return some realistic byte lag values, and you can proceed with the update. If replication is not running, it will

return “unknown”, and this may be indicative of replication failure. You may need to decide how to proceed: rebuild

replication for the HA Pair or update the Primary and Secondary servers as standalone instances and rebuild replication

after the update.

Check permissions on extra_config

On Primary, check permissions on the folder extra_config at /opt/alation/site/config/extra_config (inside the Alation

shell).

The permissions should be set to 755.

ls -al /opt/alation/site/config/

Example output:

If you see other permissions on extra_config, change to 755:

sudo chmod 755 /opt/alation/site/config/extra_config

3.29.2 2. Configure Network for Reporting Usage Data

Recommended by Alation

If you have not done so yet, configure your network to allow communicating with the Alation Cloud. This is required

for reporting Alation usage data automatically. For details on reporting usage data and why it is important to Alation,

see Reporting Usage.

The time before you run the update may be a good moment to do this change because it enables usage data reporting in

the updated Alation instance.

To configure the network for automatic reporting, make sure the following ports are open on both Primary and Secondary:

Function Direction Ports Destination

Usage Stats outbound TCP 443 Alation Cloud: 52.4.59.229
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3.29.3 3. Update the HA Pair

1. Make sure you have a valid backup.

2. CONDITIONAL STEP

Warning: Perform this step if you are updating:

• to 2021.2 from 2020.4.x or 2020.3.x

• to 2021.1 from 2020.3.x or VR7 (5.12.x)

The update to 2021.1 or the update that skips 2021.1 requires key rotation to have been performed at least once on

the instance. Key rotation must be performed on Primary. If you have not recently done so, rotate the keys. After

key rotation is completed, allow some time for replication between Primary and Secondary to catch up.

3. CONDITIONAL STEP

Warning: Perform this step if you are updating Alation:

• to 2021.2 from 2020.3.x

• to 2021.1 from 2020.3 or VR7 (5.12.x)

• to 2020.4.x from 2020.3 or VR7 (5.12.x)

If you are performing the update to a release older than 2020.4.x, skip this step.

If you are performing the update from 2020.4 to a newer patch release of 2020.4 or a newer version,

skip this step.

If you have not done so yet, run the 2020.4 pre-upgrade reindexing script provided by Alation. It should be run on

the Primary server. The instructions can be found in:

• Update 2020.3 To 2021.2

• Update V R7 (5.12.x) or 2020.3 To 2021.1

• V R7 (5.12.x) and 2020.3.x to 2020.4.x.

After running the 2020.4 pre-upgrade script, proceed to step 4 of this instruction.

4. On Primary: If you haven’t done so yet, check the byte lag and then stop UWSGI to let replication drain to

Secondary.

• To check the byte lag:

curl -L --insecure http://localhost/monitor/replication/

• To stop UWSGI:

sudo /etc/init.d/alation shell

alation_action stop_uwsgi

5. On Primary, still in the Alation shell: Check for replication to complete by looking for lag 0. Because UWSGI

is stopped, use a different way to get the lag information:
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alation_psql

SELECT client_hostname, client_addr,

pg_wal_lsn_diff(pg_stat_replication.sent_lsn,pg_stat_replication.replay_lsn)

AS byte_lag FROM pg_stat_replication;

Look for byte_lag = 0.

6. On Secondary, outside of the Alation shell: Stop Alation services.

sudo /etc/init.d/alation stop

7. CONDITIONAL STEP

Warning: Perform this step only if you are updating to:

• 2021.2 from version 2020.3.x

• 2021.1 from versions 2020.3.x or V R7 (5.12.x).

• 2020.4.x from versions 2020.3.x or V R7 (5.12.x)

If you are performing the update to a version older than 2020.4, skip this step and proceed to step 7.

If you already are on 2020.4 and are updating to a later patch version of 2020.4 or a newer release,

skip this step and proceed to step 7.

Create the following file on the Secondary node from the Alation shell:

# To enter the Alation shell

sudo /etc/init.d/alation shell

# Create the success file

touch /opt/alation/site/site_data/reindex_rosemeta_success

8. On Primary, outside of the Alation shell: install the package. The update package can be downloaded from

Alation Customer Portal. It should be placed on the host to a location outside of the Alation shell.

Important: The sudo /etc/init.d/alation update command can take a few hours,

therefore, Alation recommends that you run it with nohup or in a Screen session.

• Installing the RPM package (RHEL or CENTOS)

sudo rpm -Uvh <path_to_the_RPM_package>/<package_name>

sudo /etc/init.d/alation update

Note: If you receive an error headerRead failed: hdr data: BAD, no. of

bytes(...) out of range at this step, troubleshoot using recommendations in RPM

Installation Error During Update.

• Installing the DEB package (Ubuntu)

sudo dpkg -i <path_to_the_DEB_package>/<package_name>

sudo /etc/init.d/alation update
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9. You can monitor the progress using /opt/alation/<alation-####>/var/log/installer.log (path out-

side of the Alation shell):

Note: #### represents the Alation version number in x.y.z.nnnn format (x = major, y = minor, z =

patch, and nnnn = build).

tail -f /opt/alation/<alation-####>/var/log/installer.log

Example:

tail -f /opt/alation/alation-4.14.7.20232/var/log/installer.log

10. After the update is complete and the services are started on Primary, log in to Alation as a user and test the system.

11. Perform the update (Step 8) on Secondary after confirmation from users who tested the system on Primary.

12. CONDITIONAL STEP

Warning: Perform this step if you are updating to release 2021.3 from a previous release. If not, skip to the

next step.

Postgresql upgrade does not run on Secondary; instead, run the replicate Postgres script to sync with the Primary.

On Secondary, run:

alation_action cluster_replicate_postgres

To check that Postgres on Secondary is operational after the replication, on Secondary, run:

alation_psql

This command should return the updated Postgres version 13.1

If this command returns the following error:

“could not connect to server: No such file or directory. Is the server running locally and accepting connections on

Unix domain socket “/tmp/.s.PGSQL.5432 Failed to execute command with exception details: Command failed:

PGPASSWORD=(hidden) psql rosemeta -h /tmp -p 5432 -U alation”

troubleshoot by running the replicate files to replicate the conf and then re-run the replicate Postgres action:

alation_action cluster_replicate_files

alation_action cluster_replicate_postgres

13. Check Postgres and Mongo* lags on Primary again to ensure the HA Pair is syncing.

curl -L --insecure http://localhost/monitor/replication/

* Mongo is only available in releases before V R5. In V R5+, it is Postgres only.

Because Secondary may have been stopped for a long time, depending on how much the upgrade takes, the replication

may not start. If this occurs, rebuild the database on Secondary.

14. CONDITIONAL STEP
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Warning: Do this step if you are updating to release 2021.2 or 2021.3 from a previous release and your

Primary server was on the Backup V1 tool before the update.

See Update Backup Settings on Primary After Update below.

3.29.4 Update Backup Settings on Primary After Update

This section applies if your Primary server was on Backup V1 before the update to 2021.2 or 2021.3.

After the update, decide which backup tool you will use. Backup V2 is the default backup tool starting with release

2021.2. Backup V1 can also be used in versions 2021.2 and 2021.3.

If your decision is to use the Backup V2 tool, you need to explicitly enable Backup V2 on Primary. This step needs to

be performed manually as the HA Pair configuration does not allow to fully enable Backup V2 programmatically during

the update to 2021.2.

If your decision is to continue using Backup V1, you need to manually disable Backup V2 on Primary.

To enable Backup V2,

On Primary, run the alation_action given below from the Alation shell. Note that this action will restart the

Postgres service on your Alation instance:

sudo /etc/init.d/alation shell

alation_action enable_backupv2

To disable Backup V2 and revert to Backup V1,

On Primary, run the alation_action given below from the Alation shell. Note that this action will restart the

Postgres service on your Alation instance:

sudo /etc/init.d/alation shell

alation_action disable_backupv2

Next, validate your backup configuration.

Validating Your Backup Configuration

To confirm that your Backup configuration is correct, check the set of alation_conf values given below.

Important: Do not attempt to modify the alation_conf values for Backup V2 manually. They are handled

by the dedicated alation_action commands that enable or disable Backup V2.

Backup V2 fully enabled

If you find that the parameters listed below have these values, it means that Backup V2 has been successfully enabled

and the instance will be automatically backed up on schedule using the Backup V2 tool:
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Parameter name Value should be:

alation.backup_v2.enabled True

pgsql.config.archive_mode True

pgsql.config.archive_command
• 2021.3.x and newer

pg_probackup-13 archive-push

-B/data2/backup/pgbackup

–-instance alation

–-wal-file-path=%p

--wal-file-name=%f

• 2021.2.x

pg_probackup-9.6 archive-push

-B/data2/backup/pgbackup

--instance alation

--wal-file-path=%p

--wal-file-name=%f

Backup V2 disabled

If you find that the parameters listed below have these values, it means that Backup V2 has been disabled and the

instance may be automatically backed up with the Backup V1 tool.

Parameter name Value should be:

alation.backup_v2.enabled False

pgsql.config.archive_mode False

pgsql.config.archive_command
• 2021.3.x and newer

gzip < %p >

/data2/pgsql/13/archive/%f.gzip

• ** 2021.2.x**

gzip < %p >

/data2/pgsql/9.6/archive/%f.gzip

Backup V1 enabled

If you find that the parameter below is in True, Backup V1 is enabled. If at the same time Backup V2 is enabled too, this

means the instance is backed up using Backup V2 (Backup V1 is ignored). If at the same time Backup V2 is disabled,

this means your instance will be backed up using the Backup V1 tool.

Parameter name Value should be:

alation.backup.enabled True
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Backup V1 disabled

If you find that the parameter below is in False, this state means that Backup V1 is disabled. If at the same time Backup

V2 is enabled, this means the instance is backed up using Backup V2. If at the same time Backup V2 is disabled, this

means the backup process is completely disabled on your instance: the instance is not backed up automatically on

schedule. If you perform a manual backup, it will run using the Backup V1 tool.

Parameter name Value should be:

alation.backup.enabled False

3.30 Update HA Pair with Cluster Splitting

Customer Managed Applies to customer-managed instances of Alation

Note: It is recommended to update to the latest available patch version of a release.

Follow these steps to update your HA Pair by first splitting the cluster and rebuilding it after the update.

This approach may help reduce the downtime as users can still work with one of the instances while the other one is

being updated. It is also more error tolerant, as any potential update issues can be intercepted and corrected during the

update of the first server.

Note: An Update to 2020.4 from a previous release or an update to a newer release that skips 2020.4:

Such updates require a downtime of Primary as they include a pre-upgrade script that will stop the Alation services on

Primary.

To update:

1. Make sure you have a valid backup or a full system image before you run the update.

2. CONDITIONAL STEP

Warning: Perform this step if you are updating:

• to 2021.2 from 2020.4.x or 2020.3.x

• to 2021.1 from 2020.3.x or VR7 (5.12.x)

The update to 2021.1 or the update that skips 2021.1 requires key rotation to have been performed at least once on

the instance. Key rotation must be performed on Primary. If you have not recently done so, rotate the keys. After

key rotation is completed, allow some time for replication between Primary and Secondary to catch up.

3. CONDITIONAL STEP

Warning: Perform this step if you are updating:

• to 2021.2 from 2020.3.x

• to 2021.1 from 2020.3.x or VR7 (5.12.x)

• to 2020.4.x from 2020.3.x or VR7 (5.12.x).
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If you are updating to a release older than 2020.4, skip this step.

If you already are on 2020.4.x and are updating to a later patch version of 2020.4.x or to 2021.1,

skip this step.

If you haven’t done so yet, run the pre-upgrade reindexing script provided by Alation. The script should be run on

Primary. The instructions for the script can be found in:

• Update 2020.3 To 2021.2

• Update V R7 (5.12.x) or 2020.3 To 2021.1

• V R7 (5.12.x) and 2020.3.x to 2020.4.x.

After running the 2020.4 pre-upgrade script, proceed to step 4 of this instruction.

4. Separate both the servers into standalone instances by running the following command from the Alation shell on

each of them:

sudo /etc/init.d/alation shell

alation_action cluster_enter_standalone_mode

5. Start with updating the Secondary instance. It is not required to stop the Alation services for the time of the

update.

• On the Secondary instance, disable the scheduled queries. See Enable or Disable Query Scheduling.

• Start a Screen session to keep track of the update output.

6. On Secondary, outside the Alation shell: unpackage the update binary:

sudo rpm -Uvh <path_to_the_update_package>/<alation-####>.rpm

Note: If you receive an error headerRead failed: hdr data: BAD, no. of bytes(...)

out of range at this step, troubleshoot using recommendations in RPM Installation Error During

Update

7. On Secondary, outside the Alation shell: initialize the update:

sudo /etc/init.d/alation update

8. You can monitor the progress by tailing /opt/alation/<alation-####>/var/log/installer.log (path outside of the

Alation shell):

tail -f /opt/alation/<alation-####>/var/log/installer.log

9. After the update of the Secondary server is completed, log in to Alation using the IP address and validate the

system.

10. Proceed to update the Primary instance.

11. On Primary, launch a Screen session.

12. On Primary, outside of the Alation shell: unpackage the RPM.

sudo rpm -Uvh <path_to_the_update_package>/<alation-####>.rpm

13. On Primary, outside of the Alation shell: initialize the update.
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sudo /etc/init.d/alation update

14. You can monitor the progress by tailing /opt/alation/<alation-####>/var/log/installer.log (path outside of the

Alation shell):

tail -f /opt/alation/<alation-####>/var/log/installer.log

Note that #### represents the Alation version number in x.y.z.nnnn format (x = major, y = minor,

z = patch, and nnnn = build), for example:

tail -f /opt/alation/alation-4.14.7.20232/var/log/installer.log

15. After the update is completed, log in to Alation using the server IP and validate the update.

16. Rebuild the HA Pair.

3.30.1 Rebuilding HA Pair

1. Put the updated Primary server back into the active instance mode. This action is unsafe. The action includes a

restart of the Alation services. Run this command from the Alation shell:

alation_action cluster_enter_master_mode

2. On the Secondary instance, disable instance protection. This action is safe. Run this command from the Alation

shell:

alation_conf alation.cluster.protected_instance -s False

3. CONDITIONAL STEP

Warning: Perform this step if you are on version 2020.4 or newer after the update.

If you are on an older version, skip this step and go to step 4.

Alation version 2020.4 and later: on both Primary and Secondary, use the commands given below to

input the IP address of the corresponding host in the ipv4 format (example: 10.0.0.1). Run these

commands from inside the Alation shell.

• On Primary, input the IP address of the Primary host

• On Secondary, input the IP address of the Secondary host

alation_conf alation.cluster.override_ip -s <host ip>

alation_conf alation.cluster.enable_override_ip -s True

4. On the Primary instance, from inside the Alation shell, run the command to add the Secondary server to the

cluster. This action is unsafe as it deletes any instance that is not protected from replication.

alation_action cluster_add_slaves

5. On the Secondary instance, from inside the Alation shell, in a Screen session, run the command to copy the KV

Store over from the Primary instance. This action is unsafe because it deletes all your KVStore data on the target

machine. This may take from five minutes to 1 hour depending on the size of the data.
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alation_action cluster_kvstore_copy

6. On the Secondary instance, from inside the Alation shell, in the same screen session, run the command for the

Postgres replication. This action is unsafe because it deletes all your Postgres data on the target machine. This may

take from 30 minutes up to 8 hour depending on the size of the data.

alation_action cluster_replicate_postgres

7. Check that the replication is happening: from the UI of the Primary, check the following URL: <your_alation_-

URL>/monitor/replication. It will return the byte lag with Postgres and Mongo (Mongo is only present in V

R4 and older releases). If replication is running, it will return some realistic byte lag values. This means you

have successfully rebuilt your HA pair. If replication is not running, it will return “unknown”, and this may be

indicative of replication failure.

8. Synchronize the Event Bus data.

Note: This step applies to release 2021.4 and newer. On older releases, skip this step.

From the Secondary, run:

alation_action cluster_start_kafka_sync

9. CONDITIONAL STEP

Warning: This step only applies to releases before 2021.2. If you have just updated to 2021.2 or a

newer release, skip this step.

Perform this step if before the update, you had Backup V2 enabled on your Alation instance. The HA

setup resets the Alation Backup V2 feature flag back to the default value (False). Re-enable Backup

V2 after HA setup is complete. On how to enable Backup V2, see Enable or Disable Backup V2.

10. CONDITIONAL STEP

Warning: Do this step if you are updating to release 2021.2 or newer from a previous release and your

Primary server was on the Backup V1 tool before the update.

If your Primary server was on Backup V1 before the update and you wish to continue using Backup V1, you need

to explicitly revert to using Backup V1 after the update.

See Update Backup Settings on Primary below.

3.30.2 Update Backup Settings on Primary

This section applies if your Primary server was on Backup V1 before the update to 2021.2 or a newer release.

Decide which backup tool you will be using after the update. It is recommended to use Backup V2, which is the default

backup tool starting with release 2021.2.

If your decision is to stay on Backup V2, no action is required as the update to 2021.2 enabled Backup V2.

If your decision is to go back to Backup V1:
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• Disable Backup V2 on Primary from the Alation shell. This reverts the backup configuration to

Backup V1.

# If not in the shell, enter the shell:

sudo /etc/init.d/alation shell

# To disable Backup V2:

alation_action disable_backupv2

Validate your backup configuration.

Validating Your Backup Configuration

To confirm that your Backup configuration is correct, check the set of alation_conf values given below.

Important: Do not attempt to modify the alation_conf values for Backup V2 manually. They are handled

by the dedicated alation_action commands that enable or disable Backup V2.

Backup V2 enabled

If you find that the parameters listed below have these values, it means that Backup V2 has been successfully enabled

and the instance will be automatically backed up on schedule using the Backup V2 tool.

Parameter name Value should be:

alation.backup_v2.enabled True

pgsql.config.archive_mode True

pgsql.config.archive_command
• 2021.3.x and newer

pg_probackup-13 archive-push

-B/data2/backup/pgbackup

–-instance alation

–-wal-file-path=%p

--wal-file-name=%f

• 2021.2.x

pg_probackup-9.6 archive-push

-B/data2/backup/pgbackup

--instance alation

--wal-file-path=%p

--wal-file-name=%f

Backup V2 disabled

If you find that the parameters listed below have these values, it means that Backup V2 has been disabled and the

instance may be automatically backed up with the Backup V1 tool.
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Parameter name Value should be:

alation.backup_v2.enabled False

pgsql.config.archive_mode False

pgsql.config.archive_command
• 2021.3.x and newer

gzip < %p >

/data2/pgsql/13/archive/%f.gzip

• 2021.2.x

gzip < %p >

/data2/pgsql/9.6/archive/%f.gzip

Backup V1 enabled

If you find that the parameter below is in True, this state means that Backup V1 is enabled. If at the same time Backup

V2 is enabled too, the instance will be backed up using Backup V2 (Backup V1 is ignored). If at the same time Backup

V2 is disabled, this means your instance will be backed up using the Backup V1 tool.

Parameter name Value should be:

alation.backup.enabled True

Backup V1 disabled

If you find that the parameter below is in False, this state means that Backup V1 is disabled. If at the same time Backup

V2 is enabled, this means the instance is backed up using Backup V2. If at the same time Backup V2 is disabled, this

means the backup process is completely disabled on your instance: the instance is not backed up automatically on

schedule. If you perform a manual backup, it will run using the Backup V1 tool.

Parameter name Value should be:

alation.backup.enabled False

3.31 Update Alation Connector Manager

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.1

After updating your Alation instance to a newer release, use these steps to update Alation Connector Manager. This

instruction applies when Alation Connector Manager and OCF connectors are installed on the same host with the Alation

application.

Note: Alation Connector Manager only needs to be updated when an Alation release or a patch release includes changes

that affected it. This is usually called out in the update instructions for a specific release.

RHEL and RHEL-Based Systems

To update Alation Connector Manager:

1. On the Alation host, outside of the Alation shell, stop Alation Connector Manager (ACM).
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• REGULAR DOCKER

sudo service hydra stop

• ROOTLESS DOCKER

– On any operating system except Oracle Linux 7, use this command:

systemctl stop --user hydra

– On Oracle Linux 7 only, use this command:

hydra stop

2. Make sure that the corresponding container is stopped.

• REGULAR DOCKER

sudo docker ps --filter name=agent

• ROOTLESS DOCKER

docker ps --filter name=agent

3. Stop Docker.

• REGULAR DOCKER

sudo systemctl stop docker

• ROOTLESS DOCKER

– On any operating system except Oracle Linux 7, use this command:

systemctl stop --user hydra

– On Oracle Linux 7, skip this step. For Oracle Linux 7, Docker in rootless mode is managed entirely by

ACM itself.

4. Determine the new available version of Alation Container Service.

ls /opt/alation/alation/opt/addons/alation_container_service

5. Update the Alation Container Service. In the command below, substitute the placeholder value <version_-

number> with the version number you found out.

sudo yum upgrade -y /opt/alation/alation/opt/addons/alation_container_

service/alation-container-service-<version_number>-1.x86_64.rpm

6. Copy and paste the script below into the console and run it. The script will update the alation-hydra package

on the host. Respond to the prompt in the console to confirm the update.

if sudo yum list install hydra &> /dev/null; then

sudo yum install /opt/alation/alation/opt/addons/hydra/hydra.rpm

else

sudo yum update /opt/alation/alation/opt/addons/hydra/hydra.rpm

fi

7. Start Docker.
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• REGULAR DOCKER

sudo systemctl start docker

• ROOTLESS DOCKER

– On any operating system except Oracle Linux 7, use these command:

systemctl start --user docker

– On Oracle Linux 7 only, skip this step.

8. Start ACM.

• REGULAR DOCKER

sudo service hydra start

• ROOTLESS DOCKER

– On any operating system except Oracle Linux 7, use this command:

systemctl start --user docker

– On Oracle Linux 7 only, use this command:

hydra start

9. Confirm that the agent and connector containers are running by listing the containers.

• REGULAR DOCKER

sudo docker ps

• ROOTLESS DOCKER

docker ps

10. Enter the Alation shell.

sudo /etc/init.d/alation shell

11. Change the user to alation.

sudo su alation

12. Verify that the Django OCF Connector service ypireti can reach ACM.

alation_ypireti list --fields id name hydra

The output will confirm connection to ACM at the configured port and print the current OCF connector

metadata if any OCF connectors are installed.

13. Exit from the user and the Alation shell by using exit two times.

Ubuntu and Debian

To update Alation Connector Manager:

1. On the Alation host, outside of the Alation shell, stop Alation Connector Manager (ACM):
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• REGULAR DOCKER

sudo service hydra stop

• ROOTLESS DOCKER

systemctl stop --user hydra

2. Make sure that the corresponding container is stopped.

• REGULAR DOCKER

sudo docker ps --filter name=agent

• ROOTLESS DOCKER

docker ps --filter name=agent

3. Stop Docker.

• REGULAR DOCKER

sudo systemctl stop docker

• ROOTLESS DOCKER

systemctl stop --user docker

4. Determine the new available version of Alation Container Service.

ls /opt/alation/alation/opt/addons/alation_container_service

5. Update the Alation Container Service. In the command below, substitute the placeholder value <version_-

number> with the version number you found out.

sudo apt update

sudo apt install -y /opt/alation/alation/opt/addons/alation_container_

service/alation-container-service_<version_number>_amd64.deb

5. Update ACM. Run the command given below to begin the update.

Note: In 2021.1 the hydra package was renamed from to alation-hydra to avoid conflicts with

third-party software. The apt package manager automatically resolves the name and selects the correct

package to update.

• Version 2022.2 and newer: substitute x.x.x-xxx in the package name with the actual version

you find in /opt/alation/alation/opt/addons/hydra/.

sudo apt install /opt/alation/alation/opt/addons/hydra/hydra-x.x.

x-xxx.deb

• Versions before 2022.2

sudo apt install /opt/alation/alation/opt/addons/hydra/hydra.deb
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6. You will be prompted on whether or not you want to overwrite your current configuration and freshly install the

new package. The answer is N (No). This is also the default. Keep your current configuration and update the

existing package. The prompt will be similar to the following example:

7. Start Docker.

• REGULAR DOCKER

sudo systemctl start docker

• ROOTLESS DOCKER

systemctl start --user docker

8. Start Alation Connector Manager.

• REGULAR DOCKER

sudo service hydra start

• ROOTLESS DOCKER

systemctl start --user hydra

9. Confirm that the agent and connector containers are running by listing the containers with the command below.

• REGULAR DOCKER

sudo docker ps

• ROOTLESS DOCKER

docker ps

10. Enter the Alation shell.

sudo /etc/init.d/alation shell

11. Change user to alation.

sudo su alation

12. Verify that the Django OCF Connector service ypireti can reach ACM:
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alation_ypireti list --fields id name hydra

The command output will confirm connection to ACM at the configured port and print the current

OCF connector metadata if any OCF connectors are installed:

13. Exit from the user and the Alation shell by using exit two times.

3.31.1 Check Version of Alation Connector Manager

To find out the version of Alation Connector Manager that is installed on the Alation host:

1. Use SSH to connect to the Alation host.

2. On the host, outside of the Alation shell, check the version with this command:

sudo hydra version

The output will look similar to the following:

[ssh-user@ip-172-31-27-47]$ sudo hydra version

Hydra version 1.2.0-766, by Alation

Built on Fri, 22 Apr 2022 17:56:24 +0000

Key Generation and Encryption Provided by OpenSSL 1.1.1n

Git Commit 21b02e4

Hydra Agent 603c031b177d

Hydra Remote Proxy f70f79b10b4c

Check Alation Connector Manager Package Version

From version 2022.2, you can find the version number in the name of the Alation Connector Man-

ager package in /opt/alation/alation/opt/addons/hydra (ouside of the Alation shell), for example:

/opt/alation/alation/opt/addons/hydra/hydra-1.2.0-766.rpm.

Note: This directory also contains symlinks hydra.deb and hydra.rpm, which is expected.

In versions before 2022.2, the package version is not present in the package name.

Updating Alation to the latest available release provides you with access to new features, improved existing functionality,

and enhanced performance. When a new update becomes available, Alation sends email notifications to the Alation

Admins who have their email addresses registered at the Alation Customer Portal.
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Note: Updating Alation causes downtime. Make sure to communicate the update schedule to your user

community according to your organization policy.

The following sections describe update procedures for specific Alation versions and features.

3.32 Backup Reminder

Before installing an update, make sure that the Alation backup process runs correctly and that you have a valid backup

of your system. To check if the recent backup files are available in your instance, check the /data2/backup folder (path

inside the Alation shell).

sudo /etc/init.d/alation shell

cd /data2/backup

Alation backup file name ends in alation_backup.tar.gz. There must be at least one backup from one day before to

ensure you preserve the maximum of data if you have to restore from the backup later.

For details on backing up and restoring Alation, see Back Up and Restore.

To follow an even safer update scenario than restoring from an Alation backup, you can create a complete system snapshot

or image before installing the update if your infrastructure allows for the creation of a system image. Make sure that the

snapshot or image restore process is tested at least once on a test server. After a successful update, you can delete this

image.

3.33 Updating Alation

You can update manually when a new build is released. Updating Alation to a newer version includes several steps:

1. Providing a staging environment that is an exact replica of your production system.

2. Ensuring you have a valid backup or a system image: see Update Safety Best Practice.

3. Validating the current production backups by test-restoring a backup in a test or dev environment. For details on

backing up and restoring Alation, see Back Up and Restore.

4. Finding your update instruction. Steps depend on your current release and instance configuration: standalone or

HA. Use the update steps specific to a release.

5. Updating your staging environment and having users check the functionality on the staging environment after the

update.

6. Documenting the update plan for Production.

7. Updating your Production environment.
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3.34 Finding Out Your Current Version

To find out your current version of Alation, hover over the Info (Question Mark) menu on the main toolbar then click

About this Instance to open the instance information page.

About this Instance

Your current version number will also be included in the update notification email issued to Alation Admins when a new

version is released.

Alternatively, to find out the version you are currently using, run the following command outside of the Alation shell on

the Alation host:

update-alternatives --display alation

The output lists all Alation versions installed on the host. The version that is currently active is shown after link

currently points to. The output you will see will be similar to the following:

[alation.admin@alation-instance ~]$ update-alternatives --display alation

alation - status is manual.

link currently points to /opt/alation/alation-5.5.0.35723

/opt/alation/alation-5.5.0.35560 - priority 35560

/opt/alation/alation-5.5.0.33922 - priority 33922

/opt/alation/alation-5.5.0.35723 - priority 35723

current ‘best’ version is /opt/alation/alation-5.5.0.35723.

[alation.admin@alation-instance ~]$
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CHAPTER

FOUR

BACK UP AND RESTORE

Customer Managed Applies to customer-managed instances of Alation

This section contains information about backing up and restoring the Alation application on customer-managed (on-prem)

instances.

Alation either automatically creates backups daily (default) or runs the backup process on a user-defined custom schedule.

The backup and restoration steps require access to the backend of the Alation server.

This section covers:

• Information about the backup process and tools

• The backup steps

• The restoration steps

• Information on configuring and maintaining backups

• Recommendations on how to restore the Alation Analytics

• Recommendations on how to restore OCF components

4.1 Backup V1 and Backup V2

Customer Managed Applies to customer-managed instances of Alation

Depending on your Alation version, the Alation server uses different backup frameworks, known as Backup V1 and

Backup V2:

• Versions prior to 2020.3 use a backup framework known as Backup V1.

• Version 2020.3 introduces a redesigned and improved backup framework—Backup V2. Backup V2 includes

more features, such as incremental backups, the ability to manage Postgres backups separately from the Alation

application backups, and improved backup validation and monitoring capabilities.

Note: In versions from 2020.3 to 2021.1, you can use either Backup V1 (default in these versions)

or Backup V2. In these versions, Backup V2 can be enabled by an Alation Server Admin. See Enable

or Disable Backup V2 for more details.

• Starting in version 2021.2, Backup V2 is default. We do not recommend returning to Backup V1 in this and later

versions.

Both Backup V2 and Backup V1 share these features:

• Create Backups Manually
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• Find Backups

• Set Up a Custom Backup Schedule

• Copy Backup Files to a Remote Location

• Define the Number of Backups to Retain

• Old Backup Cleanup

With Backup V2, you have access to the following capabilities:

• Configure Incremental Backups

• Monitor Backups

• Manage Postgres Backups Separately

Backup process depends on the backup framework you are using—Backup V1 or Backup V2— and your Alation release.

For information on the backup process, refer to:

• Backup V2 Process

• Backup V1 Process

4.1.1 Check Current Backup Tool

Customer Managed Applies to customer-managed instances of Alation

Applies to versions 2020.3-2022.1

In order to determine which backup tool is currently in use on the Alation server, check the value of the alation_conf

parameter alation.backup_v2.enabled. If it is set to False, Alation uses Backup V1. If it is set to True, Alation

uses Backup V2.

Important: Do not change the parameter alation.backup_v2.enabled manually as it will result in

an incomplete transition between backup tools and an inconsistent state of the system. To disable or enable

Backup V2, use the steps described in Enable or Disable Backup V2.

To check the value:

1. Use SSH to connect to your Alation instance.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Run the following command:

alation_conf alation.backup_v2.enabled

This will output the current value of the parameter.

To exit the shell, type exit and press Enter.
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4.1.2 Enable or Disable Backup V2

Customer Managed Applies to customer-managed instances of Alation

Applies to versions 2020.3 - 2021.1

In versions 2020.3 - 2021.1, Backup V2 can be enabled on the backend of the Alation server, using the dedicated

Alation action. This action will restart the Postgres service on your Alation instance, which will make Alation shortly

unavailable for the time of the restart.

Important: From version 2021.2, Backup V2 is default. We do not recommend disabling it and returning

to Backup V1 in 2021.2 or newer versions.

To enable Backup V2:

1. Use SSH to connect to your Alation instance.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Enable Backup V2 with the following action:

alation_action enable_backupv2

This action restarts the Postgres service on your Alation instance.

To disable Backup V2, run the disable action:

alation_action disable_backupv2

4.1.3 Backup V1 in Versions 2021.4 or Newer

Customer Managed Applies to customer-managed instances of Alation

From version 2021.4, the Alation backup process backs up the Event Bus component of the Alation server. The Event

Bus backups are not supported by Backup V1.

We do not recommend using Backup V1 starting in version 2021.4.

If you still opt to use Backup V1 in 2021.4, note that Backup V1 will not backup the Event Bus data. This means that if

you enable Lineage V3 and Manual Lineage features while still using Backup V1, the data generated by these services

will not be backed up, which will result in an inconsistent state of the lineage data in your backup.

4.1.4 Backup V2 Process

Customer Managed Applies to customer-managed instances of Alation

Backup V2 process depends on your Alation release.
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Version 2023.3.5 and Newer

From version 2023.3.5, Alation offers the ability to move Alation’s internal Postgres database to an external AWS RDS

instance. If you have done this, Alation automatically uses the AWS RDS functionality to create a snapshot of the RDS

instance. You do not need to change or reconfigure Alation’s backup features. See Move the Alation Database to AWS

RDS for more information.

If you have not moved Alation’s Postgres database to RDS, Alation backups function as described for version 2023.1

and newer below.

Version 2023.1 and Newer

From version 2023.1, the Backup V2 process uses pgBackRest as the default tool for backing up the internal Postgres

database. The pgBackRest tool allows excluding the Postgres database from the compressed Alation backup and

managing the database backup separately from the Alation backup. When Postgres is excluded from the Alation backup,

its backup will be created in a separate directory.

Postgres Backup Is Included (Default)

By default, the backup process will create two .tar.gz backup files in the backup directory: the Alation backup (includes

the Postgres database backup) and the Event Bus backup.

• Alation backup: <timestamp_version>_alation_backup.tar.gz

Example: 202008140102_5-17-0-116556_alation_backup.tar.gz

• Event Bus backup: <timestamp_version>_alation_eb_backup.tar.gz

Example: 202109232027_10-0-0-147420_alation_eb_backup.tar.gz

Note: The Event Bus backup tarball name differs from the Alation backup file name with the

_eb_ suffix.

During the backup process, the backup data is first staged in backup staging directories. Alation stages the data in two

locations: /data2/tmp and /data2/backup/pgbackrest (both paths are given inside the Alation shell).

The directory /data2/tmp is always present on /data2. If the /data2/tmp folder is not initially empty, its contents are

cleared automatically at the start of the backup process. It is the default location for staging and compressing the backup

data and creating the backup .tar.gz files.

Note: This default backup staging location can be changed using the alation_conf parameter alation.

backup.data_temp_dir. At any time, the alation.backup.data_temp_dir parameter stores the

location of the current staging directory for the creation of the compressed backup files.

The directory /data2/backup/pgbackrest will be created by the first backup process and used for staging the Postgres

database data for backing up. When the backup process has completed, the staged contents of the /data2/tmp and

/data2/backup/pgbackrest folders are compressed together into the Alation backup .tar.gz file. The Event Bus backup

is created as a separate file.

Both compressed backup files will appear in the backup storage directory /data2/backup (default location).

The contents of the /data2/tmp folder are deleted automatically after the backup is complete, but the folder itself is not

deleted.
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Both backup files are required in order to restore the system from the backup. To restore, an admin should use two

backup files with the same timestamp, which means they were taken by the same backup process.

If you are using incremental backups, note that the Event Bus backup will also run every time an incremental Alation

backup is created. However, the Event Bus backup is not incremental. The backup process creates a full Event Bus

backup every time it runs.

Postgres Backup Is Excluded

You can configure the backup process to exclude the Postgres database backup from the compressed Alation backup

file. If Postgres is excluded from the Alation backup, it will need to be managed separately. Refer to Manage Postgres

Backups Separately for more information.

Versions 2021.4 - 2022.4

The backup process follows the same flow as in Versions 2020.3 - 2021.3; however, from version 2021.4, Alation backs

up a new Alation server component—the Event Bus—and creates two .tar.gz files backup files in the backup directory:

the Alation backup and the Event Bus backup.

Note: The Event Bus component powers the Lineage V3 service and the Manual Lineage Curation functionality.

However, the two backup files will be created even if the Lineage V3 service and Manual Lineage are disabled and not

in use on an Alation instance.

By default, the backup process will create two .tar.gz backup files in the backup directory: the Alation backup (includes

the Postgres database backup) and the Event Bus backup.

• Alation backup: <timestamp_version>_alation_backup.tar.gz

Example: 202008140102_5-17-0-116556_alation_backup.tar.gz

• Event Bus backup: <timestamp_version>_alation_eb_backup.tar.gz

Example: 202109232027_10-0-0-147420_alation_eb_backup.tar.gz

Note: The Event Bus backup tarball name differs from the Alation backup file name with the

_eb_ suffix.

Both backup files are required in order to restore the system from the backup. To restore, an admin should use two

backup files with the same timestamp, which means they were taken by the same backup process.

If you are using incremental backups, note that the Event Bus backup will also run every time an incremental Alation

backup is created. However, the Event Bus backup is not incremental. The backup process creates a full Event Bus

backup every time it runs.
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Versions 2020.3 - 2021.3

In versions 2020.3 - 2021.3, the Alation backup process creates one .tar.gz backup file <timestamp_version>_-

alation_backup.tar.gz, for example 202008140102_5-17-0-116556_alation_backup.tar.gz.

The default Postgres backup tool on these versions is pg_probackup.

During the backup process, the backup files are first staged in backup staging directories. Alation creates staging folders

in 2 locations: /data2/tmp and /data2/backup/pgbackup (both paths are given inside the Alation shell).

The directory /data2/tmp is always present on /data2. If the /data2/tmp folder is not initially empty, its contents

are cleared automatically at the start of the backup process. It is the default location for staging and compressing the

backup data and creating the backup .tar.gz file. This default location can be changed using the alation_conf parameter

alation.backup.data_temp_dir. So at any time, the alation.backup.data_temp_dir parameter stores the

location of the current backup staging directory for the creation of a compressed backup file.

The directory /data2/backup/pgbackup is created by the backup process and used for staging the Postgres data for the

backup.

When the backup process has completed, the staged contents of the /tmp and /pgbackup folders are compressed

together into a backup .tar.gz file. The name of the backup file includes the date, time, and build number, for example:

202008140102_5-17-0-116556_alation_backup.tar.gz.

A compressed backup file will appear in the backup storage directory /data2/backup (default location).

Note: A compressed incremental backup file includes a copy of the full backup, which is why it is not

smaller in size than the full compressed backup. Incremental backups take much less time to be created,

but because they are compressed together with the full backup, they take as much space as a compressed

full backup.

The contents of the /data2/tmp folder are deleted automatically after the backup is complete, but the folder itself is not

deleted.

There is a difference in how the /data2/backup/pgbackup staging directory is cleared depending on whether or not

incremental backups are in use:

• If incremental backups are disabled, the contents of the /data2/backup/pgbackup directory and the

directory itself are cleared after the backup process has completed.

• If incremental backups are enabled, the contents of the /data2/backup/pgbackup directory are not

cleared.

Note: If an incremental backup fails, the staging files in /pgbackup should be cleared manually before

performing the next backup.

4.1.5 Backup V1 Process

Customer Managed Applies to customer-managed instances of Alation

The Alation backup process creates one .tar.gz backup file <timestamp_version>_alation_backup.tar.gz, for

example 202008140102_5-17-0-116556_alation_backup.tar.gz.

The Postgres backup tool on these versions is pg_probackup.

During the backup process, the backup files are first staged in backup staging directories. Alation creates staging folders

in 2 locations: /data2/tmp and /data2/backup/pgbackup (both paths are given inside the Alation shell).
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The directory /data2/tmp is always present on /data2. If the /data2/tmp folder is not initially empty, its contents are

cleared automatically at the start of the backup process. It is the default location for staging and compressing the backup

data and creating the backup .tar.gz file.

Note: This default backup staging location can be changed using the alation_conf parameter alation.backup.

data_temp_dir. At any time, the alation.backup.data_temp_dir parameter stores the location of the current

staging directory for the creation of the compressed backup files.

The directory /data2/backup/pgbackup is created by the first backup process and used for staging the Postgres data for

the backup.

When the backup process has completed, the staged contents of the /tmp and /pgbackup folders are compressed

together into a .tar.gz file. The name of the backup file includes the date, time, and build number, for example:

202008140102_5-17-0-116556_alation_backup.tar.gz.

A compressed backup file will appear in the backup storage directory /data2/backup (default location).

The contents of the /data2/tmp folder are deleted automatically after the backup is complete, but the folder itself is not

deleted.

There is a difference in how the /data2/backup/pgbackup staging directory is cleared depending on whether or not

incremental backups are in use:

If incremental backups are disabled, the contents of the /data2/backup/pgbackup directory and the directory it-

self are cleared after the backup process has completed. If incremental backups are enabled, the contents of the

/data2/backup/pgbackup directory are not cleared.

Note: If an incremental backup fails, the database backup staging files in /data2/backup/pgbackup should be cleared

manually before performing the next backup.

4.2 Configure Backups

Customer Managed Applies to customer-managed instances of Alation

Use the information in this section to configure the backup process and schedule. Some of the configuration actions

apply to Backup V2 only, and some apply to both Backup V1 and V2.

• Configure Incremental Backups (Backup V2)

• Set Up a Custom Backup Schedule (Backup V1, Backup V2)

• Copy Backup Files to a Remote Location (Backup V1, Backup V2)

• Define the Number of Backups to Retain (Backup V1, Backup V2)

• Old Backup Cleanup (Backup V1, Backup V2)

• Backup Configuration Parameters (Backup V1, Backup V2)
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4.2.1 Configure Incremental Backups

Customer Managed Applies to customer-managed instances of Alation

Note: Incremental backups are available with Backup V2. Refer to Check Current Backup Tool for information on

how to check your current backup framework.

Incremental backups are not enabled by default.

Use the alation_conf command to enable incremental backups and configure the incremental cycle using these

parameters:

• alation.backup_v2.incr_backup - enables incremental backups. Set this parameter to True to enable them.

• alation.backup_v2.incr_backup_versions - defines how many incremental backups are taken between

full backups. Each incremental backup is performed based on the difference from the last full backup and not on

the difference from the previous incremental backup. The value is numeric.

No restart of Alation components is required after these parameters are set.

To enable incremental backups:

1. Use SSH to connect to your Alation instance.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Enable incremental backups with the following command:

alation_conf alation.backup_v2.incr_backup -s True

4. Specify the number of incremental backups in the backup cycle with the following command:

alation_conf alation.backup_v2.incr_backup_versions -s <value>

5. Exit the Alation shell.

exit

For example, if the parameter alation.backup_v2.incr_backup_versions is set to 4, then Alation will start with

the full backup on day one after this parameter is set, then create four consecutive incremental backups on the next four

days. This way, there will be five backups in all created by one incremental backup cycle (one full and four consecutive

incremental backups). On day six, Alation again creates a full backup, and the incremental cycle repeats itself.
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If you wish the full backup to be created once a week, set the alation.backup_v2.incr_backup_versions param-

eter to 6.

Note that if the incremental backups are enabled (alation.backup_v2.incr_backup = True), then the backup

action alation_action backup_all creates a consecutive incremental backup when this action is run manually on

demand.

4.2.2 Set Up a Custom Backup Schedule

Customer Managed Applies to customer-managed instances of Alation

Note: This information applies to both Backup V1 and Backup V2.

Alation runs automatic backups on a nightly basis. Use these steps to change the backup schedule if necessary.

Alation recommends switching to a schedule where the backup is created once or twice a week for large installations (>

1TB in data).

Also consider increasing the value of the parameter alation.backup.chef_timeout in alation_conf (set in seconds,

the default is 21600 seconds (six hours)). This parameter defines the timeout for the backup process. For a large volume

of data, the backup may require more time.

Application of a new backup schedule will require a restart of some Alation services.

You will need to provide the day, hour, and minute values separately.

Note: From version 2022.3, UTC is the default server time zone. Schedules that are set using alation_conf

parameters are interpreted as UTC. In previous releases, the server default time zone was PDT/PST.

To set up a custom schedule:

1. Enter the Alation shell.

sudo /etc/init.d/alation shell

2. Set the minutes. If you want to set a schedule that runs at zero minutes, skip this parameter.

4.2. Configure Backups 621



Alation User Guide

alation_conf alation.backup.scheduled_minute -s <value>

3. Set the hour in the 24-hour format.

alation_conf alation.backup.scheduled_hour -s <value>

4. Set the day using the values mon, tue, wed, thu, fri, sat, sun. You can use several values separated with a

comma with no spaces.

alation_conf alation.backup.scheduled_day -s <value1>,<value2>

5. Restart Supervisor:

sudo /etc/init.d/supervisord restart

Examples

Every Sunday at 9:30 AM UTC:

alation_conf alation.backup.scheduled_minute -s 30

alation_conf alation.backup.scheduled_hour -s 9

alation_conf alation.backup.scheduled_day -s sun

Tuesday and Saturday at 9:00 AM UTC:

alation_conf alation.backup.scheduled_hour -s 9

alation.backup.scheduled_day -s tue,sat

4.2.3 Copy Backup Files to a Remote Location

Customer Managed Applies to customer-managed instances of Alation

Note: This information applies to both Backup V1 and Backup V2.

Creation of a backup is a prerequisite for copying the backup file to a remote location. The execution of the script copies

the backup files to a remote location. This requires admin access to the Alation host.

To copy the backup:

1. Create a script that copies the backup to the destination location. Ensure that it recognizes the %f variable that

will be passed from Alation when the script is run. This variable passes the path to the backup.

Example script:

FILE_TO_RSYNC=$1

DESTINATION=host.example.com

DESTINATION_PATH="/backup/alation/"

SSH_USER="alation"

SSH_KEY="/home/site_data/rsync_key.pem"

rsync -avi -e "ssh -i ${SSH_KEY} -l ${SSH_USER}" "${FILE_TO_RSYNC}" "$

{DESTINATION}:${DESTINATION_PATH}"
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2. Place the script to /data1/site_data in the Alation shell.

Note: The backup scripts must be stored in /data1/site_data. This location prevents them from being deleted

during an update.

3. Enable the script execution using alation_conf. Enter the Alation shell:

sudo /etc/init.d/alation shell

4. Enable the script:

alation_conf alation.backup.post_script.enabled -s True

5. Specify the path to the script, substituting the <backup_script_example.sh> with the actual file name. The

input variable %f must be recognized by the script.

alation_conf alation.backup.post_script.path -s "/data1/site_data/<backup_

script_example.sh> %f"

6. Set the permission to execute the script.

chmod +x /data1/site_data/<backup_script_example.sh>

The script will run after every manual or automatic backup and copy the backup to the destination location.

4.2.4 Define the Number of Backups to Retain

Customer Managed Applies to customer-managed instances of Alation

Note: This information applies to both Backup V1 and Backup V2.

You can configure the number of backups you want to store in the designated backup storage directory.

Use the alation_conf parameter alation.backup.data_dump_versions to configure the number of backups you

want to retain. For example, when this parameter is set to 5 (default), Alation will keep five latest Alation backup files,

five corresponding Event Bus files, and five corresponding Postgres backups if Postgres backups are configured to be

excluded from the compressed Alation backup file. If incremental backups are enabled, Alation will keep five latest

full backups, the corresponding incremental backups, and the corresponding Postgres incremental backups if Postgres

backups are not compressed together with the Alation backup. Older backups will be automatically removed.

Note: For more information about excluding Postgres backups from the compressed Alation backups, see

Manage Postgres Backups Separately (available from version 2022.3).

To set the number of backups to retain:

1. Enter the Alation shell.

sudo /etc/init.d/alation shell

2. Run the following command, substituting <number> with an actual number.
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alation_conf alation.backup.data_dump_versions -s <number>

Example:

alation_conf alation.backup.data_dump_versions -s 6

No restart is required.

4.2.5 Old Backup Cleanup

Customer Managed Applies to customer-managed instances of Alation

Note: This information applies to both Backup V1 and Backup V2.

Old backup files are cleared automatically based on the configuration of the backup cleanup process. Both the Alation

backup and the corresponding Event Bus backup will be cleared.

Note: The count of backup files that is maintained by the system can be obtained from the value of the alation_conf

parameter alation.backup.data_dump_versions.

4.2.6 Backup Configuration Parameters

Customer Managed Applies to customer-managed instances of Alation

The information on this page is given for reference only. Do not modify the parameters listed in this table unless you

follow specific instructions, for example:

• Configure Incremental Backups

• Set Up a Custom Backup Schedule

• Define the Number of Backups to Retain (Backup V1, Backup V2)

Note: Modifying alation_conf parameters without specific instructions is not a safe action. For more information

about alation_conf, see Using alation_conf .

Jump to the table for your current backup tool:

• Backup V2 Configuration Parameters

• Backup V1 Configuration Parameters
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Backup V2 Configuration Parameters

Parameter Value Description

alation.backup_v2.incr_-

backup

True or False Enables incremental backups. No

restart is required when the value is

changed.

alation.backup_v2.incr_-

backup_versions

Number Sets the number of incremental back-

ups per full backup. No restart is

required when the value is changed.

Default = 0, which means full back-

ups

alation.backup.data_temp_-

dir

Path inside the Alation shell Default: /data2/tmp/ Sets the work-

ing directory for the backup process.

No restart is required when the value

is changed.

alation.backup.data_dump_-

dir

Path inside the Alation shell Default: /data2/backup/ Sets the

backup storage directory on the Ala-

tion host. Compressed backup files

are created in this directory. No

restart is required when the value is

changed.

alation.backup.data_dump_-

versions

Number Defines the number of backups to

keep on the backup disk. Default: 5.

No restart is required when the value

is changed.

alation.backup.restore_file Path inside the Alation shell Example: /data2/backup/<file_-

name.tar> Path to the backup file

to be used during the restore.

alation.backup.scheduled_-

minute

Number 0-60 for minutes of of an

hour

Default: 0 Defines minutes for the

backup schedule

alation.backup.scheduled_-

hour

Number 0-23 for hours in a day Defines hour for the backup schedule

Default: 4 Use 24-hour format

alation.backup.scheduled_-

day

Comma separated values for days of

week

Defines days for the backup sched-

ule. Default: sun,mon,tue,wed,

thu,fri,sat

alation.backup.enabled True Do not modify manually. Stores the

status of the backup process on an

instance. If set to False, the Alation

instance is not backed up, which is

an unsafe practice.

alation.backup_v2.enabled False Do not modify manually. Stores the

status of the Backup V2 feature on an

instance. True means enabled. False

means disabled.

pgsql.config.backup_enabled True Enables the backup for the Post-

greSQL component

alation.backup.post_script.

enabled

True Defines whether or not to launch the

post script after the backup creation

alation.backup.post_script.

path

Path to the script /data1/site_data/s3_backup_-

sync.sh %f

The post script is used to upload the

backup .tar file to Amazon S3. It is

possible to use another cloud storage.

Add a custom script and provide the

path to this script.

alation.backup.chef_timeout 21600 Time in seconds. Defines how long

Chef waits to run commands. Back-

ups might fail if this is too short.

alation.backup.io_nice 2 Defines what ionic value to use to
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Backup V1 Configuration Parameters

Attribute Value Description

alation.backup.pg_compress True or False Defines whether the backup will be

compressed.

alation.backup.data_dump_-

versions

Number Defines the number of backups to

keep on the backup disk.

alation.backup.site_data_-

exclusions

tmp, kvstoredb, logs, django.

cache, dumps

Defines what not to backup in the

site_data folder.

alation.backup.restore_file /path/to/backup Defines what backup file to use for

restoring.

alation.backup.io_nice 0 for none, 1 for real-time, 2 for best-

effort, 3 for idle

Defines what ionic value is used.

alation.backup.pg_-

compress_level

0 to 9 Defines the compression level for the

pg_backup tool.

alation.backup.chef_timeout Time in seconds. Defines how long chef waits to run

commands. Backups may fail if this

time is too short.

alation.backup.data_dump_-

dir

/path/to/dir Defines which directory the backups

are saved too.

alation.backup.data_temp_-

dir

/path/to/dir Defines the staging directory where

backups are extracted.

alation.backup.enabled True or False Defines if backups are enabled.

pgsql.config.wal_keep_-

segments

3000 (48GB) Defines the number of WAL seg-

ments to retain. This is useful if Post-

gres compression is enabled.

alation.backup.scheduled_-

minute

0 to 60 for number of minutes in an

hour

Defines minutes of the backup sched-

ule.

alation.backup.scheduled_-

hour

0 to 23 for hours in a day Defines the hour for the backup

schedule.

alation.backup.scheduled_-

day

Comma-separated values for Sunday

to Saturday

Defines the days for the backup

schedule. Default: sun,mon,tue,

wed,thu,fri,sat.

alation.backup.post_script.

enabled

True or False Defines wether or not to launch the

post backup script.

alation.backup.post_script.

path

Path with %f used as a variable for

the current backup file

Defines the path to the post backup

script.

4.3 Create Backups Manually

Customer Managed Applies to customer-managed instances of Alation

Note: This information applies to both Backup V1 and Backup V2.

Use the steps in this section to create an Alation backup manually on demand. The backup process creates backups

based on your current backup configuration.

Depending on your Alation version, Alation will create one or two compressed backup files in the backup storage

directory.
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• Versions prior to 2021.4—The backup process creates one Alation backup file. The name of the file uses

the following format: <timestamp_version>_alation_backup.tar.gz. For example: 202109232027_-

10-0-0-147420_alation_backup.tar.gz.

• Starting in version 2021.4—In addition to the Alation backup file, Alation will create a second backup file of the

Event Bus component. The Event Bus backup uses the following file name format: <timestamp_version>_-

alation_eb_backup.tar.gz. For example: 202109232027_10-0-0-147420_alation_eb_backup.tar.

gz.

• From version 2023.1—Alation supports more configurability for backups. By default, the backup process will

create two backup files—the Alation backup and the Event Bus backup. The backup of the internal Postgres

database will be included into the Alation backup. However, you can use the backup configuration capabilities

and exclude the Postgres database backup from the Alation backup. In this case Alation will place the Postgres

backup in a separate directory. See Manage Postgres Backups Separately for more information.

The default location for the backup files is the data2/backup directory on the Alation server (inside the Alation shell).

Note: If you have changed the default location, look for the backups in your custom backup directory.

When creating backups, it’s important to be aware of whether your backups are incremental—see Configure Incremental

Backups for more information. Incremental backups are available in Backup V2. Every time you run the backup action,

Alation will create a full backup if incremental backups are disabled. If incremental backups are enabled, Alation will

create a consecutive incremental backup. If you have enabled incremental backups, note that the Event Bus backup will

also run every time an incremental Alation backup is created. However, the Event Bus backup itself is not incremental.

The backup process creates a full Event Bus backup every time it runs.

Important: The Alation server does not need to be stopped to run a backup.

4.3.1 Create a Backup

To create a backup:

1. The backup command may take a few hours depending on the size of the instance, and we recommend running it

with nohup or using a terminal multiplexer, such as Screen. If using Screen, start a Screen session:

screen -S alation-backup

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Change user to alation.

sudo su alation

4. Run the backup command:

alation_action backup_all

The compressed backup will be saved in the location configured in the alation.backup.data_-

dump_dir parameter of alation_conf. The default location is /data2/backup.

5. Exit from the user alation.
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exit

6. Exit from the Alation shell.

exit

If the backup action fails, manually delete the staging directory for the Postgres backups—/data2/backup/pgbackup or

/data2/backup/pgbackrest, depending on your version—before attempting the next backup action.

4.3.2 Validate Success

To check that the backup has been successfully created:

1. Go to /data2/backup/ or your configured backup storage location and ensure that there are backup files

<timestamp_version>_alation_backup.tar.gz and <timestamp_version>_alation_eb_backup.

tar.gz with the current timestamp.

2. At regular intervals, test restoration on a separate machine.

4.4 Find Backups

Customer Managed Applies to customer-managed instances of Alation

Note: This information applies to both Backup V1 and Backup V2.

The default storage location for the backup files is /data2/backup inside the Alation shell. The default backup storage

directory can be changed using the alation_conf parameter alation.backup.data_dump_dir. At any time, the

alation.backup.data_dump_dir parameter points to the location of the compressed backup files created by the

backup process.

On versions before 2021.4, Alation creates one backup file—the Alation backup.

Starting in version 2021.4, Alation creates two backup files—the Alation backup and the Event Bus backup. Both

backup files are required to restore the Alation application.

By default, the backup process will create two .tar.gz backup files in the backup directory: the Alation backup (includes

the Postgres database backup) and the Event Bus backup.

• Alation backup: <timestamp_version>_alation_backup.tar.gz

Example: 202008140102_5-17-0-116556_alation_backup.tar.gz

• Event Bus backup: <timestamp_version>_alation_eb_backup.tar.gz

Example: 202109232027_10-0-0-147420_alation_eb_backup.tar.gz

Note: The Event Bus backup tarball name differs from the Alation backup file name with the

_eb_ suffix.
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4.5 Monitor Backups

Customer Managed Applies to customer-managed instances of Alation

Note: The information in this section applies to Backup V2. Refer to Check Current Backup Tool for information on

how to check your current backup framework.

4.5.1 Backup Log Location

A single log file is created per day and log rotation happens every 5 days (default).

Version 2021.3.x and Newer

The Backup V2 log file alation_backup.log is located at /opt/alation/site/logs/ (path inside the Alation shell).

Versions 2020.3.x - 2021.2.x

The Backup V2 log file alation_backup.log is located at /var/log/ (path inside the Alation shell).

4.5.2 Backup Health Check

For Server Admins to recieve alerts about backup failure, enable Health Check monitoring on your instance. See

Configuring Server Health Alerts for Administrators. An alert on the backup health is one of the admin alerts that can

be enabled.

Note: If incremental backup fails, the staging files in /pgbackup should be cleared manually before performing the

next backup.

4.5.3 Backup Status API

You can use the read-only Backup Status API to check the backup status. To call the API, use the following URLs:

• The latest backup process: <your_alation_URL>/monitor/backup_status/

• Last 10 backups: <your_alation_URL>/monitor/backup_status/all.

4.6 Manage Postgres Backups Separately

Customer Managed Applies to customer-managed instances of Alation

Available from version 2023.1

Note: The information in this section applies to Backup V2. Refer to Check Current Backup Tool for information on

how to check your current backup framework.
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From version 2023.1, Alation Postgres backups are created using the pgBackRest tool by default. If necessary, the

pgBackRest tool allows you to separate Postgres backups from the Alation application backups. Excluding Postgres

backups from Alation backups can noticeably decrease the backup creation time and can be recommended for large

implementations of the catalog. However, in this case Postgres backups will have to be maintained separately from

Alation backups. The restore process is affected too as it requires the full set of backups of all components.

Note: If you are managing an Alation PostgreSQL database on an external AWS RDS instance, Alation automatically

uses the built-in functionality of AWS RDS to create snapshots of the database. You will not need to use the feature

described on this page. See Move the Alation Database to AWS RDS for more information.

Note: On previous releases, starting with 2022.2, the default backup tool was pg_probackup. The pgBackRest tool

was additionally available and could be enabled by an Alation admin on demand.

4.6.1 Check if PgBackRest Is in Use

If necessary, you can validate that the pgBackRest tool is enabled on your Alation instance by checking the alation_conf

parameter alation.feature_flags.enable_pgbackrest. From 2023.1, by default, this parameter is set to True.

To check the pgBackRest setting:

1. Use SSH to connect to your Alation instance.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Run the command given below. The output will show the current value of the parameter.

alation_conf alation.feature_flags.enable_pgbackrest

4. Exit the Alation shell.

exit

4.6.2 Enable pgBackRest

Applies to versions 2022.2 - 2022.4

To enable pgbackRest:

1. Use SSH to connect to your Alation instance.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Run the following command:

alation_conf alation.feature_flags.enable_pgbackrest -s True

4. Enabling pgBackRest changes the WAL archive directory from pg_probackup (default) to pgbackrest. This

change needs to be propagated down to the Postgres configuration on the Alation server. For this to happen, run

the enable_backupv2 action after enabling pgBackRest:
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alation_action enable_backupv2

No restart is required.

5. Because pgBackRest does not support Celery-based scheduled backups, you need to disable them to avoid a daily

backup failure. You can schedule pgBackRest backups using Crontab: Schedule pgBackRest Backups.

Run the following command to disable daily backup schedule:

alation_conf snapshot.enabled -s False

Important: If you later decide to return to the default backup tool, you’ll need to re-enable the daily

backup schedule and disable the corresponding cron job.

6. If you are going to continue the backup configuration at this point, stay in the Alation shell. If not, exit the Alation

shell: exit.

Except for backup scheduling, pgBackRest supports most of the backup configuration options available for Backup V2.

With pgBackRest enabled, you can use incremental backups. For more information, see Configure Incremental Backups.

After enabling pgBackRest, decide if you want to exclude the Postgres backup from the compressed Alation backup.

Excluding the Postgres backup from the Alation backup can noticeably decrease the backup creation time and is

recommended for large implementations of the Catalog. However, in this case the Postgres backup must be maintained

separately from the Alation backup files. Maintaining separate Postgres backups also affects the restore process as the

Postgres backup needs to be provided in addition to the Alation backup.

4.6.3 Exclude Postgres Backup from Alation Backup

When using pgBackRest, you can exclude the Postgres backup from the Alation backup and maintain Postgres backups

separately.

Whether or not the Postgres backup is excluded from the Alation backup is controlled by the alation_conf parameter

alation.backup_v2.pgbackup_compression.

By default, the Postgres backup is included in the Alation backup and compressed together with the backup of the

Alation application into the Alation .tar.gz file. The default state is reflected by the following setting of the parameter

alation.backup_v2.pgbackup_compression:

alation.backup_v2.pgbackup_compression = True

To exclude the Postgres backup from the Alation backup, you need to modify the value of alation.backup_v2.

pgbackup_compression and set it to False.

To exclude the Postgres backup from the Alation backup:

1. Use SSH to connect to your Alation instance.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Disable the Postgres compression:

alation_conf alation.backup_v2.pgbackup_compression -s False
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4. Next, you can designate a directory on the Alation host to store the uncompressed Postgres backups. By default,

the Postgres backups will be created in the directory data2/pgbackrest. You can create a different directory in the

Alation chroot for the Postgres backups. Use the following command to designate a custom pgBackRest directory:

alation_conf pgsql.pgbackrest.repo_dir_name -s path/to/directory

5. Exit the Alation shell.

exit

With this pgBackRest configuration, the next backup process will create three backup files:

• In the backup directory data2/backup (default) or in the directory that you designated for backups using the

parameter alation.backup.data_dump_dir, Alation will create the Alation backup and the Event Bus backup:

– <timestamp_version>_alation_backup.tar.gz - A compressed Alation backup that does not include the

Postgres backup.

– <timestamp_version>_alation_eb_backup.tar.gz - A compressed Event Bus backup.

• Separately, in the directory data2/pgbackrest or in the directory that you designated for Postgres backups using

the parameter pgsql.pgbackrest.repo_dir_name, Alation will create a separate Postgres backup. Note that

the Postgres backup is not one file but a set of files and directories.

Note: For more information on how to create backups, see Create Backups Manually.

4.6.4 Configure External Storage on Amazon S3

You can use Amazon S3 as external storage for Postgres backups. If S3 is configured as external storage, every time you

run the backup action or when a backup is created on schedule, Alation will copy the Postgres backup to the designated

S3 bucket. Note that the backups are copied to S3, not moved. They will remain available in the backup folder of the

Alation host, too. S3 serves as additional remote storage.

When restoring Alation, you can specify the S3 bucket as the source of the Postgres backup in order to restore Alation.

Note: The existing configuration option for moving Alation backups to external storage alation.backup.post_-

script.path does not cover separate Postgres backups and only relocates the Alation backup and the Event Bus

backup.

Perform this configuration after enabling pgBackRest with Postgres compression disabled.

Prerequisites

1. You will need to specify information about your Amazon S3 bucket in this configuration. Make sure you have

these values at hand:

• S3 bucket name

• Your Amazon S3 region

• AWS API key

• AWS API secret
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Your Alation instance must be able to establish a connection to S3. Make sure your Amazon S3 environment allows

connections from the Alation IP address.

Configuration

To configure the external Postgres backup storage on Amazon S3:

1. From the Alation shell, set the following parameters:

alation_conf pgsql.pgbackrest.redundancy.enabled -s True

alation_conf pgsql.pgbackrest.redundancy.type -s s3

alation_conf pgsql.pgbackrest.redundancy.s3.endpoint -s s3.amazonaws.com

alation_conf pgsql.pgbackrest.redundancy.s3.bucket -s <your_ AWS_S3_bucket>

alation_conf pgsql.pgbackrest.redundancy.s3.region -s <AWS_region_for_S3_

bucket>

alation_conf pgsql.pgbackrest.redundancy.s3.key -s <AWS_API_key>

alation_conf pgsql.pgbackrest.redundancy.s3.secret -s <AWS_API_secret>

Note: Alation will store the AWS API key and secret in the encrypted format.

2. No restart is required. When you run the backup action next time, Alation will copy the Postgres backup to the S3

bucket as per this configuration.

Important: When you restore Alation from the backup on a new instance, before you run the restore

command, you will need to repeat the same configuration for S3 as was on the old instance. See

Restore Alation with Postgres Backup on Amazon S3.

4.6.5 Schedule pgBackRest Backups

Use the information for your Alation version.

Versions 2022.3 and Newer

From Version 2022.3, pgBackRest backups can be scheduled using alation_conf. See Set Up a Custom Backup Schedule.

Version 2022.2

Scheduled pgBackRest backups are based on UTC. The current backup scheduling capabilities using alation_conf are

based on Celery task scheduling which uses PST. This results in a failure of scheduled backups when pgBackRest is

enabled.

In order to schedule backups when using pgBackRest, turn off Celery-based daily backups and set up the corresponding

system Cron job.

To schedule backups when using pgBackRest:

1. On the Alation host, enter the Alation shell:

sudo /etc/init.d/alation shell
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2. Make sure that the Celery-based backup schedule is turned off or turn it off.

• To check if Celery-based schedule is turned off:

alation_conf snapshot.enabled

If this command returns False, it has already been turned off and you can proceed to the next step.

If this command returns True, change the value to False:

alation_conf snapshot.enabled -s False

3. Exit the shell.

exit

4. Outside of chroot, add the following crontab entry. It sets the backup job to run daily at 4 AM.

sudo crontab -l | { cat; echo "0 4 * * * source /opt/alation/alation/opt/

alation/ops/alation_constants; sudo chroot "${ALATION_CHROOT}" /bin/su - $

{ALATION_USER} -c "alation_action backup_all""; } | sudo crontab -

5. Check the new setting.

sudo crontab -l

The output should be:

* * * * * /opt/alation/alation/opt/alation/ops/actions/unjailed_update_auto_

alation > /dev/null 2>&1

0 4 * * * source /opt/alation/alation/opt/alation/ops/alation_constants;

sudo chroot "${ALATION_CHROOT}" /bin/su - ${ALATION_USER} -c "alation_action

backup_all"

You can generate your preferred crontab using https://crontab.guru and configure a custom crontab. Use the following

example to change to a new schedule:

sudo crontab -e # replace "0 4 * * *" with "0 6 * * *"

sudo crontab -l

The output should be similar to:

* * * * * /opt/alation/alation/opt/alation/ops/actions/unjailed_update_auto_

alation > /dev/null 2>&1

0 6 * * * source /opt/alation/alation/opt/alation/ops/alation_constants; sudo

chroot "${ALATION_CHROOT}" /bin/su - ${ALATION_USER} -c "alation_action backup_

all"
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4.6.6 Location of pgBackRest Logs

Enabling and using pgBackRest does not change the location of the backup logs /var/lib/pgsql/<version>/ inside the

Alation chroot.

4.7 Restore from a Backup

Customer Managed Applies to customer-managed instances of Alation

The steps to restore Alation from a backup depend on your Alation version and on whether or not you are managing the

Postgres database backups separately.

Note: The restoration steps apply to all Alation releases and both backup frameworks—Backup V1 and

V2.

If Postgres backups are included into Alation backups (default), refer to Restore Alation.

If you have excluded Postgres backups from Alation backups, refer to Restore Alation With a Separate Postgres Backup

(available from version 2023.1).

The Alation backup restoration process only restores the Alation application. The Alation Analytics application and the

OCF components require additional effort to be restored. For more information, refer to:

• Restore Alation Analytics V2

• Restore OCF Components

4.7.1 Restore Alation

Customer Managed Applies to customer-managed instances of Alation

Use the steps below to restore Alation from a backup when the Postgres database backups are included into the

compressed Alation backup file (default).

Version 2021.4 or Newer

In order to restore backups of 2021.4 and newer, you need to use two backup files: the Alation application backup and

the Event Bus backup.

Note: See Find Backups for details about the backup storage location.

To restore, follow these steps:

1. On the new system where you are going to restore, create a temporary directory in /data2, for example,

/data2/restore.

2. Move or copy the Alation and Event Bus backup files to this directory. This ensures that both backup files are

accessible from inside the Alation chroot.

Important: Make sure to use two backup files taken by the same backup process. They will have the

same timestamp and version, for example:

• Alation backup file: 202109232027_10-0-0-147420_alation_backup.tar.gz
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• Event Bus backup file: 202109232027_10-0-0-147420_alation_eb_backup.tar.

gz

The first two parts of the file name, such as 202109232027 and 10-0-0-147420, separated

with underscores, document the timestamp of the backup action and the Alation version.

3. Enter the Alation shell:

sudo /etc/init.d/alation shell

4. Using the alation_conf command, change the alation.backup.restore_file parameter value to reflect the

path to the backup file, for example:

alation_conf alation.backup.restore_file -s /data2/restore/202109232027_10-

0-0-147420_alation_backup.tar.gz

5. Using the alation_conf command, change the alation.backup.eb_restore_file parameter value to reflect

the path to the Event Bus backup file, for example:

alation_conf alation.backup.eb_restore_file -s /data2/restore/202109232027_

10-0-0-147420_alation_eb_backup.tar.gz

6. Change user to alation:

sudo su alation

7. Change ownership of the Alation backup file to user alation:

sudo chown alation:alation <path/to/Alation/backup/file>

Example:

sudo chown alation:alation /data2/restore/202109232027_10-0-0-147420_

alation_backup.tar.gz

8. Change ownership of the Event Bus backup file to user alation:

sudo chown alation:alation <path/to/Event-Bus/backup/file>

Example:

sudo chown alation:alation /data2/restore/202109232027_10-0-0-147420_

alation_eb_backup.tar.gz

9. Run the restore command to perform the restore. Note that this command overwrites all existing data on the

instance if any exists:

alation_action destructive_restore_all
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Version 2021.3 or Older

Note: The restore process requires a clean system with no existing configuration.

To restore an existing backup,

1. Copy the backup file to the host where you want to restore. This system should have the same version of the

Alation software as the version which generated the backup file.

2. Check to make sure you are in the right server: you should be on the machine where you are going to restore.

3. Create a directory accessible from inside the Alation Chroot. For example, create a directory on the backup drive:

/data2/restore.

4. Copy the backup file into the directory you created inside the Chroot.

5. Enter a Screen session.

screen -S alation-restore

6. Enter the Alation shell.

sudo /etc/init.d/alation shell

7. Change the alation_conf value to reflect the path to the backup file. For example:

alation_conf alation.backup.restore_file -s /data2/restore/backup_file.tar.

gz

8. Substitute user to alation:

sudo su alation

9. Change ownership of the restore file to the alation user:

sudo chown alation:alation /data2/restore/backup_file.tar.gz

10. Type the following command to run the restore. As the name suggests, this action overwrites all existing data.

alation_action destructive_restore_all

The Alation data will be restored from the backup file.

To check for success:

Log in to Alation and ensure that the data you expect to see from the backup is displayed. For example, download a data

dictionary for a data source and check the number of rows.

Note: If users testing the restore encounter Error 500 on some pages in Alation, this may point to the need

to reindex some of the internal database tables. See How to Reindex Tables after Backup Restore.
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4.7.2 Restore Alation With a Separate Postgres Backup

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2022.2

The Alation backup process creates a separate Postgres backup when you have disabled Postgres backup compression

on your Alation instance. See Manage Postgres Backups Separately for more details.

Note: If you have previously set up Postgres backup storage on Amazon S3, refer to Restore Alation with Postgres

Backup on Amazon S3.

Restore Alation with a Separate Postgres Backup

The steps in this section apply:

• If you are using the pgBackRest tool to take Alation backups.

• If Postgres is excluded from the Alation backup file and your Postgres backup is not stored on Amazon S3.

To restore an Alation instance when you have a separate Postgres backup:

1. Copy the Alation and Event Bus backup files to the /data2/backup folder on the destination Alation instance.

Important: Make sure to use two backup files taken by the same backup process. They will have the

same timestamp and version, for example:

• Alation backup file: 202109232027_10-0-0-147420_alation_backup.tar.gz

• Event Bus backup file: 202109232027_10-0-0-147420_alation_eb_backup.tar.gz

2. Recursive-copy the Postgres backup directory from the source instance to the destination instance. The directory

on the source instance with the Postgres backup is stored in the parameter pgsql.pgbackrest.repo_dir_name

in alation_conf.

For example, if you are using secure copying, use the following guidelines:

2.1. On the destination instance, outside of the Alaton chroot, create a directory:

sudo mkdir -p /backup/restore

2.2. Change ownership to the SSH user you are going to use when copying the Postgres

backup to the destination instance.

chown <SSH_user>:<SSH_user> /backup/restore

2.3. On the source instance, enter the Alation shell.

sudo etc/init.d/alation shell

2.4. Secure copy the Postgres backup to the destination instance.

pgbackrest_dir=$(alation_conf pgsql.pgbackrest.repo_dir_

name --value-only)

scp -r ${pgbackrest_dir} -i <destination instance private

key> <SSH_user>@<destination instance IP>:/backup/restore(continues on next page)
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(continued from previous page)

2.5. Check if the pgbackrest directory is created.

ls -al /data2/restore/pgbackrest

3. Using the alation_conf command, change the alation.backup.restore_file parameter value to reflect the

path to the Alation backup file. Substitute <timestamp_version>_alation_backup.tar.gz with your real

file name.

alation_conf alation.backup.restore_file -s /data2/restore/<timestamp_

version>_alation_backup.tar.gz

4. Using the alation_conf command, change the alation.backup.eb_restore_file parameter value to reflect

the path to the Event Bus backup file. Substitute <timestamp_version>_alation_eb_backup.tar.gz with

your real file name.

alation_conf alation.backup.eb_restore_file -s /data2/restore/<timestamp_

version>_alation_eb_backup.tar.gz

5. Using the alation_conf command, change the pgsql.pgbackrest.repo_dir_name parameter value to reflect

the path to the pgbackrest directory, for example:

alation_conf pgsql.pgbackrest.repo_dir_name -s /data2/restore/pgbackrest

6. Run the restore command to perform the restore. Note that this command overwrites all existing data on the

instance if any exists:

alation_action destructive_restore_all

Restore Alation with Postgres Backup on Amazon S3

Available from version 2022.2

The steps in this section apply if you are using the pgBackRest tool to take Alation backups. They require a separate

Postgres backup stored externally on Amazon S3.

On the Alation instance where you are going to restore:

1. Copy the Alation and Event Bus backup files to the /data2/backup folder. The backup files must be accessible

from inside the Alation chroot. Do not copy the pgbackrest directory from the old instance.

Important: Make sure to use two backup files taken by the same backup process. They will have the

same timestamp and version, for example:

• Alation backup file: 202109232027_10-0-0-147420_alation_backup.tar.gz

• Event Bus backup file: 202109232027_10-0-0-147420_alation_eb_backup.tar.gz

2. Enter the Alation shell:

sudo /etc/init.d/alation shell
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3. Using the alation_conf command, change the alation.backup.restore_file parameter value to reflect the

path to the Alation backup file. Substitute <timestamp_version>_alation_backup.tar.gz with your real

file name.

alation_conf alation.backup.restore_file -s /data2/restore/<timestamp_

version>_alation_backup.tar.gz

4. Using the alation_conf command, change the alation.backup.eb_restore_file parameter value to reflect

the path to the Event Bus backup file. Substitute <timestamp_version>_alation_eb_backup.tar.gz with

your real file name.

alation_conf alation.backup.eb_restore_file -s /data2/restore/<timestamp_

version>_alation_eb_backup.tar.gz

5. Specify the information of the external storage on S3. This information is required to restore Postgres. This

configuration should be the same as existed on the old instance that is restored.

Use these commands to provide the information about the backup storage on S3:

alation_conf pgsql.pgbackrest.redundancy.enabled -s True

alation_conf pgsql.pgbackrest.redundancy.type -s s3

alation_conf pgsql.pgbackrest.redundancy.s3.endpoint -s s3.amazonaws.com

alation_conf pgsql.pgbackrest.redundancy.s3.bucket -s <your_ AWS_S3_bucket>

alation_conf pgsql.pgbackrest.redundancy.s3.region -s <AWS_region_for_S3_

bucket>

alation_conf pgsql.pgbackrest.redundancy.s3.key -s <AWS_API_key>

alation_conf pgsql.pgbackrest.redundancy.s3.secret -s <AWS_API_secret>

6. Run the restore command to perform the restore. Note that this command overwrites all existing data on the

instance if any exists. It will download the Postgres data from the S3 bucket you have provided in alation_conf.

alation_action destructive_restore_all

4.7.3 Restore OCF Components

Customer Managed Applies to customer-managed instances of Alation

Ensure Your OCF Connectors are Backed Up

Applies from release 2021.2

These steps require server-side access to Alation.

To check if the installed OCF connector is getting backed up by the Alation backup process, check the

/opt/alation/site/site_data/ocf/connectors/ on the Alation host (path inside the Alation shell).

This directory exists if:

• An OCF connector was installed on the 2021.2 Alation version (or newer)

• An OCF connector that was installed on a previous version was updated after updating Alation to 2021.2.

If the directory does not exist, it means that the OCF connectors installed on the host are not getting backed up.

If the directory exists, list the contents of the directory to list the connector source files that are present in the backup

path:
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sudo /etc/init.d/alation shell

ls /opt/alation/site/site_data/ocf/connectors/

Note: The name of the Zip file includes the connector id. For example, in the name connector_1_1621628810, 1 is

the connector id. The sequence of numbers after the id is the timestamp in Unix time.

You can use the list command to view the metadata of the connector with a specific id: alation_ypireti list

--id <ID> --fields <field1_name> <field2_name>. This command should be run from the Alation shell as

user alation, for example:

# To enter the shell:

sudo /etc/init.d/alation shell

# To change user to "alation":

sudo su alation

# To list the metadata of a specific connector

alation_ypireti list --id 1 --fields id name hydra

Restore OCF Components After Restoring an Alation Backup

Release 2021.2 and Newer

Alation Connector Manager is not included into the Alation backup. When you restore Alation from a backup on a

clean instance, Alation Connector Manager needs to be re-installed on the host after restoring Alation.

The OCF connectors are included into the backup. When you install or update an OCF connector on an Alation instance,

it is automatically added to the backup path at /opt/alation/site/site_data/ocf/connectors/ (path inside the Alation

shell) and included into the Alation backup.

After you restore Alation from a backup that includes OCF connectors, you can restore the backed up OCF connectors

using the alation_ypireti sync command.

To restore the OCF system on an instance that was restored from a backup:

1. SSH to the Alation host where you restored Alation from a backup.

2. Install Docker and then install Alation Connector Manager, following the steps for release 2021.2 in Install Alation

Connector Manager. Note that from release 2021.2, it is recommended to install Docker using the Alation

Container Service.

3. After installing and configuring Alation Connector Manager, make sure the agent is running:

sudo docker ps

This command should return the agent container:
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$ sudo docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS

NAMES

e33c5484f846 agent "agent" 11 seconds ago Up 10 seconds

agent

Note that no OCF connectors are listed as running because they have not been installed on the restored

instance yet.

4. Run the alation_ypireti list command to check which OCF connectors existed on the instance that was backed up

and restored. This command should be run from the Alation shell as user alation:

4.1. Enter the Alation shell.

sudo /etc/init.d/alation shell

4.2. Change the user to alation.

sudo su alation

4.3. Run the following command:

alation_ypireti list --fields id name hydra

At this point, the list command will output the id and name fields but no hydra field information.

This is expected because the newly installed Connector Manager does not have information about the

backed up connector images yet. This is indicative of the state when Alation Connector Manager and

the Alation internal database are not synchronized.

5. Still in the Alation shell and as user alation, run the alation_ypireti sync command to ensure that Alation and

Alation Connector Manager have the same set of connectors:

alation_ypireti sync

The alation_ypireti sync command first deletes all connector records on Alation Connector Man-

ager and then restores them from the backed-up source files located at /opt/alation/site/site_-

data/ocf/connectors/.
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6. Run the list command again to verify that synchronization was successful:

alation_ypireti list --fields id name hydra

Now this command should return the id, name, and hydra fields with Docker container information

of the installed connector:

If there are no backup source files found for a connector with a specific id, the alation_ypireti sync output will contain

a warning to update the connector, for example:

2021-04-16 05:23:16,186 - Ypireti - WARNING No package backup found for

connector 2.

Please update the connector manually.

E.g. alation_ypireti update --id 2 --path <path_to_connector_zip>

In such a case, you need to manually reinstall the connector onto its existing ID (see the steps in Releases 2020.3, 2020.4,

and 2021.1 below).

Releases 2020.3, 2020.4, and 2021.1

OCF components (Alation Connector Manager and OCF connectors) are not included into the Alation backup. When

you restore Alation from a backup on a clean instance, OCF components need to be re-installed. The Docker images

of the OCF connectors that were installed on the instance that was backed-up need to be installed onto their IDs that

already exist in the backup data.

Perform the steps below to restore OCF components after restoring Alation from a backup:

1. On the Alation host where you restored the backup, install and configure Alation Connector Manager:

• Install Alation Connector Manager

2. Run the command below to retrieve the IDs of OCF connectors that were installed on the backed-up instance:
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2.1. Enter the Alation shell.

sudo /etc/init.d/alation shell

2.2. Change the user to alation.

sudo su alation

2.3. Run the following command:

alation_ypireti list --fields id name hydra

Note that in the this command will only output the connector id and name metadata and no hydra

field information. It is expected because the connector manager does not have the Docker image yet.

This way, you find out which OCF connector needs to be installed onto which ID in the backup:

2020-10-28 06:21:18,800 - Ypireti - INFO Connector 1 metadata:

{

"id": 1,

"name": "Alation's Tableau Connector"

}

3. Place the connector Zip file into a directory on the Alation host that is accessible from the Alation shell, for

example, to data1/tmp.

4. Navigate to this directory on the host, in the Alation shell.

5. Un-pack the connector package, for example:

unzip alation-oracle-1.0.0.61.zip

6. Install the OCF connector Docker image onto its old ID:

• Release 2020.3.x:

kratos --tls-disabled true --agent localhost:81 install ./<OCF_

connector_name>.img <ID>

• Release 2020.4.x and newer versions:

alation_ypireti kratos --subcommand install ./<OCF_connector_name>

.img <ID>

Example:

alation_ypireti kratos --subcommand install ./alation-oracle-ocf:1.0.

0.61.img 1

7. Verify that the installation was successful:

alation_ypireti list --fields id name hydra

This command should return the id, name, and hydra fields with Docker container information of the

installed connector, for example:
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2020-10-28 06:39:50,245 - Ypireti - INFO Connector 1 metadata:

{

"id": 1,

"name": "Alation's Tableau Connector",

"hydra": {

"port": 10001,

"containerName": "connector_1",

"imageName": "connector_1",

"id": 1,

"containerID":

"3e8fca3db28a5adcbb1401bdafddbc9517af2e08fa5db5f4a0398c99a928b56e"

}

}

8. In the Alation Catalog, go to the Settings page of the source that uses the restored OCF connector and test the

connection.

4.7.4 Restore Alation Analytics V2

Customer Managed Applies to customer-managed instances of Alation

The Alation Analytics database is not backed up by the Alation backup process. If you are restoring an Alation instance

from a backup, the Alation Analytics database requires additional steps to be set up after the restoration.

For more information, see Alation Analytics V2 Backup and Restore.

4.7.5 Restoring Alation Analytics V1

Customer Managed Applies to customer-managed instances of Alation

Applies to releases V R3 (5.6.x) to V R7 (5.10.x)

Use these steps to restore Alation Analytics after you have restored the data from a backup or after the failover to

Secondary on an HA pair.

Note that this is only required for instances where Alation Analytics was enabled and you would like to continue using it

after the restore or failover.

Note: This only applies to restore from a backup taken on releases V R3 to V R5.

To restore the Alation Analytics,

If during the restore you encounter errors related to the start of the alation-analytics-postgres service, first follow the

steps in Setting Up the Postgres Service for Alation Analytics followed by Restoring User Accounts and Connections.

Example:

/var/lib/pgsql/alation_analytics/data is missing.

Use "service alation-analytics-postgres initdb" to initialize the cluster first

If you do not encounter such errors, skip to step Restoring User Accounts and Connections.
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Setting Up the Postgres Service for Alation Analytics

1. Log in to Alation shell and run the command to set up the Alation Analytics database:

sudo /etc/init.d/alation shell

sudo /opt/alation/bin/alation_action setup_alation_analytics_postgres

2. After the process is completed, start the service with the command:

sudo service alation-analytics-postgres start

3. You can confirm the status of the service using the following command:

service alation-analytics-postgres status

After the process has started, proceed to restore Alation Analytics user counts and whitelisted connections.

Restoring User Accounts and Connections

Important: All Alation Analytics users will have to change their password after this restore as their old password will

not work.

To restore the accounts,

1. Copy the script create_dbusers_whitelist_connections_alation_analytics.py to the Alation server,

for example, to /<your data mount>/tmp and change owner to alation:

sudo chown alation:alation create_dbusers_whitelist_connections_alation_analytics.py

2. Enter the Alation shell and copy the file create_dbusers_whitelist_connections_alation_analytics.

py to /opt/alation/django/alation_analytics/one_off_scripts/

sudo /etc/init.d/alation shell

sudo su alation

cd /opt/alation/django/alation_analytics/one_off_scripts/

cp /data1/tmp/create_dbusers_whitelist_connections_alation_analytics.py .

3. Run the script to re-create Alation Analytics users and set temporary password:

sudo su alation #If not yet

cd /opt/alation/django

python alation_analytics/one_off_scripts/create_dbusers_whitelist_connections_

alation_analytics.py

4. You can also run the Analytics ETL job manually as follows or allow it to run on schedule. If you prefer the latter,

skip this step.

sudo su alation #If not yet

cd /opt/alation/django

./alation_analytics/one_off_scripts/run_etl_jobs

5. Server clean-up: delete the create_dbusers_whitelist_connections_alation_analytics.py script

from your instance:
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sudo rm /opt/alation/django/alation_analytics/one_off_scripts/create_dbusers_

whitelist_connections_alation_analytics.py

6. Notify the Alation Analytics users that they need to change their passwords for Alation Analytics accounts when

they first use it after the restore.

Changing Alation Analytics Password

Alation Analytics password can be changed using Account Settings > DB Connections in Alation:

Account Settings:

Account Settings > DB Connections:

create_dbusers_whitelist_connections_alation_analytics.py

#!/opt/alation/env/bin/python

# coding=utf-8

"""Create user accounts on Alation Analytics Postgres after backup and restore.

This script assumes that the feature Alation Analytics is already turned on and this

instance is

restored from a backup of a different Alation instance.

CAUTION: Once this script is executed all the database users on Alation Analytics will

have to reset their credentials.

(continues on next page)
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Usage:

python create_aa_user_accounts_on_postgres

"""

# Special import required to add django apps to the path.

# coding=utf-8

import os

import sys

# Set up the environment.

# Special import required to add django models to the python path.

from rosemeta.one_off_scripts import bootstrap_rosemeta

from django.core.exceptions import MultipleObjectsReturned

from db_metadata.enums import BuiltinDataSource

from rosemeta.models import DataSource

path = os.path.dirname(os.path.abspath(__file__))

sys.path.append(os.path.join(path, '../../'))

import sys

import logging

import uuid

from db_management.tasks.database_external_connection_tasks import sync_all_db_

connection_and_reload

from db_management.models import DBUser

from db_management.utils.db_utils import UserAccountAlreadyExistsOnDBException

logger = logging.getLogger(__name__)

def _create_db_users_on_alation_analytics_db():

number_of_accounts_created = 0

number_of_accounts_already_existing = 0

for db_user in DBUser.objects.all():

try:

temp_password = uuid.uuid4().hex

db_user.create_db_account(temp_password)

number_of_accounts_created += 1

except UserAccountAlreadyExistsOnDBException:

number_of_accounts_already_existing += 1

continue

except Exception as e:

logger.exception(

"Unexpected exception occurred. This script will abort now! Please

contact "

"Alation support to resolve the following error: %s", e.message)

return -1

(continues on next page)
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logger.info(

"Successfully finished the script execution. Number of user accounts created: %d,

"

"user accounts already existing: %d", number_of_accounts_created,

number_of_accounts_already_existing)

def _get_alation_analytics_ds():

# Check if the DS is already in the catalog.

ds = None

try:

ds = DataSource.objects.get(

builtin_datasource=BuiltinDataSource.ALATION_ANALYTICS, deleted=False)

except MultipleObjectsReturned as e:

logger.exception(e)

ds = DataSource.objects.filter(

builtin_datasource=BuiltinDataSource.ALATION_ANALYTICS, deleted=False).last()

except DataSource.DoesNotExist:

pass

return ds

def main():

_create_db_users_on_alation_analytics_db()

print("Please note that ALL the users will have to reset their credentials from the

UI.")

analytics_ds = _get_alation_analytics_ds()

if not analytics_ds:

print("Could not retrieve the Alation Analytics Datasource in the catalog. Please

"

"contact support@alation.com for further assistance.")

return -1

sync_all_db_connection_and_reload.apply_async(kwargs={

'ds_id': analytics_ds.id,

'force_reload': True

})

print("Scheduled the celery task to whitelist external connections on the Alation

Analytics "

"Database. ")

return 0

if __name__ == '__main__':

sys.exit(main())
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FIVE

LINEAGE V2

Customer Managed Applies to customer-managed instances of Alation

Available from release V R6 (5.10.x)

This section includes the information about enabling Lineage V2.

5.1 Enabling Lineage V2

Customer Managed Applies to customer-managed instances of Alation

Applies to releases V R6 (5.10.x) to 2021.1

Note: In release 2021.2 and newer releases, Lineage V2 is enabled by default and does not require to be explicitly

enabled by an admin.

Lineage V2 can be turned on by setting the corresponding feature flag. This feature cannot be disabled.

You will need the SSH access to the Alation instance to enable Lineage V2.

To enable:

1. SSH to your Alation instance.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Using the alation_conf command, set the dedicated flag alation.feature_flags.enable_lineage_v2 to

True:

alation_conf alation.feature_flags.enable_lineage_v2 -s True

4. Restart the web server:

alation_supervisor restart web:*

5. If lineage data already exists on your instance (if this is not a new installation of Alation), run the following script

from the Django shell to migrate the existing lineage data to the new model:

alation_django_shell

(continues on next page)
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from rosemeta.tasks.migrations import populate_new_lineages_from_old

populate_new_lineages_from_old.delay()

6. Exit the Django shell:

exit()

7. Exit the Alation shell:

exit

You have now enabled Lineage V2 on your Alation instance.
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LINEAGE V3

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.4 (10.2.x)

This section includes the information about enabling Lineage V3 and migrating from Lineage V2.

For a description of how Lineage V3 compares to Lineage V2, see Lineage.

6.1 Enabling Lineage V3

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2022.1.2

Lineage V3 must be enabled if users want the ability to create lineage manually. From Alation version 2022.4, Lineage

V3 is enabled by default on all new Alation instances.

In order to enable Lineage V3 on an existing Alation instance, you need to migrate your lineage data from Lineage V2

to Lineage V3. Lineage V3 will become enabled automatically after the migration completes. If the migration fails,

your instance will remain on Lineage V2.

Important: Alation recommends upgrading your Alation instance to version 2022.1.2 or newer in order to perform

migration from Lineage V2 to V3.

Warning: The Lineage V2 to V3 migration may be a time-consuming and resource-intensive process, depending

on the size of the existing lineage data. It requires a restart of several important Alation services. We recommend

performing the lineage migration during off-peak hours when there is little user activity and when other resource-

intensive processes, such as MDE, QLI, or search indexing are not running. The migration may take from a few

minutes to a few hours depending on the size of the existing lineage data.

The migration process requires backend access to the Alation server. In case of HA pair configuration, perform the

migration on the primary instance.
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6.1.1 Prerequisites

There are two situations in which you might run the migration:

• You have no Lineage V3 data and you are running the migration script for the first time.

• You have run the migration script and it failed at some point.

If you have no Lineage V3 data and this is your first time migrating the lineage data from Lineage V2 to V3, go to

Lineage Migration Steps.

If you are retrying the migration after a failed attempt, begin with Reset the Migration Status Pointer and then rerun the

migration.

Reset the Migration Status Pointer

If you had previously attempted to migrate the lineage data from Lineage V2 to V3 but your attempt resulted in a failure,

you can rerun the migration from the very beginning. In order to do this, begin with resetting the migration status

pointer to zero. The migration status pointer is a record in the internal database that documents the number of lineage

links that were successfully migrated before the migration failed.

To reset the pointer:

1. Use SSH to connect to the Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Enter the Alation Postgres shell:

alation_psql

4. Run the query given below to reset the migration pointer to zero:

update message_queue_pointer set pointer=0 where job_name='Lineage_V2_To_V3_

Migration';

5. Run the next query to ensure that the message_queue_pointer was updated. The result should be zero.

select * from message_queue_pointer where job_name='Lineage_V2_To_V3_

Migration';

6. Exit the Postgres shell:

\q

7. Stay in the Alation shell and perform the lineage migration steps below to rerun the migration from the beginning.

If you continue to have difficulties completing the migration, contact Alation Support for assistance.
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6.1.2 Lineage Migration Steps

Use the steps below to migrate lineage data from Lineage V2 to Lineage V3 and to activate the Lineage V3 functionality:

1. Before migrating, in your Alation Catalog, find data sources or BI sources that have lineage data. Save the URLs

for Table or BI report pages with lineage. After running the migration script, you can use these data objects to

validate that the lineage data is successfully migrated and the lineage diagrams are displayed without issues.

2. Use SSH to connect to the Alation server.

3. Enter the Alation shell:

sudo /etc/init.d/alation shell

4. Set the lineage logger level to debug. This logger setting will create more detailed logs, which will be helpful if

troubleshooting is necessary.

4.1 Change the logger level:

alation_conf lineage-service.logger.level -s debug

4.2 Restart the lineage service for the changes to take effect:

alation_supervisor restart lineage

5. Ensure that the lineage service is running:

alation_supervisor status lineage

This command should return the status Running, for example:

$ alation_supervisor status lineage

lineage RUNNING pid 1184, uptime 5 days, 19:10:35

The Lineage service should be in the Running state even though Lineage V3 has not been enabled yet.

It is the expected state of the system.

6. Ensure that the Event Bus is running:

alation_supervisor status event-bus:*

This command should return the status Running, for example:

$ alation_supervisor status event-bus:*

event-bus:kafka-server RUNNING pid 1128, uptime 5 days, 19:11:05

event-bus:zookeeper-server RUNNING pid 1127, uptime 5 days, 19:11:05

Also ensure that the Event Bus is receiving messages:

6.1 Enter the Django shell:

alation_django_shell

6.2 Enter the following commands:

from alation_event_bus_utils import check_event_bus

check_event_bus
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If you see any errors, do not proceed with the migration. Contact Alation Support to help resolve the

issue.

6.3 Exit the Django shell:

exit

7. Next, check the size of the lineage data to be migrated. This number can be used to estimate the time required for

the migration. It takes about an hour to migrate 1GB of lineage data on an instance where the migration is not

competing for resources with multiple other processes.

7.1 Enter the Postgres shell:

alation_psql

7.2 Run the following query:

select pg_size_pretty(pg_total_relation_size('object_lineage_link'));

Sample output:

rosemeta=# select pg_size_pretty(pg_total_relation_size('object_lineage_link'));

pg_size_pretty

----------------

1358 MB

(1 row)

8. Still in the Postgres shell, run the next query to get the unique link count from the object_lineage_link table.

This number shows how many lineage links will need to be migrated. Take note of this number. It will be used to

validate the completeness of the migration later.

select count(*) from (select distinct source, source_otype, target, target_

otype from object_lineage_link) as links;

Sample output:

rosemeta=# select count(*) from (select distinct source, source_otype,

target, target_otype from object_lineage_link) as links;

count

-------

427947

(1 row)

9. Exit the Postgres shell:

\q

10. (Optional) If your lineage data is very large, you can optionally enable the Event Bus consumer throttling. If

not, you can skip this step. During a very large V2 to V3 migration, the lineage service can potentially use a lot

of memory which may affect other applications. Event Bus consumers can be throttled to allow small breaks

between every batch so that they use less memory. This results in a slightly slower migration.

To enable the Event Bus consumer throttling:

10.1. In the Alation shell, enable the throttling:
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alation_conf lineage-service.kafka.topics.consumer_throttling.enabled -s

True

10.2. By default, the throttling begins when memory usage of the lineage service is at 90%. To change this value,

use the command given below:

alation_conf lineage-service.kafka.topics.consumer_throttling.threshold -s

<new threshold>

Example:

alation_conf lineage-service.kafka.topics.consumer_throttling.threshold -s

60

10.3. By default, the throttling allows for 1,000 milliseconds (1 second) to pass before another batch is consumed.

To change this value, run:

alation_conf lineage-service.kafka.topics.consumer_throttling.duration -s

<new duration in milliseconds>

Example:

alation_conf lineage-service.kafka.topics.consumer_throttling.duration -s

2000

10.4. Restart the service for the changes to take effect:

alation_supervisor restart lineage

11. Beginning with Alation version 2022.4, the logs resulting from the lineage migration are written to the file

celery-lineagepublishing_error.log file and email notifications of the migration’s progress will be sent to all

admins of the instance. Alation recommends tailing this file during the migration. Open a separate terminal

window and prepare to tail the logs, in the Alation shell. If you’re using a screen multiplexer, prepare to tail in a

separate screen:

tail -f /opt/alation/site/logs/celery-lineagepublishing_error.log

In versions of Alation before 2022.4, the log files are written to the file celery-default_error.log. You can tail

this file in a similar manner:

tail -f /opt/alation/site/logs/celery-default_error.log

12. In the terminal window that is connected to the Alation host and Alation shell, enter the Alation Django shell:

alation_django_shell

13. Run the Lineage V3 migration script:

from rosemeta.tasks.migrations import migrate_lineage_v2_data_to_v3_database

migrate_lineage_v2_data_to_v3_database.delay()

This will kick off the migration job. Information about progress will be written to either celery-lineagepublishing_-

error.log (Alation version 2022.4 and later) or celery-default_error.log (on versions before 2022.4). At the end

of the migration, you should see a success message similar to the following:
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[2022-03-05 00:12:51,622: INFO/ForkPoolWorker-8] rosemeta.tasks.migrations.migrate_

lineage_v2_data_to_v3_database[23e9a161-64cf-4da7-a1d0-ee1b1e783b8c]:

Lineage v2 to v3 migration task completed successfully.

You can check the job status in alation_django_shell by running....`j = Job.objects.

filter(job_type=33).order_by('-ts_finished')` and then `j[0].__dict__`

14. After the migration completes, check the migration status for the links migration job and the link nodes migration

job.

14.1. To check the job status for the links migration job, run the following commands from within the Django

shell:

job = Job.objects.filter(job_type=33).order_by("ts_started")

job[0].__dict__

In the output, look for the lines which contain status and state. Migration has succeeded if you find:

• status: 1 means SUCCEEDED (migration has completed successfully)

• state: 3 means FINISHED (migration has finished)

If you find out that the migration failed or has issues (the result is different from status: 1 and state: 3),

see Troubleshooting Lineage V3 Migration.

Note: Job Status values:

• N/A = 0

• SUCCEEDED = 1

• FAILED = 2

• PARTIAL_SUCCESS = 3

• SKIPPED = 4

Job State values:

• NOT_STARTED = 0

• QUEUED = 1

• STARTED = 2

• FINISHED = 3

The output will look similar to the following:

In [3]: job = Job.objects.filter(job_type=33).order_by("ts_started")

In [4]: job[0].__dict__

Out[4]:

{'_state': <django.db.models.base.ModelState at 0x7f7c402c6438>,

'id': 1695,

'user_id': None,

'_enum_job_type': 33,

'job_type': 33,

'external_service_aid': None,

'_enum_external_service_otype': None,

(continues on next page)
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'external_service_otype': None,

'ts_started': datetime.datetime(2021, 12, 9, 2, 7, 45, 937116, tzinfo=<UTC>),

'ts_updated': datetime.datetime(2021, 12, 9, 2, 7, 48, 2729, tzinfo=<UTC>),

'ts_finished': datetime.datetime(2021, 12, 9, 2, 7, 48, 2729, tzinfo=<UTC>),

'_enum_status': 1,

'status': 1,

'_enum_state': 3,

'state': 3,

'state_message': 'Published 435 links',

'persisting_message': ['Processed batch with 545 links, is_last_batch: True',

'Published 435 links'],

'details': None,

'sync_subprocess_info': {'LINEAGE_V2_TO_V3_DATA_MIGRATION': '18685_797741740'},

'async_subprocess_info': {},

'disabled_task_name': None}

14.2 To check the job status for the link nodes migration job, run the following commands from within the Django

shell:

j = Job.objects.filter(job_type=34).order_by("-ts_finished")

j[0].__dict__

Check the job detail records, it should show the number of messages that the lineage service received. Each

message is a Kafka message and contains a max of 100 links.

d = j[0].job_details.all()

d[0].__dict__

d[1].__dict__

The link nodes migration job is a subprocess of the links migration job and it migrates Alation objects that are

part of lineage links. If links appear in the UI but their nodes appear to be all temp even though they are not

known to be temp or deleted in Lineage V2 then the status of this job can be checked to see if it has completed

running. Once it completes, all non-temp objects should appear as such in the lineage graphs.

15. Exit the Django shell:

exit

16. Validate the number of the migrated lineage links.

16.1. Enter the Postgres shell:

alation_psql

16.2. Switch to the lineage database:

\c lineage

16.3. Run the following query:

select count(*) from edge where relation_type=1;

The count should be equal to the count of unique links you retrieved in Step 8 from the object_-

lineage_link table in Rosemeta. If the counts are not equal then there is some issue with the

migration. See Troubleshooting Lineage V3 Migration.
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16.4. Exit the Postgres shell:

\q

17. If you are running a version of Alation before 2022.4, you must restart the Celery component:

alation_supervisor restart celery:*

18. You can return to the default lineage logger level (info).

18.1. Run the following command:

alation_conf -s info lineage-service.logger.level

18.2. Restart the lineage service:

Note: If you enabled Event Bus throttling before the migration, you can first disable it and

then perform this restart. See the next step.

alation_supervisor restart lineage

19. If before the migration you enabled Event Bus throttling, you can now disable it.

19.1. Disable the corresponding alation_conf flag:

alation_conf lineage-service.kafka.topics.consumer_throttling.enabled

-s False

19.2. Restart the service:

alation_supervisor restart lineage

20. Exit the Alation shell:

exit

21. Log in to Alation and verify your lineage data in the Alation UI. There should be no changes to the content of the

lineage diagrams. If the lineage data does not appear or there are issues with the diagrams, for example, existing

objects appear as temporary objects or diagrams only show partial data, contact Alation Support.

The migration script automatically enables the Lineage V3 service. No additional actions are required to enable it. Next,

you can enable Manual Lineage Curation. See Enabling Manual Lineage Curation.

6.1.3 Disabling Lineage V3

Alation does not recommend going back to Lineage V2 after enabling and using Lineage V3 as disabling V3 will result

in an outdated state of the lineage data in the Catalog. Although not recommended, turning off Lineage V3 is still

possible.

If you observe issues with the CPU or memory consumption while using Lineage V3 that you consider critical to the

instance health, you can fall back onto Lineage V2.

Note that the new lineage data that was created on Lineage V3 will not be auto-migrated to Lineage V2 when you

disable Lineage V3. The lineage graphs that were created manually, automatically, or using the API on Lineage V3

will not be available after Lineage V3 is disabled. The lineage data will return to the state before the lineage data was

migrated to Lineage V3.
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Contact Alation Support to help you return to using Lineage V2.

6.2 Troubleshooting Lineage V3 Migration

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

If the lineage migration failed, check if it is at the stage where it already enabled Lineage V3 and contact Alation

Support.

6.2.1 Checking the Lineage V3 Status

You can check if Lineage V3 is enabled or disabled using the alation_conf feature flag lineage-service.enabled.

To check the state of this flag, from the Alation shell, run:

alation_conf lineage-service.enabled

The values can be:

• True: Lineage V3 enabled

• False: Lineage V3 disabled

Alation does not recommend changing the value of this parameter manually.

6.2.2 Lineage Service Logs

There are two log files in the logs directory at /opt/alation/site/logs/ that are associated with the lineage service:

• lineage.log: Contains information about the service health and general logging statements for both read and

write pipelines.

• lineage_error.log: Logs all errors that occur in the Lineage service, for example, errors related to writing to

or retrieval from the Event Bus, errors in lineage processing, request process or database access.

In addition to these two dedicated log files, some other log files on are also relevant to the lineage service:

• alation-info.log

• alation-debug.log

• celery-default.log

• celery-lineagepublishing_error.log (Alation versions 2022.4 and later) or celery-default_error.

log (on versions before 2022.4)

If you find issues with displaying lineage data after the migration, check the celery-lineagepublishing_error.log

or celery-default_error.log for specific errors.
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6.2.3 Changing the Lineage Logging Level

The lineage logs can be written in two modes: info or debug. The default is info. You can set it to debug in order to

capture a more detailed log. To change the log level:

1. From the Alation shell, run:

alation_conf -s debug lineage-service.logger.level

2. Restart the lineage service:

alation_supervisor restart lineage

In order to return to the info log level:

1. From the Alation shell, run:

alation_conf -s info lineage-service.logger.level

2. Restart the lineage service:

alation_supervisor restart lineage

6.2.4 Lineage Service Status

To check the status of the Lineage service, from the Alation shell, run:

alation_supervisor status lineage

6.2.5 Event Bus Status

To check the status of Event Bus, from the Alation shell, run:

alation_supervisor status event-bus:*

Both the Lineage service and Event Bus must be in the Running state for Lineage V3 to function correctly.

6.3 Lineage V3 Feature Flag in alation_conf

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

You can enable Lineage V3 using alation_conf on a new installation of Alation where there is no lineage data yet.

However, if your instance has lineage data, do not use alation_conf to enable Lineage V3. Instead, perform lineage data

migration from V2 to V3.

To enable the Lineage V3 feature flag using alation_conf on a new Alation instance:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:
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sudo /etc/init.d/alation shell

3. Run the command given below to enable Lineage V3:

alation_conf -s True lineage-service.enabled

4. Restart the Celery component:

alation_supervisor restart celery:*

5. Ensure that the lineage service is running:

alation_supervisor status lineage

This command should return the status Running, for example:

(env) PROD [admin@ip-177-71-27-47 /]$ alation_supervisor status lineage

lineage RUNNING pid 1184, uptime 5 days, 19:10:35

If it’s in the Stopped state, then restart it:

alation_supervisor restart lineage

If Lineage V3 service is in the Running state with the Lineage V3 feature flag enabled, this means that all sources for

lineage data, such as MDE, QLI, Compose, and Lineage V2 APIs are now using the lineage service.
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CHAPTER

SEVEN

ALATION ANALYTICS V2

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 2020.3

Alation Analytics is a PostgreSQL database that surfaces usage data from the internal application database (Rosemeta)

into the Alation Catalog. It is intended for data analysts and stewards who drive data catalog adoption and usage analytics

at their organizations. Data in the Alation Analytics database can tell the story of how users interact with the Catalog

and reveal information on usage intensity and patterns.

Alation Analytics Version 2 - (V2) - is the new redesigned version of the Alation Analytics solution that is available

from release 2020.3. It is aimed at improving and simplifying the usage data research experience as well as at resolving

some known performance issues of the first version of Alation Analytics.

There are a number of motivating factors behind this redesign. One is the reported complexity of Alation Analytics

which was in the way of adoption by users. This has been addressed with a completely refurbished data model in Alation

Analytics V2 that makes data largely comprehensible and easily accessible. In addition, ready-to-use visualizations of

popular catalog adoption metrics have been added to the Catalog.

Another motivator is the need for scalability. Alation Analytics V2 implements an architecture that allows for the remote

installation of the Alation Analytics database, with components installed in Docker containers.

Important: For customers who have been using the first version of Alation Analytics (V1) in releases prior to 2020.3:

it remains fully operational after the Alation Catalog is updated to 2020.3. However, if Alation Analytics V1 has

already been enabled on the Alation instance, Alation Analytics V2 is not available by default. To try out V2, please see

Transition from Alation Analytics to Alation Analytics V2 for guidance on how to enable and maintain both versions.

On completely new installations of 2020.3 and newer releases and for customers who have never enabled Alation

Analytics prior to updating the Catalog to 2020.3, Alation Analytics V2 is the only available option.

7.1 Transition from Alation Analytics V1 to Alation Analytics V2

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2020.3

These guidelines are for the current Alation customers who are actively using the first version of Alation Analytics and

would like to transition to Alation Analytics Version 2 (V2).

Note: The first version of Alation Analytics - or Alation Analytics V1 - was released in V R3 (5.6.x). The

second version - Alation Analytics V2 - was released in 2020.3 to eventually supersede V1. Customers
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who have never enabled Alation Analytics in their Alation Catalog only have the V2 option from 2020.3.

Alation Analytics V1 is not available on new or upgraded 2020.3 instances by default.

The recommended approach for transitioning from V1 to V2 is to first disable V1 and after that, enable and install V2.

However, you can choose to enable and maintain both versions at the same time on condition that your Alation instance

meets the average 30-day Alation Analytics ETL criterion.

Before you enable Alation Analytics V2 in parallel with Alation Analytics V1, please consider the recommendations

given below. Creating a transition plan and laying out all the steps may be a good starting point. The plan can include

the following items:

• Availability of a Test/Dev environment

• Decision on the type of transition:

– First, disable Alation Analytics V1 and then enable Alation Analytics V2 as a consecutive step;

– Both Alation Analytics V1 and V2 will co-exist in your Alation Catalog.

• ETL considerations for Alation Analytics V1

• Review of system requirements and installation recommendations for Alation Analytics V2

• Preparing a host based on the system requirements for Alation Analytics V2

• Enabling the Alation Analytics V2 feature on the Alation instance

• Installing Alation Analytics V2

• Configuring the ETL process for V2 and V1

• Decision on the next stage of the Alation Analytics V1 lifecycle

• Moving to Alation Analytics V2 in Production

7.1.1 Use of Dev/Test Environment

Alation strongly recommends to begin the transition using a Dev/Test environment. For high confidence results, ensure

that the Dev/Test environment is as close to Production as possible in terms of size of the Rosemeta database and the

type and count of Catalog objects. Consider using a Production backup in this test environment.

Alation does not recommend installing on Production instances before you have tried the process out on a Dev/Test

environment. High-volume, large Production instances may be at serious performance risk when both versions of the

Alation Analytics database co-exist. If you choose to maintain both versions of Alation Analytics on the Production

environment, it is recommended to keep this coexistence as short as possible.

7.1.2 Type of Transition

There are two possible scenarios for transitioning from Alation Analytics V1 to V2:

1. Replace V1 with V2;

2. Deploy and maintain both V1 and V2.

REPLACE

When your choice is scenario 1, then plan to first disable Alation Analytics V1 and after that, enable and install Alation

Analytics V2.
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Note: There is no data migration from Alation Analytics V1 to V2 because the V2 schema is different.

The ETL for Alation Analytics V2 will load the data from the internal application database (Rosemeta),

starting with earliest available data.

CO-EXISTENCE OF V1 AND V2

If you wish to enable and maintain both Alation Analytics versions for the same Alation instance, please consider your

current Alation Analytics 30-day ETL average to establish the possibility of both versions coexisting. See Alation

Analytics V1 ETL Considerations.

Note: If you have never enabled Alation Analytics on your instance before release 2020.3, Alation Analytics

V2 is the only available option. Please use the installation instructions to enable and install V2: Enable and

Install Alation Analytics V2.

7.1.3 Alation Analytics V1 ETL Considerations

When Alation Analytics V1 and V2 co-exist, they both run the ETL process against Rosemeta. For the sake of stable

Rosemeta performance, you need to make sure that these ETL processes do not overlap. Concurrent ETL processes

originating from Alation Analytics V1 and V2 may cause noticeable Rosemeta performance degradation when both run

in parallel.

Consider the Alation Analytics V1 30-day ETL average value in order to establish the possibility of V1 and V2 co-

existence for your Alation instance. The ETL average is the average duration of the Alation Analytics V1 ETL for 30

consecutive days.

If your current Alation Analytics V1 30-day ETL average is more than 4 hours - which is the default threshold, - Alation

does not recommend enabling and maintaining V1 and V2 at the same time. The default ETL threshold should be the

deciding factor for co-existence of Alation Analytics V1 and V2.

Determine Your Alation Analytics V1 30-day ETL Average

Requires access to the Alation Postgres shell

From the Alation Postgres shell, run the query given below against Rosemeta to find out your 30-day ETL average value.

Note: Rosemeta is the underlying Alation PostgreSQL database. The Alation application depends on the health of

Rosemeta. Please use caution when querying this database and always follow specific guidelines.

1. Access the Alation shell:

sudo /etc/init.d/alation shell

2. Enter the Alation Postgres shell:

alation_psql

3. Run the following query:
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SELECT avg(extract(epoch FROM (ts_finished - ts_started)))

FROM jobs_job

WHERE job_type=8 AND status=1 AND state=3 AND ts_started::date >=

CURRENT_DATE - INTERVAL '30 DAYS';

4. To exit: \q.

The query result is in seconds. If as the result of this query you find that the 30-day average ETL for Alation Analytics

V1 exceeds 4 hours (14400 seconds), please consider a staged approach when you first disable Alation Analytics V1 and

after that, enable and install Alation Analytics V2. Alation does not recommend to maintain both Alation Analytics

versions at the same time if the 30-day ETL average exceeds 4 hours.

However, the 4-hour threshold allows for a certain margin to exist. If your 30-day average ETL value is not greater

than 6 hours (21600 seconds), you can still choose to proceed to enable both V1 and V2 for your Alation instance.

Note that in this case you will need to manually modify the average ETL threshold in alation_conf (see Display Alation

Analytics V2 Feature Switch below).

If your 30-day ETL average exceeds 6 hours, Alation does not recommend attempting to maintain both Alation Analytics

versions at the same time as this may cause serious Rosemeta performance issues. Please use a staged approach when

you first disable Alation Analytics V1 and then enable and install V2.

7.1.4 Types of Installation

Unlike the first version of Alation Analytics, Alation Analytics V2 requires a separate installation and can be installed in

either way:

• On a separate host (recommended)

• On the same host with the Alation application (not applicable when V1 and V2 co-exist)

Important: Alation strongly recommends to install Alation Analytics V2 on a separate host if you plan for both

Alation Analytics versions to co-exist.

7.1.5 Get Started with Alation Analytics V2

Prepare a Host

Follow the recommendations to prepare the host.

Display Alation Analytics V2 Feature Switch

When Alation Analytics V1 is still enabled on an instance, the Alation Analytics V2 feature is not available in Admin

Settings > Labs/Feature Configuration. In this case, the Alation Analytics V2 feature switch can be revealed using

the dedicated alation_conf command.

Note: The Labs page was renamed to Feature Configuration in 2021.1

At this point, you need to decide if you would also like to modify the ETL threshold value for your instance.

You do NOT need to change the ETL threshold value if:
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• you would like to maintain both V1 and V2 at the same time, and you have established that the average 30-day

ETL value is below 4 hours.

You need to modify this threshold if:

• you would like to maintain both V1 and V2 at the same time, and you have established that the average 30-day

ETL value is between 4 and 6 hours.

Note: If the average 30-day ETL value on your instance is more than 6 hours, Alation does not recommend enabling

V2 while V1 remains active.

To enable Alation Analytics V2 simultaneously with V1:

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. Set the following alation_conf value to True:

alation_conf alation_analytics-v2.enable_simulataneous_v1_and_v2.enabled -s

True

3. Review, and if necessary, modify the ETL threshold value:

alation_conf alation_analytics-v2.enable_simulataneous_v1_and_v2.aav1_etl_

threshold -s <hours>

Important: The ETL threshold parameter is used to ensure that when both V1 and V2 are enabled,

the two ETL processes do not overlap resulting in Rosemeta performance issues. The threshold value

may be changed on a case by case basis. Use your best judgment considering such factors as the current

Alation Analytics V1 average ETL time, available server resources (memory, CPU, disk space) when

changing this value.

4. Restart Supervisor:

alation_supervisor restart all

5. In the Alation UI, go to Admin Settings > Labs/Feature Configuration and turn on the toggle Alation Analytics

V2 - Understand the Alation usage patterns at your organization. Save the changes.

Note: There may be a situation when after performing these steps, the feature toggle for Alation Ana-

lytics V2 does not appear in Admin Settings > Labs/Feature Configuration in the Alation UI. This

happens when the average 30-days ETL value calculated on the Rosemeta exceeds the value of the pa-

rameter alation_analytics-v2.enable_simulataneous_v1_and_v2.aav1_etl_threshold.

Alation calculates the average 30-day ETL value for Alation Analytics V1 automatically after the pa-

rameter alation_analytics-v2.enable_simulataneous_v1_and_v2.enabled is set to True.

In such a case, verify the threshold value you have set.
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Install Alation Analytics V2

After the Alation Analytics V2 feature has been enabled on the instance, install the Alation Analytics V2 database

following the installation instructions: Enable and Install Alation Analytics V2.

After installation, configure the ETL parameters to best suit your organization’s needs.

7.1.6 ETL Recommendations

There are a number of parameters in alation_conf that control the ETL process for Alation Analytics V2: Alation

Analytics V2 ETL.

Please consider the following:

1. The initial ETL is likely to run more than once until your data is up to date in the Alation Analytics V2. By default,

every ETL run extracts 180 days of data. Every incremental run will extract 180 days of data from the previous run.

This time period is set with the Alation configuration parameter alation_analytics-v2.extract.time_-

period = 180 in alation_conf. If you have a lot of data, Alation recommends reducing this to 90, 60 or even 30

days for better performance.

2. By default, ETL for V2 is scheduled to run daily. If possible, schedule it so that it does not run at the same time

with the V1 ETL. To display the current ETL schedules, from the Alation shell, run:

• alation_conf alation_analytics.etl - to print the schedule parameters for V 1;

• alation_conf alation_analytics-v2.etl - to print the schedule parameters for V 2.

You can set these schedules to be on different days to ensure they do not overlap.

7.1.7 Alation Analytics V1: Next Steps

Disable the Alation Analytics V1 Feature

Applies to release 2020.3

Note: If you are on release 2020.4, please refer to the next section Remove the Alation Analytics V1 Data Source. The

steps to disable and remove the Alation Analytics V1 data source are different for 2020.4.

Alation Analytics V1 can be disabled in either of the following cases:

• You are NOT going to maintain both versions of Alation Analytics at the same time and wish to replace V1 with

V2;

• You have maintained both versions for a while and now wish to fully transition to V2 and remove V1.

In 2020.3, the Alation Analytics V1 feature can be disabled in Labs. This disables the ETL, but the Alation Analytics

V1 data source will not be deleted from the Alation application. Please consider flagging the remaining data source as

“Deprecated” after you turn off the feature flag. Note that the ability to remove the Alation Analytics V1 data source

from the Catalog is added in release 2020.4.

To disable Alation Analytics V1:

In Admin Settings > Labs, turn off the flag Alation Analytics - Understand the Alation usage patterns at your

organization. This disables Alation Analytics V1 ETL and reveals the toggle to enable Alation Analytics V2 if it has

not been force-enabled previously using the alation_conf command.

Disabling the Alation Analytics V1 feature flag does not remove the Alation Analytics V1 database from the Alation

application. See Clean Up the Alation Analytics V1 Database.
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Remove the Alation Analytics V1 Data Source

Applies from release 2020.4

From 2020.4, you can remove the Alation Analytics V1 data source from Alation completely. This can be done when

you have fully transitioned to Alation Analytics V2 and no longer use the old source. Please refer to Remove Alation

Analytics V1 Data Source From the Catalog for details.

Clean Up the Alation Analytics V1 Database

After you have disabled Alation Analytics V1 feature in Alation, decide on the next steps for the Alation Analytics V1

database.

Keep As Is

You can choose to leave the V1 database on the Alation host as is. The existing Alation Analytics V1 reports and

queries will continue to work. However, there will be no new ETL and no new usage data will be added after the Alation

Analytics V1 feature is disabled.

Archive and/or Drop

In deciding on the next stage in the lifecycle of the Alation Analytics V1 database, refer to your company’s policy

concerning data archiving. This PostgreSQL database can be backed up, archived, and restored on a separate server on

demand. Alternatively, it can be dropped based on your company’s policy concerning the cleanup of redundant data.

To delete the Alation Analytics V1 database from the host, please create a ticket for Alation Support with the following

subject: Assist in removing Alation Analytics V1 database.

Note: Release 2020.3 Only: The Alation Analytics V1 data source cannot be removed from the Alation

Catalog. This means that when the underlying Alation Analytics V1 database is dropped, the corresponding

data source will still remain in Alation, although it will not be functional. When the Alation Analytics V1

database is dropped, please also disable the Alation Analytics V1 feature in Labs and consider flagging

the leftover source as Deprecated.

7.2 Enable and Install Alation Analytics V2

Customer Managed Applies to customer-managed instances of Alation

Available from version 2020.3
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7.2.1 Overview

Enabling Alation Analytics V2 on the Alation instances where Alation Analytics V1 has never been used before differs

from enabling it on the Alation instances where Alation Analytics V1 is in use.

If Alation Analytics V1 has been previously enabled on your instance, the Alation Analytics V2 functionality is not

available by default. To transition from V1 to V2, refer to the guidelines in Transition from Alation Analytics V1 to

Alation Analytics V2 on how to enable V2 and/or maintain both versions.

On the Alation instances where Alation Analytics has never been used before, you can enable V2 from the Alation

user interface. In Admin Settings > Labs (versions 2021.4 or earlier) or Admin Settings > Feature Configuration

(versions 2021.1 and newer), locate the feature switch Alation Analytics V2 - Understand the Alation usage patterns

at your organization. Use the switch to enable the Alation Analytics application and proceed to installation.

Note: We recommend that Alation Analytics V2 be installed on a Friday so that the initial ETL process can run over

the weekend. The time of the ETL process depends on the amount of data in the internal application database. The

initial ETL extracts the first six months of the catalog usage data and takes longer than subsequent ETL jobs.

There are 2 installation options for Alation Analytics V2:

• Installation on a separate server — Recommended by Alation for both standalone instances and instances that

use the HA pair.

Note: For instances using HA pair configuration, it is strongly recommended to install Alation

Analytics V2 on a separate server. We recommend this option for HA to ensure that the Alation

Analytics V2 components remain operational and the ETL continues to work if the primary server

fails over to the secondary server. You won’t need to reinstall the Alation Analytics components after

the failover.

• Installation on the same server with the Alation catalog — You can choose this option if your host server is

large enough to accommodate both the Alation application and Alation Analytics V2 and the server resources

and performance are not a concern. Please note that both the internal server database and the Alation Analytics

database grow over time. The host server should be able to support this growth.

Note: Installation on the same server is not recommended for the HA pair. Alation Analytics is

installed in addition to the Alation application and does not get replicated from the primary to the

secondary server. In case of a failover, Alation Analytics will not be available on the secondary server

and will need to be installed.

Follow the steps below to install Alation Analytics V2.

7.2.2 Step 1: Prepare the Host

Use these requirements to either prepare a separate machine or evaluate and prepare an existing Alation catalog host.
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Requirement Description

OS
• Linux with kernel version 3.10 or higher

• OS distributions supported by Alation: OS Re-

quirements

CPU 4 cores

Memory
• 16 Gb RAM minimum if installing on a separate

server

• 32 Gb minimum if installing AA on the same host

with the Alation catalog

Space for /var/lib/docker Allocate a minimum of 32 GB disk space to the directory

/var/lib/docker

Space for the installation directory Allocate enough disk space for the installation directory.

Recommended is 1.5-2 times the size of Rosemeta (Ala-

tion’s internal Postgres database) as this is almost its

replica. The minimum is 32 GB. See Check the Alation

Application Database Size about how to find out the size

of Rosemeta.

Location of installation directory:

• Release 2020.4 and later—Alation Analytics V2

can be installed into a custom directory specified

during installation.

• Release 2020.3—Installation directory

/opt/alation-analytics has to be created for

the Alation Analytics V2 installer.

Check the Alation Application Database Size

To calculate disk usage for your Rosemeta database, use the following command on the Alation host server from inside

the Alation shell (requires SUDO permissions). Depending on your PostgreSQL version:

du -sh /var/lib/pgsql/9.3/

or

du -sh /var/lib/pgsql/9.6/

Make sure you have 1.5-2 times more free disk space (in GB) before you enable Alation Analytics V2.

7.2. Enable and Install Alation Analytics V2 673



Alation User Guide

7.2.3 Step 2: Install Docker Engine

Note: Other containerization software, such as Kubernetes, Openshift, or Podman, is not currently supported. Alation

Analytics V2 can only be installed on Docker (v. 18 or later).

The way you install Docker Engine depends on your Alation version.

Releases 2022.4 and Newer

In these releases, there are two ways to install Docker Engine:

• Use Alation Container Service to install Docker with the root user. See Install Docker Using Alation Container

Service.

• If you have additional security requirements, you can install Docker in rootless mode. This is supported on the

following operating systems:

– Debian 10

– Fedora 33, 34

– Oracle Linux on Red Hat-compatible Kernel 8, 8.5

– Redhat 8

– Ubuntu 18

Follow Docker’s official instructions for installing in rootless mode. To complete the use of rootless mode, you

will need to follow additional steps that are provided below. Installing rootless Docker will also require a system

reboot.

Releases 2021.2 to 2022.3

Use Alation Container Service to install Docker: Install Docker Using Alation Container Service.

Releases 2020.3.x - 2021.1.x

Docker Engine is available for a variety of Linux platforms. Install Docker in your preferred way.

General recommendations: Install Docker for Alation Versions 2020.3.x - 2021.1.x

Examples of instructions per OS:

• CentOS

• Ubuntu

• RHEL
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7.2.4 Step 3: Install Docker Compose

Docker Compose relies on Docker Engine to work. Install it after you have installed Docker Engine.

Use either of the following methods to install Docker Compose. The second method requires pip to be installed on the

server.

Method 1

sudo curl -SL "https://github.com/docker/compose/releases/download/1.27.0/docker-compose-

$(uname -s)-$(uname -m)" -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

sudo ln -sf /usr/local/bin/docker-compose /usr/bin/docker-compose

Method 2

To install the latest version of Docker Compose (requires pip to be installed):

pip install docker-compose

7.2.5 Step 4: Check the Docker Daemon

After Docker Engine has been installed, the Docker daemon should start automatically. Check to make sure it has started.

For regular root installations of Docker:

sudo docker version

or

sudo systemctl status docker

For rootless Docker installations:

docker version

or

systemctl --user status docker

Note: Type q to exit from the systemctl command.
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Start Docker Daemon in Rootless Mode

If you have installed Docker in rootless mode and the daemon is not running, run the following command to start it a

single time:

systemctl --user start docker

Run the following commands to automatically start the rootless Docker daemon whenever the system reboots. This is

recommended since you will need to reboot the system as part of the setup later on.

systemctl --user enable docker

sudo loginctl enable-linger $(whoami)

7.2.6 Step 5: Set Up Rootless Docker

If you installed Docker in rootless mode, you must follow the steps below before installing Alation Analytics. If you

installed Docker as root, you can skip to Step 6: Open Ports.

Enable Source IP Propagation

By default, Docker in rootless mode doesn’t propagate source IP addresses from requests to containers. Preserving the

source IP address is necessary to make the IP whitelisting feature work in Alation Analytics. As the non-root user that

installed rootless Docker, run the following commands to update the port driver for rootless mode and enable source IP

propagation:

cd ~/bin

curl -o slirp4netns --fail -L https://github.com/rootless-containers/slirp4netns/

releases/download/v1.2.0/slirp4netns-$(uname -m)

chmod +x slirp4netns

mkdir -p ~/.config/systemd/user/docker.service.d/

cat > ~/.config/systemd/user/docker.service.d/override.conf << EOF

[Service]

Environment="DOCKERD_ROOTLESS_ROOTLESSKIT_PORT_DRIVER=slirp4netns"

EOF

systemctl --user daemon-reload

systemctl --user restart docker
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Enable cgroup v2

Alation Analytics will require all controllers such as cpu, memory, and pid to be delegated to the non-root user you

used to install Docker. To do this, the machine must have cgroup v2 enabled.

1. First check whether cgroup v2 is enabled:

docker info --format '{{.CgroupDriver}}'

If this command returns systemd, cgroup v2 is enabled and you can skip down to Set Rootless Context for Root

User. Otherwise, keep following the steps below to enable cgroup v2.

2. You need to add an argument to grub. You can do this in one of two ways:

• If the grubby command is available, run:

sudo grubby --update-kernel=ALL --args="systemd.unified_cgroup_hierarchy=1"

• If grubby is not available, use a text editor to edit /etc/default/grub manually. On the GRUB_CMDLINE_-

LINUX line, add systemd.unified_cgroup_hierarchy=1 as an argument inside the quotes. Then

run:

sudo update-grub

3. You now need to change the systemd configuration. The commands for this depend on what Linux platform

you’re running.

• On any platform except Oracle, run the following commands:

sudo mkdir -p /etc/systemd/system/user@.service.d

cat <<EOF | sudo tee /etc/systemd/system/user@.service.d/delegate.conf

[Service]

Delegate=cpu cpuset io memory pids

EOF

sudo systemctl daemon-reload

• On Oracle Linux platforms, run the following commands:

sudo mkdir -p /etc/systemd/system/user@.service.d

cat <<EOF | sudo tee /etc/systemd/system/user@.service.d/delegate.conf

[Service]

Delegate=yes

DelegateControllers=cpu cpuset io memory pids

EOF

cat <<EOF | sudo tee /etc/systemd/system/user-$(id -u).slice

[Unit]

Description=Fix cgroup controllers

After=user.slice

Requires=user.slice

Before=systemd-logind.service

[Install]

(continues on next page)
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(continued from previous page)

WantedBy=multi-user.target

EOF

sudo systemctl enable user-$(id -u).slice

sudo systemctl daemon-reload

4. Reboot the system.

sudo reboot

5. If you haven’t configured the Docker daemon to restart automatically after a reboot, restart it manually now.

systemctl --user start docker

Set Rootless Context for Root User

The Alation Analytics v2 installer runs as the root user, so you need to let the root user know that Docker is in rootless

mode. Do this by setting the Docker context with the following commands:

1. Change to the root user:

sudo su

2. Export the path of the rootless Docker binaries. Replace <username> with the username of the user that installed

rootless Docker.

export PATH=/home/<username>/bin:$PATH

3. (Optional) Copy the export to files like ~/.bashrc for making it permanent.

echo 'export PATH=/home/<username>/bin:$PATH' >> /root/.bashrc

4. Remove the DOCKER_HOST environment if set, so the context setting will work.

unset DOCKER_HOST

5. Get the numeric ID of the non-root user that installed rootless Docker. You’ll need it in the next step. Replace

<non-root-username> with the username of the user that installed rootless Docker.

id -u <non-root-username>

6. Create the rootless context for the root user to access the rootless Docker daemon. Replace <non-root-user-id>

with the numeric ID of the non-root user that installed rootless Docker.

docker context create rootless --docker host=unix:///run/user/<non-root-userid>/

docker.sock

docker context use rootless

Important: After setting up rootless Docker, all remaining installation commands must be run as root, without sudo.
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7.2.7 Step 6: Open Ports

This applies only if installing on a separate server.

On the host server, open ports 25432 and 5672 in your firewall for the message broker and PostgreSQL and whitelist the

IP of the main Alation server running the catalog on this host. It is recommended to only allow access for the IP of the

machine that hosts the Alation catalog and block all other IPs.

7.2.8 Step 7: Create an Installation Directory

Note: Make sure that at least 32 GB of free space is available on the host for the Alation Analytics installation directory.

Release 2020.4 and Later

From release 2020.4, installation is not tied to the directory /opt/alation-analytics and can be anywhere on the host.

You can skip this step as the installation directory can be created automatically during installation.

Alternatively, you can create a custom installation directory on the host beforehand. Note down the path as you will

need to specify it during installation.

If no custom installation directory is specified during installation, Alation will attempt to locate the directory opt/alation-

analytics on the host and install into it. If such a directory does not exist, installation cannot proceed until the path is

specified.

Release 2020.3

On the server where you are going to install Alation Analytics V2, create a new directory at /opt:

sudo mkdir -p /opt/alation-analytics

7.2.9 Step 8: Install Alation Analytics

This requires the role of a Server Admin.

1. In your browser, sign in to the Alation catalog and go to Admin Settings > Feature Configuration (from version

2021.1) or Labs (versions before 2021.1).

2. Locate the switch for Alation Analytics V2, toggle it on, and save the changes.

Note: If Alation Analytics V1 has previously been enabled on your instance, the Alation Analytics V2 switch

will not be available by default.

3. After you save the changes, the Alation Analytics Settings page will open. This page contains a summary of the

installation steps along with some important links. Keep the page open so you can use the links later. There is no

need to use the README file. Proceed with step 4 below.

4. Download the Alation Analytics V2 installation package (373 MB) using one of the following options:

• To download to your local machine, click Download AA. This is the only option in 2020.3.

• To download with a curl command, copy the provided command and run it on the Alation Analytics host

machine. This option is available in 2020.4 and later.
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5. Copy or move the downloaded package to the Alation Analytics V2 host directory that you have prepared:

• In 2020.4 and newer, the installation package can go in any custom directory on the host machine, for

example /tmp.

• In 2020.3, the installation package must be moved to the directory /opt/alation-analytics on the host

machine.

6. Un-tar the downloaded Alation Analytics file and navigate into the un-tarred folder. Locate the installer file. It’s

an executable binary file with the same name as the tar file.

7. Determine whether you need to use one of the available installation flags:

Flag Description

-w Available in 2021.3 and newer

Lets you specify which system user will own the installed files, configs, and logs.

Without this flag, ownership will be assigned to the root user.

-b Available in 2023.1.4 and newer

Traffic to the Postgres and RabbitMQ containers will be bound to a specific IP address. The address will

be stored in /etc/default/alation-analytics.env and set in docker-compose.yaml during installation.

This flag enables Alation Analytics to be compliant with CIS Benchmark standards for Docker.

Without this flag, the Postgres and RabbitMQ containers are exposed on all network interfaces (0.0.0.0)

in the host.

8. Run the installer as the root user (if you’ve installed rootless Docker) or using sudo.

Example with no flags (replace x.x.x.x with the version number in your tar and installer files):

sudo {untar_directory}/alation-analytics-x.x.x.x/alation-analytics-installer-v-x.x.x

Applies to version 2021.3 and newer: Example with the -w flag (replace <username> with the user who will own

the Alation Analytics installed files):

sudo {untar_directory}/alation-analytics-x.x.x.x/alation-analytics-installer-v-x.x.x

-w <username>

Applies to version 2023.1.4 and newer: Example with the -b flag (replace <aa_ip_address> with the IP address

to bind incoming traffic to):

sudo {untar_directory}/alation-analytics-x.x.x.x/alation-analytics-installer-v-x.x.x

-b <aa_ip_address>

9. The installer will ask where to install Alation Analytics. The directory you choose will contain the data mounts

for the Docker images. Enter the absolute path to the chosen directory.

=================================================================

*** You can exit by pressing Ctrl+C at any time ***

Please enter where you would like to install Alation Analytics

leave blank to use the default location (/opt/alation-analytics/)

=================================================================

10. The installer will ask if you want to enter your own password or use a strong auto-generated password for Alation

Analytics. Save this password in a secure place. You will need it in a later step.

• Enter 1 to specify your own password. You will need to enter the password two times. The password you

choose must meet the following requirements:

– Minimum of 9 characters
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– Maximum of 24 characters

– At least 2 lowercase letters

– At least 2 uppercase letters

– At least 2 numerals

– At least 2 special characters from: ! @ # % ^ * _

Note: # and _ are not allowed as the first character.

• Enter 2 to use an auto-generated password. The generated password will be printed to the console.

11. The installer will check all prerequisites and, if they are met, install Alation Analytics.

12. In 2023.3.2 and later, a password will be generated for the RabbitMQ component during installation. You’ll see a

message like this:

Use the following generated password to establish external connections to rabbitmq:

<your-rabbitmq-pasword>

Save this password in a secure place. You will need it in a later step.

13. The installer will ask where Alation itself is installed. This will allow traffic from Alation to Alation Analytics.

• Enter 1 if Alation and Alation Analytics are installed on the same host.

• Enter 2 to specify the IP address of the Alation host, then enter the IP address.

• Enter 3 to specify the fully-qualified domain name (FQDN) of the Alation host, then enter the FQDN.

====================================================================================

=========

*** You can exit by pressing Ctrl+C at any time ***

Please enter the IP or FQDN of the host which Alation Catalog is installed on.

This will whitelist Alation server and allow access to the Alation Analytics

database

Choose 1 if Alation Analytics and Alation are going to be installed on the same host.

(127.0.0.1)

Choose 2 to enter the IP of the Alation host manually. ex: 10.10.10.1

Choose 3 to enter the FQDN of the Alation host manually. ex: alation.example.com

1. Use localhost (127.0.0.1) as Alation Data Catalog IP.

2. Enter IP manually

3. Enter FQDN manually

====================================================================================

=========

Note: The installation logs can be found at /var/log/alation-analytics/installer.log (path inside the Alation shell).
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7.2.10 Step 9: Configure Alation Analytics

After the installation, configure and initialize the Alation Analytics V2 database.

1. Return to the Alation Analytics Settings page and click the link click here to view conf values and change

postgres password. This opens the Alation Analytics Conf Values dialog:

2. Specify the values and click Save:

• Rabbitmq Host and Pgsql DB Host: IP address of the Alation Analytics server. The default value is

127.0.0.1 which stands for localhost. If you have installed Alation Analytics on the same server with the

Alation application, leave the default value. If you installed on a separate server, enter the IP of the remote

host.

Note: If you used the -b flag to bind Postgres and RabbitMQ traffic to a specific host during

installation, enter the same address you specified during installation.

• Pgsql DB Password: type the password you created during the installation for the PostgreSQL database.

3. Use SSH to connect to the Alation server.

4. Enter the Alation shell.

sudo /etc/init.d/alation shell

5. In 2023.3.2 and later, set the password for RabbitMQ using the password that was generated during the installation

of Alation Analytics:

a. Change to the alation user.

sudo su alation

b. Set the value in alation_conf.

alation_conf alation_analytics-v2.rmq.config.password -s '<your-rabbitmq-

pasword>'

c. Exit the alation user.

exit

6. Restart the Alation web services:
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alation_supervisor restart web:* celery:*

7. If you plan to restore the Alation Analytics database from a backup, go to Restore a Backup (don’t click the

Initialize Analytics Database button in Alation).

If you’re starting from scratch, wait 5 minutes for Alation Analytics to fully start up. Then return to the Alation

Analytics Settings page and initialize the Alation Analytics database by clicking the Initiate Analytics Database

button. This kicks off a job to create the database schema. While the job is running, you can click the Refresh

button to see its current status. After the job has run, the Alation Analytics V2 database becomes available as a

data source in Alation.

7.2.11 After Installation

After the database has been initialized, the very first ETL is triggered automatically to load the the data from the internal

database. After the initial ETL, the next one will run automatically at night (default configuration) or can be triggered

manually using a one-off script. Metadata extraction for Alation Analytics V2 runs automatically after every ETL.

Important: For users to be able to view, query or manage the Alation Analytics V2 data source, they must be granted

access. See User Access to Alation Analytics V2.

The Alation Analytics V2 data source that becomes available in Alation comes with a prepackaged data dictionary with

table and column descriptions, a number of sample queries linked to the Description field of the schema Public and a

number of out-of-the-box articles referenced under the Relevant Articles for schema Public (grouped under the parent

article Introduction to Alation Analytics). Review these materials to familiarize yourself with the structure of the

Alation Analytics V2 data source:
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7.3 User Access to Alation Analytics V2

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 2020.3

Alation Analytics V2 is a Private Data Source. A Data Source Admin for Alation Analytics V2 can provide the Viewer,

Querier, or Admin access to other users on the Access tab of the data source Settings page.

Note: The Alation Analytics V2 data source cannot be set to Public. The Public option for this data source on the

Access tab of the settings is disabled.
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7.3.1 Grant Access

For users to be able to view, query or manage the settings of the Alation Analytics V2 Data Source, they must be granted

access.

1. As the Data Source Admin, find Alation Analytics V2 among the Data Sources. You can use search or the list on

the Sources page to locate it.

2. Open the catalog page of Alation Analytics V2. Server Admins can first grant access to themselves, and then

assign other users to be Viewers, Queriers or Admins.

3. To grant access to yourself as the Server Admin, in the upper-right corner of the Alation Analytics Data Source

page, click More then click Settings. The Edit Your Permissions to Access Settings warning will pop up.

4. In this popup, click Go to Access. The Access tab of the Data Source settings page will open.

5. Find section People. In this section, click Add on the right, and in the Search Users list that opens, start typing

your username. The list will update accordingly. Find and click your username to be added to the people with

access list.

Important: All new users are first added with the access level Viewer, including Server Admins. You can change the

access level in the Access Level column of the People table.

To grant access to other users,

1. Click Add in the People section and then find and click the user to be added. The selected user will be added to

the People list.

2. To change the access level for a user, find them in the People table, and click the current Access value in the

Access Level column to open the list of options.

3. In the Access Level list, click the access level you want to assign to the user:

• Data Source Admin - can manage the Data Source settings, add other users as Data Source Admins,

Viewers, or Queriers, and query the Data Source. Data Source Admins are given a database account to

connect to Alation Analytics and can set up the password on their Account Settings page.

• Querier - can both view the extracted metadata and query Alation Analytics in Compose. Queriers are

given a database account, too, and can set up the password on their Account Settings page.

• Viewer - can only view the extracted metadata of the Data Source. They are not given an account to query

Alation Analytics.

4. Users who are granted the Querier or Data Source Admin access must create a password for their Alation Analytics

account and connect to the source from Compose using this individual account.

7.3.2 Setting Up Database Account for Alation Analytics V2

Users granted the Querier or Data Source Admin access to Alation Analytics V2 must complete the setup of their

database access account to be able to query this database using Compose or other BI tools. When a user is assigned

either the Data Source Admin or the Querier access, they will receive an email notification from Alation with a link to

their Account Settings page where they can provide the password for Alation Analytics.

Note: For email notifications to reach users, the Email Server in Alation should have been set up.

To set up the database account password,
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1. Follow the link in the Data Source assignment email notification. Alternatively, in Alation, you can click the User

icon in the upper right-hand corner of the main toolbar and in the list that opens, click Account Settings. The

user’s Account Settings page will open.

2. Click the DB Connections tab.

3. Under Alation Analytics Connection, click Create Password on the right to create a new password or click

Change Password if you are changing your existing password. Note that you need to have either a Data Source

Admin or Querier access to see the Alation Analytics V2 connection:

4. In the Create Password dialog that appears, specify your new password and click Save. Your DB Account

setup for Alation Analytics is now complete. You can test it by establishing a connection to Alation Analytics in

Compose, Alation’s integrated querying tool.

7.3.3 Removing an Alation Analytics Account

This requires the access level of a Data Source Admin for the Alation Analytics V2 database.

To revoke access to Alation Analytics from a user,

1. In the Alation Catalog, find the Alation Analytics Data Source and open its settings.

2. On the Access tab, in the People list, find the user to revoke access from. To find the user, you can start typing

their name in the Filter in the top right corner of the table. The list of users with access will update accordingly to

display names that fit your search query.

3. For this user, click Remove. The corresponding database account will be removed, and the user will no longer be

able to access Alation Analytics V2.

7.4 Connect Third-Party BI Tools to Alation Analytics V2

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation Analytics V2 can be accessed from third-party BI tools, enabling you to build reports or visualizations of your

Alation Analytics data. The method of connecting third-party BI tools to Alation Analytics depends on what type of

Alation instance you’re using:

• An Alation Cloud Service instance on the cloud native architecture

• A customer-managed (on-premises) instance of Alation

Note: If you are an Alation Cloud Service customer who’s not yet on the cloud native architecture, contact your account

manager to discuss your options.
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7.4.1 Third-Party BI Access on Cloud Native Architecture

Available from 2023.3

To connect third-party BI tools to Alation Cloud Service instances of Alation that are on the cloud native architecture,

Alation will copy your Alation Analytics database to Snowflake. All Alation Analytics data will automatically sync to

Snowflake, so your Snowflake database will always be up to date.

Alation users with access to Alation Analytics will automatically have read-only access to the Alation Analytics database

in Snowflake.

You can then connect your BI tools to this Snowflake instance. Snowflake connects natively to many common BI tools.

The process is described in detail below:

• Set Up Third-Party BI Access to Alation Analytics

• Connect Third-Party BI Tools to Alation Analytics

• Provision New Alation Analytics Users in Snowflake

Set Up Third-Party BI Access to Alation Analytics

To set up third-party BI tool access to Alation Analytics for Alation Cloud Service customers on the cloud native

architecture:

1. Submit a ticket to Alation Support asking to have third-party BI access enabled via Snowflake replication.

2. Alation will replicate your Alation Analytics database in Snowflake and send you the following information:

• The Snowflake server address

• The Snowflake role associated with your Alation Analytics database

All existing Alation Analytics users will automatically be added as users of the Snowflake database. Their

Snowflake username will be the same as their Alation Analytics username.

3. Existing Alation Analytics users must change their Alation Analytics password, which will then get synced with

Snowflake. To do this:

a. Log into Alation.

b. Click the My Account icon in the top right corner, then click Account Settings.

c. Click the DB Connections tab.

d. Under the Alation Analytics Connection section, click Change Password on the right.

e. Enter the new password. The password must comply with the Snowflake password policy. It must be at

least 8 characters long and include at least:

• One number

• One uppercase letter

• One lowercase letter

You may reuse your old Alation Analytics password as long as it complies with the Snowflake password

policy.

f. Click Update Password.

Once they’ve reset their password, it will be synced with their new Snowflake account, and they can begin using it

to access Alation Analytics data in Snowflake.
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Connect Third-Party BI Tools to Alation Analytics

Follow the instructions provided by your BI tool to connect to your Alation Analytics database in Snowflake. You will

need the following information, which will be provided by Alation through the setup process above:

• The Snowflake server address

• The Snowflake role

Note: The Snowflake role provides read-only access to the Alation Analytics database in Snowflake.

You will also need your Snowflake credentials. For existing Alation Analytics users, your Snowflake user account is

provisioned during the initial setup process above. Before using your Snowflake credentials the first time, you need

to reset your Alation Analytics password as described under Set Up Third-Party BI Access to Alation Analytics above.

Your Alation Analytics password is then synced to your Snowflake account.

Some BI tools may require additional information or steps to connect to Snowflake. For help connecting specific BI

tools, see Snowflake’s Business Intelligence page.

Provision New Alation Analytics Users in Snowflake

When you add new users to Alation Analytics, they will automatically be added as Snowflake users as well. Their

Snowflake credentials will be the same as their Alation Analytics credentials.

7.4.2 Third-Party BI Access on Customer-Managed (On-Premises) Instances

To connect third-party BI tools to customer-managed (on-premises) instances of Alation, the tools need to be added

to Whitelisted Connections on the Alation Analytics V2 data source Settings page. This will allow the service at

a specific IP address to access the Alation Analytics V2 database. Note that you will need to provide your Alation

Analytics V2 database access credentials to connect.

Alation Analytics Information for External Access

To connect to Alation Analytics V2 from a third-party BI tool, use the following information:

Connection Information Value

Database type PostgreSQL

URL
• Same-host installation: URL of your Alation in-

stance

• Remote installation: IP address of the Alation An-

alytics V2 remote host

Database name alation_analytics_v2

TCP Port 25432

Access credentials Your database access account credentials for Alation An-

alytics V2 in Alation

Note: If you are working with Tableau, whitelist both the Tableau server and the client IP address of the Tableau

desktop machine you are using Tableau on.
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To whitelist the third-party BI or querying tools:

1. Sign in to Alation and open the catalog page of the Alation Analytics V2 Data Source.

2. In the upper-right corner, click More and then click Settings. The Data Source settings page will open.

3. On the Access tab, in the Connections section, click Add Connection on top right of the Whitelisted Connections

table:

4. In the Add Connections dialog that opens, provide the Connection Name and IP address/FQDN in CIDR

format (127.0.0.1/32), then click Save and Restart. Whitelisting of a connection restarts the database.

After the new connection is saved, its status in Alation may be PENDING. When the status changes to ACTIVE, you

can connect to Alation Analytics V2 from an external tool.

7.4. Connect Third-Party BI Tools to Alation Analytics V2 689



Alation User Guide

7.5 Alation Analytics V2 Server Architecture

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2020.3

Alation Analytics is installed outside of the Alation Chroot. The installation directory is /opt/alation-analytics. Before

installation, when you untar the Alation Analytics V2 package into this directory, this action adds a number of files and

folders, including the folder docker-images. It contains the Docker images that will be used by the Alation Analytics

V2 installer to create the Alation Analytics V2 server components:

• rabbitmq - image for the message broker RabbitMQ;

• base-transform - image for multiple Transform services required to perform the ETL;

• postgres - image for the Alation Analytics V2 database (PostgreSQL).

Note: Alation Analytics V2 is PostgreSQL version 9.6.

All Alation Analytics Server components are installed as Docker containers in the directory /opt/alation-analytics

outside of the Alation Chroot.

Same-server installation:

Installation on a separate server:
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7.6 Update Alation Analytics V2

Customer Managed Applies to customer-managed instances of Alation

Available from release 2020.4

The steps below require the role of the Server Admin.

A newer Alation release may include changes and improvements for the Alation Analytics V2 components. In such a

case, after updating the Alation Catalog to the new release, update Alation Analytics V2 to the latest compatible version.

Note that when the Alation Analytics V2 version becomes outdated after the Alation Catalog update, the ETL from

Rosemeta is stopped until the Alation Analytics V2 components are updated to the latest compatible version.
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7.6.1 How Do I Know if There is an Update for Alation Analytics V2?

After updating the Alation Catalog to a newer version, check the Alation Analytics V2 Settings page in Admin Settings

> Alation Analytics. If a newer version of Alation Analytics V2 is available, you will see a warning message that

Alation Analytics V2 requires an update: “Your Alation Analytics Version is Outdated”.

Note: If the Alation Analytics V2 version becomes outdated, Server Admins will also receive an email notification that

it requires an update when the next scheduled Alation Analytics V2 ETL is attempted by Alation.

7.6.2 Steps to Update Alation Analytics V2

Each Alation release comes bundled with a compatible Alation Analytics V2 package which also includes the update

files. To update Alation Analytics, download the new Alation Analytics V2 bundle and then run the Alation Analytics

V2 installer with the update option.

Starting from version 2021.3, Alation Analytics V2 installer supports assigning a user to own the Alation Analytics V2

directories, config file, and logs. In earlier versions, the ownership was assigned to the root user by default. Now, it

can be assigned to any user on the Alation Analytics V2 host.

Assigning ownership to a user other than the default root is an explicit choice. It can be done when the username flag

-w is passed with the installer commands.

Note: The user who is assigned Alation Analytics V2 ownership will have access to:

• The Alation Analytics V2 installation directory and all its subdirectories except the Postgres data

directory (default: /opt/alation-analytics)

• The environment file /etc/default/alation-analytics

• The logs directory /var/log/alation-analytics

• Permissions to run the docker commands such as docker ps or docker logs.

Follow the steps below to update your Alation Analytics V2 components:
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1. Open a Terminal window and SSH to your Alation Analytics V2 host.

2. Create a temporary directory, for example, tmp/update-analytics:

sudo mkdir /tmp/update-analytics

Note: Do not use the installation directory /opt/alation-analytics/ to create a temporary directory

and extract the update package. Create a custom temporary directory that is located elsewhere and not

at /opt/alation-analytics/.

3. In your browser, log in to the Alation Catalog and go to Admin Settings > Alation Analytics. There will be a

warning message on top of the page when Alation Analytics V2 requires an update.

4. In step 1 of the installation instructions on the Settings page, copy the Curl command for downloading the newer

version and paste it into the Terminal window that is already SSH’ed into the Alation Analytics V2 host.

5. Untar the downloaded Alation Analytics V2 .tar file into the temporary directory that you created in the previous

step:

sudo tar -C /tmp/update-analytics -xzf ./alation-analytics-<version>.tar

6. Determine whether you need to use one of the available installation flags:

Flag Description

-w Available in 2021.3 and newer

Lets you specify which system user will own the installed files, configs, and logs.

Without this flag, ownership will be assigned to the root user.

-b Available in 2023.1.4 and newer

Traffic to the Postgres and RabbitMQ containers will be bound to a specific IP address. The address

will be stored in /etc/default/alation-analytics.env.

Without this flag, the Postgres and RabbitMQ containers are exposed on all network interfaces (0.0.0.0)

in the host.

7. Run the installer script with the update flag -u to update Alation Analytics V2. Run the installer as the root user

(if you installed rootless Docker during the original installation) or using sudo. The installer stops the current

Alation Analytics V2 Docker containers and Alation Analytics Manager, removes the outdated images from

Docker, moves the contents of the new images and Manager to the installation directory, and registers and starts

the new images and Manager.

• To update with no additional flags:

sudo /tmp/update-analytics/alation-analytics-<version>/alation-analytics-

installer-<version> -u

Example:

sudo /tmp/update-analytics/alation-analytics-1.1.0.139590/alation-

analytics-installer-v-1.0.18 -u

• Applies to version 2021.3 and newer: To update and change the ownership to a different user, run the

update command with the flag -w, as shown below, and follow the prompts in the console to provide a new

username.

sudo /tmp/update-analytics/alation-analytics-<version>/alation-analytics-

installer-v-x.x.x -u -w <username>
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Example:

sudo /tmp/update-analytics/alation-analytics-<version>/alation-analytics-

installer-v-x.x.x -u -w aav2_admin

• Applies to version 2023.1.4 and newer: To update and bind incoming traffic to a specific IP address, run the

update command with the flag -b:

sudo /tmp/update-analytics/alation-analytics-<version>/alation-analytics-

installer-v-x.x.x -u -b <ip_address>

Example:

sudo /tmp/update-analytics/alation-analytics-<version>/alation-analytics-

installer-v-x.x.x -u -b 10.13.14.108

8. Applies to version 2023.3.2 and newer: The RabbitMQ component requires basic authentication. If you haven’t

set a RabbitMQ password yet, the Alation Analytics updater will automatically generate one for you and display it

in the console when you run the update command. Copy and securely store this password. You’ll need to set it in

alation_conf in a subsequent step of this instruction.

9. If the RabbitMQ password was generated for your instance during the update, then after the update, use alation_-

conf to set it in the parameter alation_analytics-v2.rmq.config.password:

a. On the Alation server, enter the Alation shell.

sudo /etc/init.d/alation shell

b. Change to the alation user.

sudo su alation

c. Set the value in alation_conf.

alation_conf alation_analytics-v2.rmq.config.password -s 'your_

password'

Note: For more details about alation_conf, refer to Using alation_conf .

10. Go back to the web browser with the Alation Analytics Settings page. In the Alation Analytics installation

instructions section, click the Initiate Analytics Database button to run the migration and finalize the update.

The new version will be displayed on the Alation Analytics Settings page as Current installed version.

Note: The aamanager service may not start automatically after the update of Alation Analytics.

To check the status of aamanager, on the Alation Analytics host, use the command sudo service aamanager

status.
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To start it manually, use the command: sudo service aamanager start.

7.7 Alation Analytics V2 ETL

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

Available from version 2020.3

7.7.1 Alation Analytics V2 ETL Explained

When you first initiate the Alation Analytics V2 database in Alation, it contains no data. The data will be loaded by the

Alation Analytics ETL job. The ETL process extracts the data from the Alation internal server database (Rosemeta) and

transforms and loads it into the Alation Analytics V2 database.

By default, ETL is configured to run daily at 3:59 AM for a range of 180 days. After the initial ETL job, each consecutive

ETL job is incremental and adds more data based on the configured ETL range.

As it runs daily, ETL sequentially loads all available usage data achieving the current state of Rosemeta in Alation

Analytics V2. After that, ETL only extracts the delta of the data added to the internal database since the time of

the previous ETL job. Before this state of the Alation Analytics database is achieved, ETL continues to add data

incrementally picking up from the end date of its previous run and adding the next range of data.

The first ETL job starts with loading the earliest available data from the date when the very first user was created in

Alation. Depending on the volume of the data in the internal server database, the first ETL job may take longer than

consecutive jobs.

ETL Cut-off

2021.2 and Newer

For the ETL job, the cut-off timestamp of the data is the start time of the current ETL job. This means that the daily

incremental ETL process extracts the delta of the data between the previous ETL start time and the current ETL start

time (or the data added between the previous and the current ETL jobs).

2020.3 - 2021.1

For every ETL run the cut-off timestamp of the data is 1:00 AM of the present day. This means that for every Alation

Analytics table updated by ETL, each ETL run loads the data with the timestamp before 1:00 AM of the present day, but

not later. With the default ETL schedule, the daily ETL starts at 3:59 AM and loads the delta of the data between 1:00

AM of the previous day and 1:00 AM of the present day.
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ETL Stages

Refer to the diagram below for the stages of ETL:

• Stage 1: When the ETL job is started, the Celery task queue creates Extract jobs to extract data from the applicable

source tables.

• Stage 2: The Extract jobs are sent to the ETL Manager. It gets all the job keys from a key-value store and calls

the extract method for each key.

• Stage 3: The ETL Manager extracts data from the applicable source tables for a range of dates. The default range

is six months worth of data. It first gets the start date from the etl_checkpoint table in the Alation Analytics

V2 database. If the source table is not logged in the etl_checkpoint table, which is the case after Alation

Analytics V2 is just installed, it takes the minimum date from the users table as the start date. This date is the

date the first catalog user was created.

• Stages 4 and 5: The ETL Manager extracts data from the Internal Rosemeta database in 300 record chunks and

pushes the records as JSON messages to the RabbitMQ message broker that is running in a Docker container

installed on the local or remote server. The ETL Manager continues to push messages to RabbitMQ until the

range of dates is completed.

• Stages 6 and 7: Transform consumers subscribe to the RabbitMQ queues with the routing key. Each transform

consumer receives a data push from RabbitMQ. The transform will consume and massage the data. It then loads

the data into the appropriate Alation Analytic V2 tables.

• Stage 8: After all the records are loaded, the end_date for each load is logged to the etl_checkpoint table

and an acknowledgement is sent to RabbitMQ.
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7.7.2 ETL Parameters

Some aspects of the ETL process for Alation Analytics V2 are configurable using alation_conf. You can:

• Disable or enable the scheduled ETL process.

• Change the default schedule and time period for ETL to better suit your needs.

The table below contains the parameters that can be changed to adjust the ETL process.

Parameter Value Description

alation_analytics-v2.etl.

enabled

True or False

Default: False

Enables or disables the ETL job.

The default value False changes to

True automatically when the Alation

Analytics app is enabled in Admin

Settings > Feature Configuration.

alation_analytics-v2.

extract.time_period

Number of days

Default: 180

Sets the range for ETL.

The ETL job loads data for this

period starting from the date of

the last ETL recorded in the etl_-

checkpoint table in the Alation An-

alytics V2 database.

alation_analytics-v2.etl.

schedule.day

Number(s) 0-6 or

*

Default: *

The day(s) of the week for ETL:

• * = every day

• 0 = Sun

• 1 = Mon

• 2 = Tue

• 3 = Wed

• 4 = Thu

• 5 = Fri

• 6 = Sat

• 1,3,5 = multiple days

alation_analytics-v2.etl.

schedule.hour

Number 0-23

Default: 3

Sets the hour for ETL.

alation_analytics-v2.etl.

schedule.minute

Number 0-59

Default: 59

Sets the minutes of the hour for ETL.

7.7.3 Configure ETL

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To perform the configurations described below, enter the Alation shell:

1. Use SSH to connect to your Alation server.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

If you are going to configure multiple parameters, you can perform one restart of the Alation server after completing all

required configurations and exit the shell using the exit command.
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Extraction Time Period

To configure the current ETL extraction time period:

1. Using the alation_conf command, display the current value of the parameter alation_analytics-v2.

extract.time_period.

alation_conf alation_analytics-v2.extract.time_period

The output displays the current value, for example: alation_analytics-v2.extract.time_-

period = 180.

2. To set a new range, use the following command, replacing <number of days> with the number of days to extract

with ETL.

alation_conf alation_analytics-v2.extract.time_period -s <number of days>

3. Restart Alation.

alation_action restart_alation

ETL Schedule

The default setting for the ETL schedule is every day, at 3:59. To view the current ETL schedule using alation_conf,

run the following command:

alation_conf alation_analytics-v2.etl

The output displays all parameters with the string alation_analytics-v2.etl in their names:

alation_analytics-v2.etl.schedule.day = *

alation_analytics-v2.etl.enabled = True

alation_analytics-v2.etl.schedule.minute = 59

alation_analytics-v2.etl.schedule.hour = 3

From version 2022.3, you can use more advanced scheduling options to schedule the ETL process as the parameters as

the corresponding alation_conf parameters accept more advanced cron expressions. Note that you still need to use

three separate parameters to assemble a cron-based schedule.

Do not use spaces when specifying multiple values. Use a comma as a separator. When using a cron expression, place it

into single quotes, for example: '6,0'.

Important: Restart the celery-beat component after changing the values of the ETL schedule parameters.
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Day

Use the parameter alation_analytics-v2.etl.schedule.day to schedule ETL on specific days of the week. You

can specify one day using the numbers 0–6 or use a more advanced expression to specify multiple days.

• All versions

– *— All days of the week

– 3— On Wednesdays

– '1,2,3'— On Mondays, Tuesdays, and Wednesdays

• From version 2022.3

– '1-5'— Weekdays only

– '1-4,0'— Every day from Monday to Thursday and on Sunday

alation_conf alation_analytics-v2.etl.schedule.day -s '1-4,0'

Hour

Use the parameter alation_analytics-v2.etl.schedule.hour to schedule the hour. You can either set the exact

hour using the numbers 0–24 or use a more advanced expression to schedule the process at specific intervals.

• All versions

– 3— At the 3rd hour of the day

– '5,22'— At the 5th and 22nd hours of the day

• From version 2022.3

– '*/6'— Every 6 hours

alation_conf alation_analytics-v2.etl.schedule.hour -s '*/6'

Minute

Use the parameter alation_analytics-v2.etl.schedule.minute to schedule the minutes of the hour. You can

either set the exact minute of the hour using the numbers 0–59 or use a more advanced expression to schedule the ETL

process to happen every N minutes.

• All versions

– 30— At the 30th minute of the hour

• From version 2022.3

– '*/15'— Every 15 minutes

alation_conf alation_analytics-v2.etl.schedule.minute -s '*/15'
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Restart celery-beat

Changing values of the scheduling parameters requires a restart of the celery-beat component.

alation_supervisor restart celery:celery-beat

Troubleshooting

The alation_conf utility does not validate the correctness of cron expressions. If an incorrect expression is provided

to any of the parameters, the restart of celery-beat will fail and errors related to crontab_parser will appear in

celery-beat_error.log, for example:

raise ValueError('Invalid weekday literal {0!r}.'.format(s))

ValueError: Invalid weekday literal ' */45'.

Make sure that you use valid cron expressions when setting up the ETL schedule in alation_conf.

Enable or Disable ETL

To disable or enable the scheduled ETL:

1. Use the parameter alation_analytics-v2.etl.enabled to disable or enable the ETL process. For example,

to disable the ETL, use the following command:

alation_conf alation_analytics-v2.etl.enabled -s False

2. Restart Alation.

alation_action restart_alation

7.7.4 Run the Alation Analytics V2 ETL Manually on Demand

You can run the ETL process for Alation Analytics on demand from the Alation user interface or from the Alation server

backend.

Triggering the ETL process will have no effect if all data has already been loaded into Alation Analytics V2 and when

the Alation Analytics V2 database and Rosemeta are synchronized.

Note: If an ETL job is triggered while a query is running against the Alation Analytics V2 database in

Compose, then the ETL job will take precedence over Compose and the query execution will be canceled.

It can be rerun after the ETL job is completed.
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Run ETL from the User Interface

Applies from version 2021.2

Server Admins can trigger the ETL process on demand on the Alation Analytics V2 admin settings page.

To begin the ETL process:

1. Log in to Alation as a Server Admin.

2. Go to the Admin Settings page by clicking the three gear icon on top right of the page.

3. In the Alation Analytics section, click the Alation Analytics link to go to the Alation Analytics admin settings

page.

4. Scroll down to the AAv2 ETL Execution section.

5. Click the Execute ETL button to trigger the ETL process.

Note: The associated active tasks can be viewed in the Admin Settings > Monitor > Active Tasks

section.

Each time you click the Execute ETL button, a new ETL process is queued by the Alation server.

Run ETL from the Server Backend

Applies to all versions

It is possible to trigger the Alation Analytics ETL from the backend of the Alation server:

1. Use SSH to connect the Alation server.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Set user to alation:

sudo su alation
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4. You can monitor the extraction process as it is happening. To monitor, open an additional Terminal window and

prepare to tail the log celery-alationanalytics_error.log inside the Alation shell.

tail -f /opt/alation/site/logs/celery-alationanalytics_error.log

5. Return to the Terminal window where you are connected to the Alation shell as alation. Navigate to the directory

/opt/alation/django/alation_analytics_v2:

cd /opt/alation/django/alation_analytics_v2

6. From this directory, run the run_etl_jobs script.

./one_off_scripts/run_etl_jobs

7. Exit from the Alation shell.

exit

You can rerun the one-off script as many times as needed to fully populate the Alation Analytics V2 database. For

example, if your data catalog has been running for one year and the extract time period is set to 180 days, you would

need to run the one-off script twice.

You do not have to wait to trigger the next ETL job. Each job is queued and run sequentially.

7.8 Maintain Alation Analytics V2

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2020.3

7.8.1 MDE, Profiling, and QLI

• Metadata Extraction (MDE) runs automatically after every ETL.

• Profiling can be performed if required using the standard steps for Profiling a data source.

• QLI requires a separate setup. Use the steps for the PostgreSQL data source to set up QLI: A.7 Postgres QLI

Setup.

7.8.2 Health Check Alerts

Applies to 2023.1 and later

Alation offers automated health checks that can help you monitor Alation Analytics V2. When health checks are enabled,

Alation automatically checks to see if the RabbitMQ and Postgres components of Alation Analytics are running properly.

You can check the health status in Alation by going to Admin Settings > Health Checks. If errors are found, Server

Admins will get an email alerting them to the problem. See the following topics for more information:

• Monitor Component Health

• Configure Server Health Alerts for Administrators

• Default Server Health Alerts
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7.8.3 Monitor ETL Status

Alation provides several ways to monitor the status of the Alation Analytics ETL process.

ETL Failure Email Notifications

Applies to 2023.1 and later

When Alation Analytics ETL is enabled, any RabbitMQ messages that couldn’t be processed are logged. These failures

are automatically emailed to Server Admins every hour.

If there are more than three failures, only the first three will be included in the email. The email contains the failed

message, the corresponding load ID (instance of failed message), and the Python error that occurred.

If you get an ETL error email, contact Alation Support for help.

Disable ETL Failure Emails

In 2023.1.4 and later, ETL error emails can be disabled.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To disable ETL error emails for on-premises installations of Alation:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Disable ETL error emails:

alation_conf alation_analytics-v2.etl.notify_etl_failures -s false

4. Restart celery-beat:

alation_supervisor restart celery:celery-beat

5. Exit the Alation shell:

exit

ETL Pop-Up Alerts

Applies to 2023.1.4 and later

Alation can display a pop-up message to Server Admins on the Alation home page anytime an ETL failure occurs for

Alation Analytics. This feature is disabled by default. See Enable ETL Alerts and Dashboard below.

When an alert message appears, you can click View Details to see more information about the failure.
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The message can be dismissed by clicking the X on the right side of the message. Messages remain available in the ETL

Status dashboard as described below.

ETL Status Dashboard

Applies to 2023.1.4 and later

Server Admins can see all Alation Analytics ETL failures in the ETL Status dashboard. This feature is disabled by

default. See Enable ETL Alerts and Dashboard below.

To see the dashboard, go to Admin Settings, then in the Monitor section click ETL Status.

The dashboard shows only ETL failures, so if your ETL process is healthy, the dashboard will appear empty. If the

dashboard shows any ETL failure messages, you can click View Details to see more information about the failure.

Enable ETL Alerts and Dashboard

The ETL pop-up alerts and status dashboard are disabled by default.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To enable them for on-premises installations of Alation:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Enable ETL alerts and status dashboard:

alation_conf alation.feature_flags.DEV_enable_analytics_etl_failure_status_view -s

true
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4. Exit the Alation shell:

exit

7.8.4 Check the State of the Docker Containers

The components of the Alation Analytics V2 server run as Docker containers. Use sudo to run these commands.

• To list all running Docker containers:

sudo docker ps

Example output:

sudo docker ps -a --format "{{.Names}}"

transform_flag_job.FlagTransformJob

transform_alation_set_member.AlationSetMemberTransformJob

transform_catalog_set_member.AlationCatalogSetMemberTransformJob

transform_tag_job.TagTransformJob

transform_object_popularity_job.ObjectPopularityTransformJob

transform_article_job.ArticleTransformJob

transform_curation_history_job.CurationHistoryTransformJob

transform_rdbms_job

transform_columns_job.ColumnsTransformJob

transform_visit_job.VisitTransformJob

transform_time_period_job.TimePeriodTransformJob

transform_conversation_job.ConversationTransformJob

transform_compose_event_job.ComposeEventTransformJob

transform_custom_glossary_job.CustomGlossaryTransformJob

transform_custom_template_job.CustomTemplateTransformJob

transform_user_job

rabbitmq

postgres

• To list all Docker containers including those which failed and were stopped:

sudo docker ps -a

• To do a full inspection of a container:

sudo docker inspect <container-name>

• Container logs:

sudo docker logs <container-name> # Normal mode

sudo docker logs -f <container-name> # Follow mode

sudo docker logs --tail 10 <container-name> # Check only last 10 lines
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7.8.5 Check the State of the Docker Daemon

If multiple containers are down, it could be due to the Docker daemon being stopped. First check the status of the

Docker daemon, then restart it if needed.

• Check the status of the Docker daemon

systemctl status docker

• Restart the Docker daemon

systemctl restart docker

• Start all containers together after restarting Docker daemon

cd /opt/alation-analytics # change to AA install directory

/usr/local/bin/docker-compose up -d

7.8.6 Check Docker Container Users

• Transform containers:

sudo docker exec -it transform_rdbms_job whoami

• The RabbitMQ container:

sudo docker exec -it rabbitmq whoami

• The Postgres container:

sudo docker exec -it postgres whoami

7.8.7 Docker Logs

If you wish to see all the logs at once you can use Docker Compose logs:

cd /opt/alation-analytics

sudo docker-compose logs

Depending on the system, the root user may not have Docker Compose on the profile. In this case, use the following

commands to first get the full path to Docker Compose:

which docker-compose

/usr/local/bin/docker-compose # output of "which docker-compose"

# Then copy and use the full path

sudo /usr/local/bin/docker-compose logs
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7.8.8 Stopping, Starting, Restarting Docker Containers

• Stop container

sudo docker stop <container-name>

• Start container

sudo docker start container-name

• Restart container

sudo docker restart container-name

• Stop all containers

sudo docker container stop $(docker container ls -aq)

7.8.9 Update Password for Alation Analytics V2 Database

An organization’s security policy may require that the database passwords should be changed at regular intervals. To

update the password for the Alation Analytics V2 database, follow the steps in this section.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To update the password for the Alation Analytics V2 database:

1. On the host where Alation Analytics V2 is installed, use the docker exec command to enter the bash shell on

the Postgres container.

sudo docker exec -it postgres bash

2. To access Postgres, change to user postgres.

su postgres

3. Run the psql command to enter the Postgres shell.

psql

4. To change the password of the Postgres user, use ALTER ROLE.

postgres=# ALTER ROLE postgres WITH PASSWORD 'new_password';

5. Type \q to exit the Postgres shell.

postgres=# \q

6. Exit the bash shell and the docker exec command using the exit command.

7. Perform this step on versions 2021.1 and newer. On versions older than 2021.1, skip this step.

Encrypt the password with the command given below. Substitute the placeholder values <new_-

password> and <AA_install_dir> with your real values:
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echo <new_password> | openssl pkeyutl -encrypt -inkey <AA_install_dir>/

config/keys/key.pem -pkeyopt rsa_padding_mode:oaep -pkeyopt rsa_oaep_

md:sha256 | base64 -w 0

8. On all versions, edit the file /etc/default/alation-analytics.env and provide the new password — replace the

value for POSTGRES_PASSWORD with the new password. You can use the vi editor or another editor of your choice.

Save the updated file.

sudo vi /etc/default/alation-analytics.env

9. Restart all the Docker containers to apply the new password.

# Change your directory to the Alation Analytics V2 installation directory

cd /opt/alation-analytics

# Stop all the Alation Analytics services

sudo /usr/local/bin/docker-compose down

# Start all the services in the background

sudo /usr/local/bin/docker-compose up -d

10. Next, update the password in alation_conf. On the Alation catalog host, enter the Alation shell.

sudo /etc/init.d/alation shell

11. Change the user to alation.

sudo su alation

12. Using alation_conf, provide the new Alation Analytics database password to the Alation server.

alation_conf alation_analytics-v2.pgsql.password -s 'new_password'

13. Restart the celery component.

alation_supervisor restart web:* celery:*

14. In the Alation catalog, go to the Alation Analytics V2 source settings > General Settings tab. In the Service

Account section, change the password to your updated password and click the Test button to test the connection.

This must be performed for the next MDE job to succeed.

7.8.10 Use Alation Analytics V2 Installer For Admin Functions

The Alation Analytics installer provides additional functions for administering the Alation Analytics V2 components.

You can use the installer:

• To view and modify the Alation Analytics database remote connection settings. By default, this database does not

allow any remote connections. You can explicitly configure allowed connections using the installer.

• To print the Alation Analytics V2 build version.

• To check the Alation Analytics V2 component health.

Detailed instructions on how to use the installer are included in the README.md file of the Alation Analytics V2

package. The default location is at /opt/alation-analytics. Refer to the README file for information on how to use the

installer with specific parameters.
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7.9 Clear the Data from the Alation Analytics V2 Database

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2020.3

You can re-initialize the Alation Analytics V2 database if at any time the data becomes corrupted. This action wipes out

all current data and returns the database to the initial state where the schema is empty.

This action can be performed when there are no ETL jobs in progress.

7.9.1 Check the ETL Status Before Clearing Data

To check on the ETL status,

Use Alation Compose to run this query on Alation Analytics V2. The results will show the state of all Transform jobs

for the latest ETL run:

SELECT job_name,

CASE

WHEN job_status = 1 THEN 'STARTED'

WHEN job_status = 2 THEN 'SUCCESS'

WHEN job_status = 3 THEN 'FAILURE'

WHEN job_status = 4 THEN 'PARTIAL_SUCCESS'

END as status

FROM etl_job_event_log

WHERE load_id = (SELECT MAX(load_id) FROM etl_job_event_log)

ORDER BY job_name;

7.9.2 Re-initialize Alation Analytics V2

To reinitialize Alation Analytics V2,

1. Go to Admin Settings > Alation Analytics Settings.

2. Locate section Clear Data at the bottom of the page:

3. Click the Clear Analytics Data button.
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7.10 Alation Analytics V2 Backup and Restore

Customer Managed Applies to customer-managed instances of Alation

At times you may need to restore the Alation Analytics V2 database, for example if it gets corrupted or if Alation

Analytics is installed on the same host as Alation and you restore Alation to a new host. Alation Analytics V2 is not

backed up by the main Alation application backup process, so its backup process needs to be managed separately. The

backup and restore process for Alation Analytics depends on which version of Alation you have:

• Starting in release 2023.1.6, Alation Analytics V2 has its own backup and restore functionality. You can create

full backups of the Alation Analytics database at any time and restore any of your backups.

Note: This feature is not available for rootless Docker installations of Alation Analytics.

• From 2020.3 to 2023.1.5, to restore Alation Analytics V2 data you must first either clear all data from the database

or reinstall Alation Analytics, then rerun ETL to repopulate the database. This process can also be used on newer

versions if there is no viable backup. See Clear and Repopulate below for details.

7.10.1 Back Up

Applies from release 2023.1.6

Backups are created manually on the Alation Analytics host machine. There is currently no option for scheduled or

incremental backups.

Backup files can take up a lot of space. Monitor your disk usage and delete backup files manually as needed to free up

space.

To back up the Alation Analytics V2 database:

1. Log into the host where Alation Analytics is installed.

2. Stop the RabbitMQ container to ensure ETL is not running when the backup begins:

sudo docker-compose stop rabbitmq

If the backup is started while ETL is running, the backup will contain whatever data is present at that moment.

This could result in inconsistent data.

3. Go into the Alation Analytics directory where the installer file is located. For example, assuming the default

Alation Analytics directory:

cd /opt/alation-analytics/

4. Start the backup by providing the --backup option to the Alation Analytics installer. For example, to start a

backup using version 1.0.25 of the installer, run:

sudo ./alation-analytics-installer-v-1.0.25 --backup

As the backup progresses, you’ll see the following output on the screen:
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5. (Optional) You can monitor the backup while it’s still in progress:

a. Open a new tab or window in your console.

b. Go into the backup directory, which is inside the Alation Analytics directory at /postgres/13/backup. For

example, assuming the default Alation Analytics directory:

cd /opt/alation-analytics/postgres/13/backup

c. View alation-analytics-backup.log, for example by tailing it:

tail -f alation-analytics-backup.log

6. When the backup is complete, start all previously stopped containers:

sudo docker-compose up -d

7. You can find the completed backup file in the backup directory, which is inside the Alation Analytics directory

at /postgres/13/backup. Backup files are compressed into a tar file and named using the date and time of the

backup, for example 20230623-143519F.tar.gz.

7.10.2 Restore a Backup

Applies from release 2023.1.6

You can restore the Alation Analytics database to a prior state using an existing backup file. The database will be reset

to the exact state it was in when the backup was taken.

You can also restore a backup file into a new installation of Alation Analytics. In this case, you do not need to click the

Initiate Analytics Database button during the installation process. Instead, you can restore a backup file as described

below.

Note: The backup file you’re restoring must be from the same version of Alation as it’s being restored to.

To restore the Alation Analytics V2 database from a backup:

1. Log into the host where Alation Analytics is installed.

2. Choose the backup file you’re going to restore from, keeping in mind the following:

• The backup file you’re restoring from must be from the same version of Alation Analytics as it’s being

restored to.

• If you’ve moved your backup files, or if you’re restoring to a new installation of Alation Analytics, you’ll

need to move the backup file to the /postgres/13/backup directory of the Alation Analytics instance you’re

restoring to. It needs to be directly under the /postgres/13/backup directory, not in a subdirectory.

• If you’re restoring a specific older backup rather than the latest backup, take note of the backup file’s name.

Backup files are named using the date and time of the backup, for example 20230623-143519F.tar.gz.

7.10. Alation Analytics V2 Backup and Restore 711



Alation User Guide

3. Stop the RabbitMQ container to ensure ETL is not running when the restoration begins:

sudo docker-compose stop rabbitmq

If ETL is running when you restore, the restoration will be delayed until the ETL process is complete.

4. Go into the Alation Analytics directory where the installer file is located. For example, assuming the default

Alation Analytics directory:

cd /opt/alation-analytics/

5. Start the restoration by providing the --restore option to the Alation Analytics installer with an appropriate

value:

• To restore the latest backup in the /postgres/13/backup directory, set the --restore option equal to latest.

For example, using version 1.0.25 of the installer:

sudo ./alation-analytics-installer-v-1.0.25 --restore=latest

• To restore a specific backup in the /postgres/13/backup directory, set the --restore option equal to the

backup file’s name without the file extension. For example, using version 1.0.25 of the installer:

sudo ./alation-analytics-installer-v-1.0.25 --restore=20230623-143519F

As the restoration progresses, you’ll see the following output on the screen:

Important: If you’re restoring a backup into a new installation of Alation Analytics, do NOT click the Initiate

Analytics Database button in Alation.

6. (Optional) You can monitor the restoration while it’s still in progress:

a. Open a new tab or window in your console.

b. Go into the backup directory, which is inside the Alation Analytics directory at /postgres/13/backup. For

example, assuming the default Alation Analytics directory:

cd /opt/alation-analytics/postgres/13/backup

c. View alation-analytics-restore.log, for example by tailing it:

tail -f alation-analytics-restore.log

7. When the restoration is complete, start all previously stopped containers:

sudo docker-compose up -d

The ETL process will run automatically on its regular schedule to populate the restored database with any data that’s

newer than the backup. You can also run ETL manually on demand.
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7.10.3 Clear and Repopulate

Applies from release 2020.3

If you have no viable backup of the Alation Analytics V2 database, or if you’re on a version from 2020.3 to 2023.1.5, you

have the option of clearing and repopulating the database. Compared to the newer backup and restore feature described

above, this option has some disadvantages:

• Change history data is limited to one year.

• Data for search clicks, search queries, and parts of curation history is limited to 30 days.

• The process is time consuming as it requires you to rerun ETL.

The steps for clearing and repopulating the database depend on whether Alation Analytics V2 was installed on the same

host as Alation or a different host.

• Restore a Same-Host Installation

• Restore a Remote-Host Installation

Restore a Same-Host Installation

Restoring an instance that had Alation Analytics V2 installed on the same host with the Alation catalog

When you restore an Alation backup on a new host, the restored Alation Analytics V2 data source will be orphaned and

disconnected after the restore as the underlying Alation Analytics application and the database are not restored. You

will need to reinstall the Alation Analytics V2 components on the host where you restored and reconnect the data source

and the database.
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To restore Alation Analytics V2 after you have restored Alation from a backup:

1. Log in to the restored Alation instance and go to Admin Settings > Server Admin > Alation Analytics.

2. Download the Alation Analytics package, install it on the new Alation host, and perform the required configuration.

For the installation steps, refer to Enable and Install Alation Analytics V2.

Note: You do not need to enable the Alation Analytics V2 feature as it has already been enabled on the instance

that was backed up and restored.

3. As part of the installation, you will be asked to initiate the Alation Analytics database on the Alation Analytics

settings page by clicking the Initiate Analytics Database button. This will return the Alation Analytics data

source to the working state and begin the ETL process that will repopulate it on the restored instance.

Restore a Remote-Host Installation

Restoring an instance that had Alation Analytics V2 installed on a separate host

With Alation Analytics installed on a remote host, the Alation Analytics V2 components will remain available on

the remote host even if the main instance becomes unavailable. After you restore the main instance, you will need to

reconnect the Alation Analytics data source on the restored instance and the Alation Analytics database on the remote

host and repopulate the data in the database. You do not need to reinstall the Alation Analytics components from scratch.
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To reconnect the Alation Analytics V2 data source after you have restored Alation from a backup:

1. SSH to the Alation Analytics V2 host and go to the Alation Analytics V2 installation directory.

2. Whitelist the IP of the new Alation host on the Alation Analytics V2 host by running the installer with the -i flag.

Detailed instructions about whitelisting are available in the Alation Analytics V2 README file that can be found

in the Alation Analytics V2 installation directory.

3. Log in to the restored instance of the Alation catalog.

4. Go to Admin Settings > Alation Analytics and locate the section Clear Data. We recommend reloading the

Alation Analytics database after restoring the catalog from a backup to avoid any mismatch that may exist between

the backup data and the actual data found in the remote Alation Analytics database.

5. Click the Clear Data button. This action reconnects the restored Alation catalog and the remote Alation Analytics

application and clears all data from the Alation Analytics database. After this action, the Alation Analytics V2

ETL process will reload the database from scratch. The ETL does not start immediately after this action and will

be performed based on the current ETL schedule.

6. To additionally validate the connection between the Alation Analytics data source after the restore and the remote

Alation Analytics V2 database, open the settings page of the Alation Analytics V2 data source. Then under Test

Connection, click Test to confirm connectivity to the database.
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7.11 Remove Alation Analytics V2 Data Source From the Catalog

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.1

If Alation Analytics V2 has been installed and configured but the company decides to stop using it, perform the following

procedure to remove the Alation Analytics V2 data source from the data catalog:

1. Log into the Alation Data Catalog as a Server Admin user.

2. Go to the Admin Settings > Alation Analytics Settings page.

3. Scroll down to the Remove AAV2 DS from Catalog section:

4. Click the Remove AAV2 DS from Catalog button.

Warning: Clicking the Remove AAV2 DS from Catalog button will result in the removal of the

Alation Analytics V2 data source. It will no longer be visible in the Catalog.

5. In the Remove AAV2 DS from Catalog dialog that opens, click Confirm to complete the removal:
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6. The Remove AAV2 DS from Catalog section on the Alation Analytics Settings page will now show a message

that Alation Analytics V2 datasource was deleted successfully:

7. Verify that Alation Analytics V2 data source is no longer visible in the Catalog and that the Alation Analytics V2

feature switch is turned off in Admin Settings > Feature Configuration.

Note: Removing the V2 data source does not remove the database itself. To remove the database and

uninstall all the Alation Analytics V2 components, see Uninstall Alation Analytics V2.

7.12 Uninstall Alation Analytics V2

Customer Managed Applies to customer-managed instances of Alation

Available from release 2020.4

It is possible to completely uninstall Alation Analytics V2 from the Alation instance. The uninstallation command

removes all Alation Analytics V2 components and environmental files from the installation directory and the host.

Warning: Uninstalling Alation Analytics V2 will result in the loss of all its data (database, schemas,

tables, and columns) and the removal of all managed files and folders. If you have customized Alation
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Analytics by adding custom SQL views, the custom views will be lost when the Alation Analytics V2

PostgreSQL database is deleted.

The uninstallation will:

• Stop and remove the Alation Analytics V2 Docker containers, including the Alation Analytics PostgreSQL

database;

• Remove the Alation Analytics V2 environment file (/etc/default/alation-analytics.env);

• Stop and remove the Analytics Manager (/usr/bin/alation-analytics-manager);

• Delete all content from the installation directory (the default is /opt/alation-analytics).

The uninstallation instruction applies to both types of installation of Alation Analytics V2:

• Same-host installation

• Installation on a separate host

Warning: Any additional content placed into the Alation Analytics V2 installation directory

will also be removed by the uninstall command. Before you uninstall, please make sure that the

installation directory does not contain any content that does not belong to Alation Analytics V2.

If you placed anything into the Alation Analytics V2 directory, move it out before uninstalling

Alation Analytics.

Please note that uninstallation does not affect the existing Catalog metadata of Alation Analytics V2:

• The Alation Analytics V2 data source is not removed from the Alation Catalog, although the underlying database

is dropped;

Note:

– release 2021.1 or newer: The Alation Analytics V2 data source and its metadata can be removed

from the Catalog: Remove Alation Analytics V2 Data Source From the Catalog.

– 2020.4: you can hide the Alation Analytics V2 data source from the Alation Catalog by disabling

it on the Labs page.

• The Users’ Alation Analytics V2 connections data is not removed from Alation;

• Queries using Alation Analytics V2 remain in the Catalog and need to be located and deprecated or deleted;

• Catalog field values with references to the Alation Analytics V2 data source remain as is;

• @-mentions of the Alation Analytics V2 database and its objects in the Catalog fields remain as is.

To uninstall Alation Analytics V2:

1. On the host where the Alation Analytics V2 is installed, go to its installation directory, for example: /opt/alation-

analytics.

2. Run the installer with the uninstall flag. This will remove all data stored in Alation Analytics V2 PostgreSQL,

Docker containers, all contents inside the Analytics installation directory, and the environmental files outside the

installation directory (/etc/default/alation-analytics.env and /usr/bin/alation-analytics-manager):

sudo ./alation-analytics-installer-v-x.x.x -r
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3. After the uninstallation completes, verify that the installation directory is empty. You can remove any lingering

files. You can also check that the alation-analytics.env file has been removed from /etc/default/).

4. Use the Docker status command to verify that the Docker containers have been removed:

docker ps -a

7.12.1 Remove the Alation Analytics V2 Data Source from the Catalog

Release 2020.4

To hide the Alation Analytics V2 data source from the Alation Catalog:

1. Log in to your Alation instance and go to Admin Settings > Server Admin > Labs.

2. Turn off the toggle for Alation Analytics V2 - Understand the Alation usage patterns at your organization to

disable Alation Analytics.

3. Click Save changes on top right to save the change.

Disabling the Alation Analytics V2 will:

• Disable ETL for Alation Analytics V2;

• Remove the Alation Analytics section from the Admin Settings page;

• Hide the Alation Analytics V2 data source from the Alation Catalog;

• Hide the Alation Analytics Dashboard option from the Apps menu on the main toolbar.

Release 2021.1 and Newer

See Remove Alation Analytics V2 Data Source From the Catalog

7.13 Remove Alation Analytics V1 Data Source From the Catalog

Customer Managed Applies to customer-managed instances of Alation

Available from release 2020.4

The ability to delete the Alation Analytics V1 data source from the Catalog is available in the Alation UI on the Alation

Analytics Settings page.

Note: The Alation Analytics Settings page becomes available if the Alation Analytics V2 feature switch

is turned on in Labs/Feature Configuration.

The Alation Analytics Settings page will only display an option to remove the Alation Analytics V1 data source if it is

enabled and exists on the instance. For example, if you have V1 and V2 running simultaneously.

When you have fully transitioned to Alation Analytics V2, you can remove V1, leaving V2 only. This action requires the

role of the Server Admin.

The Remove Alation Analytics V1 action:

• Removes the Alation Analytics V1 data source and all its Catalog metadata from Alation. These catalog objects

are marked as deleted;
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• Updates the Alation search index excluding the deleted objects from search;

• Removes the Alation Analytics V1 feature flag from Admin Settings > Labs/Feature Configuration.

Note: The ability to re-enable and use the Alation Analytics V1 feature again is not supported.

• Makes the required changes to the Alation configuration in alation_conf (disables the Alation Analytics V1

feature and ETL):

– alation.feature_flags.enable_alation_analytics = False

– alation_analytics.etl.enabled = False

– alation_analytics-v2.enable_simulataneous_v1_and_v2.enabled = False

• Does not remove query objects that use Alation Analytics V1;

• Does not remove references to and @-mentions of the Alation Analytics V1 data source and its child objects.

They remain in the Catalog and need to be located and removed, if necessary. The @-mentions will be marked as

[GONE] indicating that they point to a non-existing catalog object.

Important: This action does not remove the underlying Alation Analytics V1 database from the Alation host. To

remove the Alation Analytics database from the host, please create a ticket for the Alation Support with the following

subject: Assist in removing Alation Analytics V1 database.

To remove Alation Analytics V1 data source from the Catalog:

1. Go to Admin Settings > Alation Analytics section.

2. Depending on your Alation version:

• 2020.4.x: In the Clean up Alation Analytics V1 section, click the Clean Up Alation Analytics

V1 button.

• 2021.1 and newer: In the Remove AAV1 DS from Catalog section, click the Remove AAV1 DS

from Catalog button.
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Note: The Clean Up Alation Analytics V1/Remove AAV1 DS from Catalog section is available

only if both Alation Analytics V1 and V2 features are currently in use.

3. Confirm the deletion in the delete confirmation dialog:

4. The Alation Analytics V1 data source will be deleted and all the accompanying changes to the Alation configuration

will be applied. The Remove AAV1 DS from Catalog section will now show the message that Alation Analytics

V1 data source was deleted successfully:

7.13. Remove Alation Analytics V1 Data Source From the Catalog 721



Alation User Guide

5. To check that Alation Analytics V1 has been removed successfully:

• Verify that the Alation Analytics V1 data source is no longer available on the Sources page and in the

Left-Hand Navigation panel;

• Check that the Alation Analytics V1 feature flag is no longer present in Labs/Feature Configuration.

The removal of Alation Analytics V1 uses the soft delete pattern. The deleted objects will still be accessible using their

URLs with the object removed warning. However, the deleted objects cannot be located in the application by searching

or browsing:

7.14 Alation Analytics V2 Database Model

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2020.3

7.14.1 Schema and Tables Explained

The Alation Analytics V2 package includes:

• A data dictionary with descriptions of all tables and recommendations on how to do JOINs.

• Sample queries — to be found in the Description field of the schema Public

• Documentation in the form of Alation articles that explains the Alation Analytics V2 schema and some of the

best practices for writing queries:

– Introduction to Alation Analytics — Article describes tables in Alation Analytics V2 and relationships

between them
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– Alation Analytics ERD — Article contains the entity relationship diagram (ERD) of the Alation Analytics

V2 database

The data dictionary and the articles are available in Alation after the Alation Analytics V2 database has been initialized

and this data source becomes available in the Alation catalog. Use Search to find the articles by their titles.

7.14.2 Alation Analytics V2 ERD

These images can be opened in a new browser tab for a detailed view (right-click on the image > open in a new tab).

Version 2024.1
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Version 2023.3.5

Version 2023.3.3
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Version 2023.3.2

Version 2023.3.1
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Version 2023.3

Version 2023.1.7
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Version 2023.1.5

Version 2023.1
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Versions 2022.2 to 2022.4

Versions 2021.4 and 2022.1
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Version 2021.3

Version 2021.2
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Version 2021.1

Version 2020.4
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Version 2020.3

7.14.3 Using Compose

Users with access to the Alation Analytics V2 database can query it in Compose after they connect with their individual

account.

See User Access to Alation Analytics V2

7.14.4 Alation Analytics V2 Training Videos

Note: These videos are part of the Alation University courses. Alation University features many training lessons

about how to use and administer the Alation Data Catalog. Please email alation.university@alation.com to get access.

Alation Analytics V2 2021.4

• Performing Domain Analytics

Alation Analytics V2 2021.3

• Performing Analytics on Data Object History
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Alation Analytics V2 2021.2

• Performing File System Datasource Analytics

Alation Analytics V2 2021.1

• Performing Search Analytics

Alation Analytics V2 2020.4

• Performing Analytics for BI Objects

• Performing Analytics for Catalog Sets

Alation Analytics V2 2020.3

• Introduction to the AA V2 schema

• Performing Analytics about Catalog Users

• Performing Analytics for Articles

• Performing Analytics for Queries

• Performing Analytics for RDBMS Objects

7.15 Embed External Visualizations

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.2

7.15.1 Overview

It is possible to display custom visualizations from Tableau on the Custom tab of the Alation Analytics V2 Dashboard.

A Server Admin can configure the contents of the Custom tab on the Alation Analytics V2 Settings page. A number of

steps will also need to be performed on the Tableau server. If the Tableau server uses SSO, then additional configuration

may be required on the IdP side too.

To see embedded views on the Alation Analytics V2 Dashboard, a user must have a Tableau Server account in order to

authenticate to the Tableau server from Alation.

Note: If you wish to connect to Alation Analytics V2 from Tableau and create custom visualizations, see Connect

Third-Party BI Tools to Alation Analytics V2 for more details.
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7.15.2 Configuration

Prerequisites

Secure Server Connection

Embedding visualizations into Alation requires SSL connections to the Tableau server and to the Alation server.

Embedded visualizations will only load if both servers use secure connections.

Chrome Security Settings

Applies if users are using Chrome to access Alation

For the Chrome browser to load embedded views, the Tableau server version must support the login cookie property

SameSite=None; Secure. Note that older versions of Tableau do not support SameSate=None; Secure, and you

may need to either upgrade to the newer Tableau version or change the corresponding Chrome settings in order to use

this feature. For Tableau versions 2019.4.1 and older, see the following recommendations on Chrome configuration:

Embedded Views Fail to Load After Updating to Chrome 80+.

Allow 3rd Party Cookies in Your Browser

In the browser settings, users need to make sure that 3rd party cookies are allowed: Cookie Restriction Error.

IdP May Require Additional Configuration

Applies if your Tableau server uses SSO

To view the embedded reports, users must authenticate on the Tableau server from Alation. If your Tableau server uses

SSO authentication, you may need to configure your IdP to allow logins from an embedded iFrame:

• Okta example: Okta in IFrame is not working

Step 1: Copy Embed Links for Visualizations

On the Tableau server, find the shareable link for the View you want to embed to the Alation Analytics V2 Dashboard.

The Share button at the top of each View opens a dialog from which you can copy the embed link.

Copy the shareable links of the views you want to embed and note them down:
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Step 2: Configure the Embed Link

When you copy the shareable link, Tableau adds a number of parameters to this link. The link you copy will look similar

to:

https://10.15.13.154/views/Superstore/Customers?:showAppBanner=false&:display_-

count=n&:showVizHome=n&:origin=viz_share_link

You can modify the shareable link by applying additional parameters and/or deleting the parameters that were added

automatically. For details on what each parameter means, refer to Parameters For Embed Code in Tableau documentation

for your Tableau version.

Important: Alation does not support JavaScript tags in embedded links. When configuring the embed

link, use only the URL parameters for iframe tags.

Step 3: Check That the Embed Link Includes the Embed Parameter

Check that the embed link you have formed includes the parameter embed=yes. If not, add it. This is to allow embedding

when clickjack protection is enabled on the Tableau server.

Example:

https://10.15.13.154/views/Date-Time/DateCalcs?:embed=yes
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Step 4: Configure the Custom Tab

1. Sign in to Alation and go to Admin Settings > Alation Analytics:

2. On the Alation Analytics Settings page, locate section Custom Visualizations:

3. Click + Add Custom Visualization.

4. Specify a name in the Name field. It will appear on the Alation Analytics V2 Dashboard as the name of the

embedded view.
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5. In the field Link to View Visualization, paste the URL of the view on the Tableau server. This link will be tied

to the Open In Source button that will appear for this embedded view on the Alation Analytics V2 Dashboard

and will allow users to navigate to this view on the Tableau server.

6. There are two ways to embed visualizations: using the embed links or using the embed code. To use the embed

link, in the Embed Link field, paste the shareable link you have prepared. See Use Embed Code Instead below

for information about how to use the Embed Code field.

7. You can click Preview on the top right of the dialog to preview the visualization:
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8. To return back to the form, click Form.

9. Click Save. The name of the visualization you added will be listed under Custom Visualizations:

Note: Added visualizations cannot be sorted. They will appear in the order you add them, newly

added visualization on top.

10. Go to the Alation Analytics V2 Dashboard and click the Custom tab. If your configuration is correct, the

embedded visualization will be displayed under Custom with ability to sign in to the Tableau server:
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11. Sign in to Tableau, authenticating with your Tableau credentials. After sign-in, the embedded visualization will

load to the dashboard.

Note: If the Tableau server uses SSO, you should be redirected to the login page of the IdP to provide your

credentials when authenticating.

7.15.3 Use Embed Code Instead

When configuring embedded visualizations, you have an option to use embed code. It allows users to insert their own

custom iframe code. This field accepts arbitrary text content and only the <iframe /> elements:

Select the Use embed code instead option if you would like to apply custom height or width to the iframe or enable

other iframe attributes.

For example, if after using the embed link you discover that a visualization is not displayed properly on the screen and

needs adjusting, use embed code instead and adjust the display using the <iframe/> attributes.

Note: If you copy the embed code from the Share dialog on the Tableau server and paste it to the Use

embed code instead field, this code will not work in Alation. Alation only supports the <iframe/> code for

738 Chapter 7. Alation Analytics V2



Alation User Guide

adjusting the display of embedded visualizations.

7.15.4 Edit or Remove Embedded Visualizations

To edit or remove an embedded visualization,

1. Click the Pencil icon next to this visualization under Custom Visualizations:

2. In the Visualization editor that opens, you can edit its properties or remove it by clicking the Delete Visualization

button.

7.15.5 Troubleshooting Embedded Visualizations

<servername> refused to connect
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Any third party web page (Tableau) to be embedded into an application (Alation) needs to have its server settings

configured so that it allows certain pages to be embedded in others.

If you encounter the <servername> refused to connect error, check the following:

• X-Frame-Options

When the X-Frame-Options on the Tableau server are set to same-origin or deny, the visualization

will not load and you will see the <servername> refused to connect error when previewing

embedded visualizations or when trying to view them on the Alation Analytics V2 Dashboard. See,

for example, recommendations from Tableau concerning Chrome 80+

• Clickjack protection settings on the Tableau server: Clickjack Protection

• Make sure that the embedded link is configured correctly: it should be allowed to be viewed in a 3rd party context.

See Step 3: Check that the Embed Link Includes the Embed Parameter

• If your Tableau server uses SSO, check that the IdP allows logins from embedded iframes.

7.16 Alation Analytics V2 Dashboard

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 2020.3

After enabling the Alation Analytics V2 data source, admin users get access to the Alation Analytics Dashboard with

out-of-the-box visualizations of the catalog usage at your organization.

For Source Admins, Catalog Admins, and Server Admins, the Apps menu on the main toolbar includes the Alation

Analytics menu option (from release 2020.4).

Note: In version 2020.3, this menu option is named Analytics.

Users with the Steward, Composer, and Viewer roles do not have access to the Alation Analytics application.

7.16.1 View the Alation Analytics Dashboard

To view the Alation Analytics Dashboard, click the Analytics or Alation Analytics icon in the Apps menu on top right.
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Note: The name of the dashboard differs depending on your release:

• Insights (release 2020.3)

• Alation Analytics Dashboard (from release 2020.4).

The report data on the Alation Analytics Dashboard will only be available if enough data has been loaded with the ETL

process. If you don’t see any results, try adjusting the Date Range filters. The longer the Alation Analytics application

is in use, the more data becomes available for the dashboard over time.

7.16.2 Alation Analytics Reports

The out-of-the-box reports on the Alation Analytics Dashboard are:

• Unique Active Users (available from 2020.3) — A bar chart that shows the number of unique users who have

logged in by month, for the last six months.

• Total Catalog Views (available from 2020.3) — A stacked bar chart that shows the number of catalog views by

object type by month, for the last six months.

• Total Flags (available from 2020.3) — A stacked bar chart that shows the sum of flags by flag type by month, for

the last six months.

• Compose Query Executions (available from 2020.3) — A bar chart that shows the number of SQL statement

executions by month, for the last six months.

• Popular Articles (available from 2020.3) — A bar chart that shows total and unique views for the top ten most

popular articles based on the last six months of data. Ranking for articles is determined using all visits vs. unique

visits. Links to the top ten articles appear under the chart.
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• Popular Queries (available from 2020.4) — A bar chart that shows the top ten popular published queries based

on the last six months of data. Popularity is determined by the number of times a query is executed by unique

users.

• Popular Tables (available from 2020.4) — A bar chart that shows the top ten most popular tables based on the

last six months of data. The report is based on the table Popularity field in Alation.

• Top Search Terms (available from 2021.2) — A bar chart that shows ten most popular search keywords where

users clicked on a result after searching for the keyword.

The reports are updated after every ETL if the relevant data has changed.

Report Descriptions

Click on the What’s This link on top left of the chart area to display the description of the chart.

7.16.3 Custom Visualizations

Available from version 2021.2

If a Server Admin has added custom visualizations from Tableau to the Alation Analytics Dashboard, they will appear

on the Custom tab. To see the custom views, users will need to first log in to their Tableau Server from Alation. After

successful authentication, the custom reports should become available for viewing.

On how to configure the Custom tab, see Embed External Visualizations.

7.16.4 Copy the Alation Analytics Dashboard Query to Compose

Admin users who have access to the Alation Analytics V2 data source as Viewers, Queriers, or Data Source Admins,

can view the SQL behind the Alation Analytics reports in Compose.

To view the query SQL in Compose, click the Open New Query In Compose button on the top right of a chart. This

will copy the underlying query to a new Compose query tab. Note that this action does not allow modifying the report

itself. It only copies the SQL to Compose as a cloned new query. The changes you may choose to make to this copy of

the query do not affect the reports on the Alation Analytics Dashboard.
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Note: The Open New Query In Compose button will only be available if you have access to the Alation

Analytics V2 data source as Viewer, Querier, or Data Source Admin.

When you run an Alation Analytics Dashboard query in Compose as is, it returns the results in the JSON format. To

view the results in the table format, remove the wrapper that encodes the results in JSON, verify the SQL code and then

run the query. The wrapper is the first and the last lines of the copied query:

SELECT row_to_json(query) FROM (

<query SQL>

) AS query;

7.16.5 Export Charts into SVG, PNG, or CSV

On the Alation Analytics Dashboard, you can export the report visualization into the SVG, PNG, or CSV formats.

To export, click the Export menu on the top right of the chart area and click the format you need. The file will be

downloaded to your computer.
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7.16.6 Filters

Available from release 2021.1

By default, the Alation Analytics Dashboard displays the data for all catalog users and the date range of the last six

months.

You can use the Users and Date Range filters located in the upper right corner of the dashboard next to the page title to

change the focus of the dashboard data.

Users Filter

The Users filter allows to focus the Dashboard data on:

• Specific users

• Specific users or groups (available from release 2021.2)

To apply the users or groups filter:

1. Click the Select Users or Select Users/Groups link under Users on the upper right of the dashboard. The Users

dialog will open.

2. Click the + Add button and type a user’s or group’s name in the Quick Search field or select the Users or Groups

object type to search within.

Note: The Groups option is available from version 2021.2.
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3. You can select multiple users or groups for the filter by clicking + Add again and adding more user and group

names before applying the filter.

4. Click Apply Changes in the dialog to apply the filter to the dashboard.

5. All the charts will show results for the selected users or groups only. You can click the the link displaying the

number of selected users and/or groups to view the list of filter values.

Remove Users or Groups from the Users Filter

1. Click the link displaying the number of selected users and groups.

2. Mouse over the user or group that you wish to delete and click X to the right of the user or group name to delete

this value from the filter.
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3. Click Apply Changes to apply the changes.

Date Range Filter

You can change the amount of data in the reports by selecting a specific date range. To apply the Date Range filter:

1. Click the 6 months option (default setting) to open the date range selector.

2. From the drop-down list, select a range.
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Custom Range

You have the option to select a custom date range for the dashboard. To set a custom range:

1. Expand the Date Range filter and select Custom Range from the list. The filter will change to the custom range

view.

2. Click on the field that displays the date. This will open a date picker widget.

3. Select a month, a year, a start and an end date from the date picker.

4. Click outside of the date picker to close it. The custom range that you selected will be displayed in the Date

Range field.

5. Click Apply Filters to apply the filter to the dashboard.
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Reset the Custom Date Range Filter

To remove the custom date range, click X next to the custom date range.

7.17 Alation Analytics Top Contributors Report

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 2021.3

The Alation Analytics application includes a report on the most active users in the catalog — Top Contributors — on

the Built In tab of the Alation Analytics Dashboard.

Note: To make the Built In tab available on the Alation Analytics Dashboard, a Server Admin must enable

it in Admin Settings > Feature Configuration. For steps to enable it, see Enable Alation Analytics Top

Contributors Report.

The Top Contributors report is a leaderboard listing the top ten contributors to the catalog. It is available to all admin

roles: Server Admins, Catalog Admins, and Source Admins.

The contributor ranking is based on total points for the following actions:

• Articles created

• Flags populated

• Queries published

• Tags created

• RDBMS data sources curated

• BI sources curated

Note: If there is insufficient data for the date range selected on the Alation Analytics Dashboard, the top contributors

ranking will be based on the few contributions that were retrieved from the database. In this case, a warning icon will be

displayed next to the report title, informing users that the report data may be insufficient to be representative.

The Top Contributors report has two views: Showcase and Table. Use the toggle on the top right of the report area to

switch between the views.
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7.17.1 Showcase

The Showcase view displays the top ten contributor names, with the top three most active users represented with their

avatars.

7.17.2 Table

The Table view displays the top ten contributors in the tabular format.

7.17.3 Open New Query in Compose

You can view the SQL query that is used to populate the Top Contributors report in Compose. Click the Open New

Query In Compose button for the report to open the query in Compose. The Users/Groups and Date Range filters

that may be currently set on the report will also be transferred to the query as it opens in Compose.

Note: The query that opens in Compose is a new query that shows the SQL behind the Top Contributors report. Each

time you click the Open New Query In Compose button, a new query is created based on the Top Contributors report.

Modifying this query will not modify the actual report as it appears on the Alation Analytics Dashboard.
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7.17.4 Filter Options

The Top Contributors report can be filtered by Users/Groups and Date Range. These filter options are located on the

top right of the leaderboard:

• Select Users/Groups — Select specific users or groups whose contributions to the catalog you wish to view.

Note: Filtering by groups is available from version 2022.3.

• Date Range — Select a date range from a list or a set a custom date range for the report data.

Important: When you apply a filter to the Top Contributors report, the filter will also apply to the report if it appears

on Alation homepages.

7.17.5 Top Contributors Report on Homepage

Catalog or Server Admins can add the Top Contributors report to Alation homepages to be viewed by all users or specific

user roles. On how to add it to homepages, see Alation Analytics Leaderboard on Homepage.
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Customer Managed Applies to customer-managed instances of Alation

From version 2021.2, you can use Alation Container Service to install Docker. Docker is a software dependency for

Alation Analytics V2 and Open Connector Framework.

8.1 Install Docker Using Alation Container Service

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.2

Alation Container Service gives admin users the ability to quickly install or update Docker on their Alation servers. The

Alation Container Service is available for RedHat Enterprise Linux and Debian Linux based systems.

If you are freshly installing Docker, see Initial Installation of Docker.

If you are replacing an existing Docker installation, see Replace Existing Docker Installations with the Alation Container

Service

8.1.1 Initial Installation of Docker

Perform the following steps if Docker needs to be installed on an Alation Server but has not been installed yet. The

alation_container_service package is available in the addons directory of the Alation Server. All steps are performed

outside of the Alation Chroot.

1. Open a terminal window and SSH into the Alation server where you wish to install the Alation Container Service.

2. Determine the currently available version from the /addons directory:

ls /opt/alation/alation/opt/addons/alation_container_service

There are 2 packages:

• alation-container-service-1.0.0-1.x86_64.rpm for RHEL-based systems

• alation-container-service_1.0.0_amd64.deb for Debian-based systems

Note: If you are installing Docker on a remote host, copy the corresponding package to the remote

host and install there.

3. Install the Alation Container Service using one of the commands given below. Substitute <current_version_-

number> with the container service version number you are installing.
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• RHEL systems

sudo yum install -y /opt/alation/alation/opt/addons/alation_

container_service/alation-container-service-<current_version_

number>-1.x86_64.rpm

• Debian systems

sudo apt update

sudo apt install -y /opt/alation/alation/opt/addons/alation_

container_service/alation-container-service_<current_version_

number>_amd64.deb

8.1.2 Replace Existing Docker Installations with the Alation Container Service

Perform the following steps if Docker has already been installed on an Alation Server and you wish to replace it with the

Alation Container Service. All steps are performed outside of the Alation Chroot.

The alation_container_service will automatically uninstall and replace pre-existing Docker installations and their

transitive dependencies so long as the package name of Docker currently installed matches any of the following:

RHEL Systems Debian Systems

docker

docker.io

docker-engine-cs

docker-engine

docker-ee

docker-ce

docker-ce-rootless-extras

moby-engine

docker

docker-ce

docker-engine

docker-engine-cs

docker.io

docker-ce-rootless-extras

To replace Docker,

1. Open a terminal window and SSH into the Alation server where you wish to install the Alation Container Service.

2. Discover the name of the currently installed Docker package:

• RHEL systems
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sudo yum list installed | grep -i docker

• Debian systems

sudo apt list --installed | grep -i docker

3. Determine the currently available container service version from the /addons directory:

ls /opt/alation/alation/opt/addons/alation_container_service

4. Update Docker with the Alation Container Service. Substitute <current_version_number> with the container

service version number you are installing:

• RHEL systems

sudo yum install -y /opt/alation/alation/opt/addons/alation_container_

service/alation-container-service-<current version number>-1.x86_64.rpm

• Debian systems

sudo apt update

sudo apt install -y /opt/alation/alation/opt/addons/alation_container_

service/alation-container-service_<current version number>_amd64.deb

Note: If the naming of the installed Docker installation does not match any of the names listed in step 2 you will need

to manually remove Docker and perform a fresh install of the Alation Container Service.

8.1.3 Update the Alation Container Service

Perform the following steps to upgrade the currently installed Alation Container Service with a newer version. All steps

are performed outside of the Alation Chroot.

1. Open a terminal window and SSH into the Alation server where you wish to upgrade the Alation Container

Service.

2. Determine the version of the currently installed Alation Container Service:

• RHEL systems

sudo yum list installed | grep alation-container-service

• Debian systems

sudo apt list --installed | grep alation-container-service

3. Determine the currently available version from the /addons directory:

ls /opt/alation/alation/opt/addons/alation_container_service

4. If the currently available package is a higher version that what is currently installed, upgrade the Alation Container

Service:

• RHEL systems
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sudo yum upgrade -y /opt/alation/alation/opt/addons/alation_container_

service/alation-container-service-<current version number>-1.x86_64.rpm

• Debian systems

sudo apt update

sudo apt install -y /opt/alation/alation/opt/addons/alation_container_

service/alation-container-service_<current version number>_amd64.deb
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CHAPTER

ONE

CATALOG SOURCES

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

A Source, a central Alation concept, is an object that documents the connection to a data store for users to efficiently

find and understand the data they need. Sources form the backbone of your data catalog and can be viewed as a catalog

representation of an actual data source.

Adding sources to your Alation catalog is the initial step for documenting which repositories of data are available to you

in your company.

This document describes how to use the Sources page to add and delete sources, and to view existing sources. Your are

also introduced to Metadata Extraction and Query Log Ingestion to get meaningful data about your source data.

1.1 Types of Catalog Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation supports several distinct source types. When adding a Source to your catalog you will choose from the following

list:
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Data Source A source that points to a database of a specific type.

To connect to Data Sources, Alation provides built-in

JDBC drivers. However, you can optionally use custom

non-built-in JDBC drivers to connect.

If you need to connect to a database type that Alation

does not currently support with a native driver, you can

add your Data Source as Custom DB.

Virtual Data Source A source that documents a database for which Alation

does not offer a native connector or that cannot be ac-

cessed from Alation because of data policy restrictions

or for any other reasons. Metadata for virtual data

sources can be provided via API or imported from a

file.

File System A source that documents data stored on a file system.

Use the File System source to catalog the supported

file system types.

BI Server A source that documents BI servers, reports, and dash-

boards available to analysts in your organization. Con-

nection to supported BI servers and file systems is

established with the help of Alation-developed connec-

tors and in compliance with the network requirements

of the organization.

You can also catalog API Resources Cataloging using the dedicated API. An API resource is a type of source that

catalogs API endpoints that can be used by analysts to retrieve data at a company.

All the sources available in your catalog will be listed on the Sources page.

Each source added to Alation has a dedicated catalog page that has all the relevant fields with information about this

source and its data.

After you have added your source to the Alation catalog, you can run Metadata Extraction. For data sources, run Data

Profiling to pull in metadata and data samples. To get lineage information and an insight into which part of data is used

the heaviest, perform Query Log Ingestion.

Connection between the data source and its underlying database allows you to run SQL queries against this database

from Compose, Alation’s querying tool.

1.1.1 Related Topics

For details on all supported data sources in Alation, you can refer to Support Matrices.

1.2 Sources Page

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Sources page in Alation is where you can add new and view existing sources.

Click Sources on the main toolbar to open the Sources page:

758 Chapter 1. Catalog Sources

https://developer.alation.com/dev/reference/virtual-data-source
https://developer.alation.com/dev/reference/api-resources


Alation User Guide

To add a new source, you need the Server Admin role in Alation. For details on adding a new source, see:

• Add Data Sources

• Add a BI Server as a Source

• Add a File System

• Virtual Data Sources

• API Resource Cataloging

1.2.1 Browse Sources

All sources added to the Alation catalog are listed under Sources > Browse Sources tab. The Browse Sources tab only

displays sources with completed setup.

On this tab, you can:

1. To switch between types of sources click the type you want to view in the menu on the left:

• Data Sources (database sources and virtual data sources)

• File Systems

• BI Servers

• API Resources

2. Sort the list of available sources by Flag, Name, or Type. To sort, click the corresponding column name or icon.

Note: When you sort by Flag, you sort the sum of endorsements and deprecations on sources in the

ascending or descending order. Endorsements are represented by a positive number: each endorsement

gives the data object a “+1” score. Deprecations are represented by a negative number: each deprecation

gives a data object is a “-1” score. For example, if a Data Source has two endorsements, its Flag value

on the Sources page will be “+2”. If a Data Source has two deprecations, its Flag value will be “-2”. If

a Data Source has two endorsements and 1 deprecation, its resulting Flag value will be “+1”.

For details on flagging data objects, see Using Trust Flags Proceed With Confidence.

3. Change the number of rows displayed on the page by selecting the number from the Show # Rows list on the top

right.

4. Find a specific source using the Filter field on the top right. In this field, start typing the name of the data source

you are looking for. The list will update to match the text you are typing.

5. Star a data source to mark it as a favorite.

6. Open the dedicated catalog page of a source by clicking its title in the table:
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1.2.2 Manage Settings

The Manage Settings tab of the Sources page provides quick access to the source settings. It will be enabled if you are

a Server Admin or if you manage at least one data source as a Data Source Admin.

Note: Server Admins can manage all Public data sources by default.

Other users manage data sources to which they are added as Data Source Admins. For details on the function of the

Data Source Admin, see Access Tab.

The content of the Manage Settings tab will differ depending on the source type selected in the list on the left:
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1.2.3 Data Sources

What you see on the Manage Settings tab for Data Sources depends on your data source access rights. Manage Settings

can have 2 tables: Incomplete Setup on top and Data Source Settings under it.

Incomplete Setup

This table lists the data sources that have only been partially configured. Server Admins who attempted to add these

data sources to Alation may have passed on some configuration parameters or requested other Data Source Admins to

complete setup.

Server Admins can view all partially configured data sources, but they can only finish setup for the public ones or the

ones where they are Data Source Admins. Other user roles will only see incomplete sources where they are Data Source

Admins.

To find specific Data Sources in this table, you can:

1. Sort alphanumerically by title clicking on the Data Source column name.

2. Use the Filter field: type the text you want to find in the Filter field on the top right. The list of sources will

update to match the text you are typing.

3. Change the number of rows displayed on one page by using the Show # rows list on the top right:

Finishing Setup

To finish setup of a Data Source, click Finish Setup . The Add Data Source wizard will open (see Add Data Sources ):
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Data Source Settings

The Data Source Settings table (below Incomplete Setup) displays the status of the latest data jobs performed on data

sources. Server Admins see all data sources; other user roles only see the data sources where they are Data Source

Admins. The main data jobs in Alation are:

• Metadata Extraction (MDE)

• Data Profiling

• Query Log Ingestion (QLI)

The data job status in the table can be:

• Job Success

• Partial Success

• Job Failure

• Not Launched

• Running

To reveal details about a specific status, hover over this status to view the details in a popup:

To go to the settings page of a data source and to re-launch a job or change the job schedule, click the Wrench icon for a

specific data source.

For details on data source settings, see Configuring a Data Source.

1.2.4 File Systems

The Browse Sources tab for file systems has the File Systems table with the list of file system sources added to the

Alation instance:
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The Manage Settings > File Systems for Server Admins will have the same list of file systems plus the Wrench icon next

to each source for quick access to the settings:

For other user roles, the Manage Settings tab will only be enabled if they manage at least one source. Manage Settings

will be disabled if users do not manage any sources.

Manage Settings > File Systems for Server Admins:

Manage Settings > File Systems disabled for users not managing any sources:
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1.2.5 BI Servers

The Browse Sources tab for BI Servers displays the list of BI Server sources:

The Manage Settings tab for BI Servers for Server Admins will display the list of BI sources with the status of the latest

extraction job and the Wrench icon for quick access to the settings.

To reveal details about a specific status, hover over this status in the table to view the information in a popup:

For other user roles, the Manage Settings tab will either be disabled (if they do not manage any sources) or will have no

information:

Manage Settings > BI Servers for users who manage sources:
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1.2.6 API Resources

The Browse Sources tab for API Resources will display the list of API Resource sources available in your Alation

catalog. There are no settings for API Resource sources. This feature is still in Beta implementation and managed using

the dedicated API.

1.3 Access Tab

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Access Tab of the Data Source settings page allows you to manage visibility of a data source in the Alation catalog:

you can set a data source as Public or Private and add users or groups as Data Source Admins to allow them to see and

manage the settings of this data source:
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1.3.1 Data Source Privacy

Choose an option under Data Source Privacy:

• Public data source is visible to everyone.

• Private data source is visible only to users explicitly assigned as Viewers or Data Source Admins and to users

with the Server Admin role.

You can switch between these options when necessary and make a public data source private and vice versa. The

visibility of this data source in the catalog will change accordingly.

1.3.2 Data Source Admins

To view and change the settings of a data source, you must be assigned as a Data Source Admin to this source. The

Data Source Admin function will allow you to access the Settings page, assign Viewers and other Data Source Admins,

change the connection parameters, and schedule and run data jobs, such as Metadata Extraction (MDE), Profiling, or

Query Log Ingestion (QLI).

Data Source Admins can be individual users or groups.

The Server Admin role does not provide default access to the settings of a data source. Server Admins can see all the

data sources in the catalog, both Public and Private, but they cannot access the settings unless they explicitly grant

access to themselves or are granted access by others.

Access for Server Admins

To get admin access to a data source,

1. Sign in to Alation as a Server Admin.

2. Find the data source you want to be the Data Source Admin of and open its catalog page.

3. In the upper-right corner of the page, click More then click Settings:

4. In the dialog that opens, click Go to “Access”:
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5. The Access tab will open. Under People > Data Source Admins, click +Add and in the quick search list that

opens, find and add yourself as a Data Source Admin:

6. Refresh the page. The change will apply and the other tabs of the settings page will become active. You can now

work with any settings of this data source.

Adding and Removing Data Source Admins

Data Source Admins can add and remove other Data Source Admins.

1. In Alation, find the data source you want to add/remove Data Source Admins to/from and open its catalog page.

2. In the upper-right corner of the page, click More then click Settings:
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Note: The Settings link is only visible to Data Source Admins of a source or to users with the Server

Admin role.

3. The Access tab of the settings page will open. Under People > Data Source Admins click +Add and in the quick

search list that opens, find and add users or groups:

4. To remove the Data Source Admin function from a user/group, click Remove for this user/group in the Data

Source Admins table. The permissions to access the settings will be revoked from this user/group:
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Note: You cannot remove the last remaining Data Source Admin from a data source.

1.3.3 Data Source Viewers

For users or groups of users to be able to see a Private data source in the Alation catalog, they must be assigned as

Viewers to this data source.

Note: Unlike Private data sources, Public data sources can be searched for and viewed by everyone.

Adding Viewers

Data Source Admins can assign Viewers to a private data source.

To designate Viewers, on the Access tab of the settings, under People > Viewers & Data Source Admins, click +Add on

the right and in the quick search list that opens, find and add users or groups. By default, they are added as Viewers:

You can switch from Viewer to Data Source Admin access and back for individual users and groups. To do so, find these

users/groups under Access tab > People > Viewers & Data Source Admins and in the Access Level column, select a

value from the Access Level list:

To remove any type of access from a user/group, click Remove for this user/group:
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1.4 Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Metadata extraction (MDE) allows the metadata in an Alation data source to stay in sync with the actual data found in

the source. Metadata extraction can be run manually or by scheduling a periodic job based on your organization’s needs

and usage.

The Metadata Extraction tab of the data source Settings page is where you can specify schemas to include or exclude

during metadata extraction.

MDE is one of the initial steps in building out your catalog: perform MDE after adding your data source to Alation.

After running MDE for the first time, you can schedule this process to run automatically to keep your Alation catalog

up-to-date.

For details on scheduling, see Scheduling MDE.

Note: MDE from large datasets may consume resources on the database. Alation recommends you should consult with

your DBA about the best time to perform MDE on a specific database to minimize impact on its performance.

To perform MDE on your data source,

1. Open the catalog page of the data source for which you want to run MDE.

2. In the upper-right corner of the data source page, click More. . . then Settings to open the settings:
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3. Click the Metadata Extraction tab to open it. If this is initial MDE, click the Fetch from DB Now! button to

fetch the schemas from your database. This action fetches the list of available schemas:

After the schemas are fetched, you can configure Selective Extraction or extract all schemas. Specify the schemas to

extract and click Launch Job to start MDE.

1.4.1 Selective Extraction

Before triggering MDE, specify which schemas should be extracted and how the next extraction should treat the

previously extracted schemas which are already in the catalog.

There are two sets of controls under Selective Extraction section:

• Checkbox Remove schemas from the catalog that are not captured by the lists below

• Lists Schemas and . . . excluding
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Remove schemas from the catalog that are not captured by the lists below

The Remove schemas. . . checkbox “looks back” on what is already in the catalog. It does not affect loading metadata

for the first time, but if there are some schemas already in the catalog, you can remove them during the next MDE if you

select the Remove schemas. . . checkbox and make sure these schemas are not present in the Schemas or . . . excluding

lists.

You can:

• Select this checkbox to remove previously extracted schemas. The schemas to be removed should not appear in

the Schemas and . . . excluding lists.

• Leave this checkbox clear if you want to leave the previously extracted schemas in the catalog. MDE will use

the Schemas or . . . excluding lists during the next extraction, but will not touch the schemas that have not been

specified in these fields.

Schemas and “. . . excluding”

By default Alation extracts all the schemas it can fetch from a data source.

To extract metadata selectively, use the Schemas and . . . excluding fields to specify which schemas you want to extract.

The Schemas and . . . excluding lists are mutually exclusive: you can either specify one or the other, but not both together.

This means you can configure selective extraction either by selecting schemas to be included or by specifying schemas

to be excluded.

Schemas

To view all the fetched schemas, click the down arrow icon next to Schemas. All Schemas info-box will open. It lists

all schemas Alation fetched from the data source:

To select specific schemas, click the Schemas field then, from the list that opens, select the schemas to be extracted.

When you change the Schemas list, the . . . excluding list will become disabled because these lists are mutually exclusive.

When you specify schemas in the Schemas field, the MDE job you run based on these settings will extract only the

schemas you have specified in this list:
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. . . excluding

Alternatively, in the . . . excluding list, select the schemas you do not want to extract into the catalog. You can only

change this list if the Schemas list is blank because they are interchangeable. When you specify schemas to be excluded

in the . . . excluding field, the Schemas field becomes disabled. The MDE job you run based on the exclusion settings

will extract all schemas except the ones specified in the . . . excluding list.

To select specific schemas to be excluded, click the . . . excluding field then select the schemas to be extracted from the

schema list:

Example

For example, the following setting will remove all the previously extracted schemas from the catalog and will only

extract the one schema specified in Schemas :

1.4.2 Scheduling MDE

A scheduled automatic MDE job will extract the most up-to-date metadata based on the schedule you define. By default,

scheduled automatic extraction is disabled.

To enable scheduled extraction,

1. On the Metadata Extraction tab, find the Automated Extraction section.

2. Clear the Disable automatic extraction checkbox. This will reveal the time settings:

3. Specify the schedule for MDE using the time controls. After you have scheduled MDE, it will run automatically

in the background, based on the schedule you have set.
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Note: Time is displayed according to the local time zone (as determined by your browser/operating system) but stored

on the Alation server subject to the Daylight Savings Time policies in effect for most of North America (the United

States, Canada, and a number of island nations).

Implications:

On the second Sunday in March, the server clock will be advanced by one hour.

On the first Sunday in November, the server clock will be reverted by one hour.

1.4.3 Launching MDE

To manually launch MDE, click Relaunch Job under the Selective Extraction section:

You can monitor the job status (from Started to Ingesting to Succeeded (or Failed ) in the Job History table. Click Re-

fresh to display the most recent state.

1.5 Query Log Ingestion

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Query Log Ingestion (QLI) is a data job that processes a selection of database query logs to retrieve meaningful

information about database objects extracted into Alation. Query logs are ingested to calculate several valuable

indicators for data object catalog pages, such as Popularity and Top Users. Moreover, the data resulting from QLI is

used to calculate Lineage and to supply filter and JOIN information to the catalog pages of data objects (such as, for

example, Tables).

Note: Alation usually recommends that you have at least one week of query history available for initial QLI.

Automated daily QLI typically requires an ETL script to generate a table every day with queries executed in the last

seven days. If the daily query volume is large (more than a million/day) or if the DB server is constrained by disk space,

a minimum of last three days worth of logs is required for Alation to produce a meaningful result. also see Sampling in

Query Log Ingestion below.

In environments where historical query log for a week or longer is available, it can be ingested into Alation after adding

the data source and performing metadata extraction (MDE).
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QLI setup is always database type-specific: it may be required that you perform several prerequisite steps on your

database before you can perform QLI in Alation. The parameters for QLI you need to provide in Alation also depend on

the database type. For QLI specifics on each supported DB type, refer to Adding Data Sources.

In Alation UI, most of the QLI-related configuration and actions are on the Query Log Ingestion tab of the settings

page, but a few can also on the General Settings tab. To specify the parameters and to eventually perform QLI, you need

access to the settings of a data source. You must have either the Server Admin role in Alation or the Data Source Admin

access the data source to open the settings page and perform data jobs.

After you have done the required preliminary steps, added your data source to Alation, completed the configuration, and

performed MDE, you can proceed to run QLI. During MDE, Alation has extracted the metadata and created catalog

pages for all catalog objects under a source. As the next step, QLI will provide more information about the extracted

metadata for the respective catalog pages:

During QLI, Alation accesses the query history tables or views, reads the query log data, and parses query SQL to

retrieve information about which database objects were used by what users and how many times and about created

or updated data objects. Based on this data, Alation performs calculations for Top Users, Popularity, Lineage, and

extracts filters and JOINs. Note that QLI data is an essential, but not the only source of data for these calculations.

Queries users run in Compose form another data pipeline for Top Users, Popularity, Lineage, and filter and JOIN

information:

From Alation version 2023.3.1, QLI performance has been stabilized by restricting a single QLI job to run for seven days
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or less. Multiple QLI jobs can still be submitted to account for more days as an alternative. If a QLI job is submitted

for more than seven days, an error message will be displayed in the QLI job submission UI and referenced in the QLI

job history page and the job will not run until resolved. If any exceptions are required to loosen these restrictions and

submitting multiple QLI jobs is not an option, please request an exception via a Support ticket.

1.5.1 Data Source Settings > General Settings Tab

The General Settings tab of the data source settings has a number of parameters for QLI:

• Sampling in Query Log Ingestion a generic parameter present for all data source types.

• Query Log Privileges database-specific section that may be present for some data source types and absent for

others.

Sampling in Query Log Ingestion

Enable this parameter if the query log volume is extremely large (> tens of millions per day). When it is enabled, Alation

will apply random sampling on the fetched query logs and ingest this sample only. Note that sampling is not applied to

DDL queries, so we do not lose lineage information. The default sample size is 5,000,000 query execution events:

Query Log Privileges

The Query Log Privileges section will provide tips on what prerequisite steps may be required on the database for

running QLI in Alation. If present on the page, this information is always going to be your database type-specific. This

information for each database type can also be found in Adding Data Sources.

MySQL:

PostgreSQL:
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1.5.2 Data Source Settings > QLI Tab

You can perform QLI on the Query Log Ingestion tab of the data source settings. To perform QLI,

1. Make sure you have done the preliminary steps, if any are required. They will differ for each database type.

2. Open the data source page in Alation, and on the upper right, click More. . . then click Settings:

3. On the Settings page that opens, click the Query Log Ingestion tab to open it:

You can run QLI manually or as a scheduled job.
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Automated Query Log Ingestion

1. Clear the checkbox Disable automatic query log ingestion. This will reveal the schedule settings for the

automated QLI:

2. Set the day/time for the QLI process. It will run automatically at the time you have specified in the schedule.

Manual Query Ingestion

To perform QLI manually on demand, in the section Run Manual Query Ingestion, specify the Date Range of the

logs to be ingested and click Import:
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1.5.3 QLI Status

The details of each queued and completed QLI job are displayed in the Job History section:

1.5.4 Related Topics

Metadata Extraction

1.6 Deleting a Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

A data source can be deleted only by its Data Source Admins.

To delete a data source,

1. Open the catalog page of the data source you want to delete and go to its settings:

2. Click the General Settings tab.

3. Find the Delete Data Source section (at the bottom of the tab):
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4. Click Delete and follow the instructions in the delete confirmation dialog.

Important: Deleting a data source is NOT a safe action and is permanent. This may interfere with

your colleagues’ work because their queries using this source will fail. All catalog data that is added

as part of curation effort for this data source, such as titles, descriptions, and other field values will be

permanently deleted.
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TWO

VIRTUAL DATA SOURCES

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

A Virtual Data Sources (VDS) is a data source that is populated with metadata using one of following methods:

• importing data from a source file.

• using the API to automatically extract data using a built-in connector.

Creating a VDS makes it possible to catalog a data source for which Alation does not provide a designated connector.

Additionally, creating a VDS makes it possible to catalog a data source if you cannot use the database connection. For

example, you might create a VDS if you cannot establish a network connection to the database or cannot gain priveleged

access to the Alation database service account.

This section describes how to define a schema, add, populate and view a VDS.

2.1 Virtual Data Source for NoSQL Databases

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release V R5 (5.9.x)

You can catalog a NoSQL database in Alation using the Virtual Data Source (VDS) functionality and the dedicated

API. Alation does not provide automated metadata extraction (MDE) for virtual data sources, and you will need to use

the API to upload metadata. The structure of the uploaded metadata must meet several requirements.

To catalog your NoSQL data source,

1. Make sure you have enabled NoSQL support in your Alation catalog: Enabling NoSQL Data Source Support.

2. Add a Virtual Data Source (VDS) of NoSQL type: Adding a NoSQL Virtual Data Source.

3. Use NoSQL API to load the metadata: Notes on NoSQL API .

4. View and describe the uploaded metadata in the Alation catalog under this VDS.
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2.1.1 Enabling NoSQL Data Source Support

NoSQL support is behind the feature flag alation.feature_flags.enable_generic_nosql_support that can be

enabled using alation_conf.

Note: You need SSH access to your Alation instance to enable feature flags.

To enable support of NoSQL data sources,

1. SSH into your Alation instance and enter the Alation shell:

sudo /etc/init.d/alation shell

If this command fails with error chroot : failed to run command 'su': No such file or

directory, try:

sudo service alation shell

2. Run the following command to set the feature flag to True:

alation_conf alation.feature_flags.enable_generic_nosql_support -s True

3. Restart uWSGI and Celery:

alation_supervisor restart web:uwsgi celery:*

2.1.2 NoSQL VDS Structure in Alation

A Generic NoSQL virtual data source (VDS) in Alation is modeled as a set of top-level folders, each having at least

one collection. Each collection can have one or multiple schemas. The schemas in collections are used to describe the

structure of the documents in your noSQL database:
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Before you can upload any metadata, you need to create your VDS in Alation. See Adding a NoSQL Virtual Data

Source for steps. After that, use the NoSQL API to upload the metadata.

2.1.3 Notes on NoSQL API

To be uploaded using the API, the metadata for your NoSQL virtual data source must be represented as a single

JSON object that includes such objects as folders, collections, and schemata, with the actual schemas wrapped in the

schemata keys and represented in either JSON or Avro format (Avro support is available from release V R6 (5.10.x)).

This JSON object will be passed in the body of the API POST call.

Required JSON Structure

• Top level is the folders key having the list of folder objects, each of them with the name property that defines the

name of this folder object. It also has the collections key.

• The collections key has the list of collection objects, each of them with the name property that defines the name

of this collection object, and the schemata key.

• The schemata key has a list of schema objects, each of them with the name property, having the name of the

schema, and the definition property having the JSON schema object.

• If you are using JSON to describe the schema, the schemata property must include the name and definition

properties. The name property defines the name of the schema, and the definition property has the JSON schema

object. See Creating the API Request Body with JSON

• If you are using Avro to describe the schema, the schemata property must have your schema in Avro format.

See Avro Data Types Support.

NoSQL API Call Body JSON Structure:
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{

"folders": [

{"name": "$folder_name",

"collections": [

{"name": "$collection_name",

"schemata": [...]

}

]

}

]

}

2.1.4 Creating the API Request Body with JSON

Overview

JSON schemas do not need to be written by hand. Your database management platform may include an export tool

to use to retrieve the database collections in JSON format. You can use this export tool, if available, to export all the

collections you want to include in the catalog and then use a JSON schema generator to infer the schemas from.

Note: One JSON schema generator you can use is Genson.

After you have the JSON schemas, fill the JSON object structure required by the API with the JSON schemas of the

collections which you want to upload to Alation. Schemas should be included in the definition key of the schemata key.

Important: name must be the first attribute in any JSON sub-object.

If you want to reference an object (using $ref), then make sure the definitions property for this object appears in

the JSON code before you use this $ref.

Sample JSON Body Structure With Schemata:

{

"folders": [

{

"name": "$folder_name",

"collections": [

{

"name": "$collection_name",

"schemata": [

{

"name": "$name",

"definition":

{

"title": "$title",

"type": "$type",

"required": ["$attribute1", "$attribute2", "$attribute3"],

"properties":

{

"$attribute1": { "type": "$data_type"},

(continues on next page)
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(continued from previous page)

"$attribute2": { "type": "$data_type"},

"$attribute3": { "type": "$data_type"}

}

}

}

]

}

]

}

]

}

For property definitions, JSON examples, code samples, and detailed API instructions, refer to the NoSQL API

documentation on Customer Portal (requires a separate login).

MongoDB Example

You can use this example for steps to create the JSON object for loading metadata into a MongoDB virtual data source

(VDS):

1. Identify the MongoDB instance you want to catalog as a VDS, including authentication details (user-

name/password), server network address, and the database name.

2. Connect to the MongoDB server with the Mongo client (usually /usr/bin/mongo ) and to list all the databases on

the server, run:

show dbs

3. To verify you have the right database, run:

use <dbname>

show collections

4. Exit the Mongo client console and go back to the OS shell.

5. A Mongo installation includes an export tool (usually /usr/bin/mongoexport) that can be used to retrieve the

collections in JSON format. For example:

mongoexport -d local -c some_collection > schema_file

will export the contents of the some_collection collection in the local database into the schema_file

file.

Run the mongoexport command on all collections you want to include in the catalog.

6. Use a JSON schema generator to infer the schema from the JSON objects of the collections. If you are using

Genson, from the Genson installation directory, run the following command to output the schema of the objects

in the schema_file :

python bin/genson.py schema_file

7. Fill in the required JSON object structure with the JSON schemas according to the NoSQL API.

8. When JSON is ready, you can make a POST request to the upload API to load the metadata to a virtual data

source. This data source should already exist in Alation.

2.1. Virtual Data Source for NoSQL Databases 785

https://developer.alation.com/dev/reference/nosql-apis#create-a-nosql-catalog
https://developer.alation.com/dev/reference/nosql-apis#create-a-nosql-catalog


Alation User Guide

2.1.5 Related Topics

Viewing NoSQL Schemas in Virtual Data Sources

Viewing the Avro Schema Catalog Page

Avro Data Types Support

Populating a Virtual Data Source From a CSV File

2.2 Adding a NoSQL Virtual Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release V R5 (5.9.x)

To add a NoSQL database as a Virtual Data Source (VDS),

1. Sign in to Alation, and on the main toolbar, click Sources. The Sources page will open:

2. On the upper-right, click +Add and in the menu that opens, click Virtual Data Source:

3. In the Add Data Source dialog that opens, provide the required information and click Continue Setup to go to

the next step.

4. From the Database Type list, select Generic NoSQL:
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5. Provide a description (optional) and privacy settings ( Public or Private ), then click Save and Continue. The

new VDS will be created and you will land on its settings page. Now you can change the settings and upload the

metadata.

Note: The Privacy settings - Public or Private - can be changed later, on the Access tab of the settings page.

2.2.1 Loading Metadata

Alation does not extract metadata into virtual data sources (VDS) automatically. You will need to upload the metadata

using dedicated API.

To upload the metadata,

1. Click the General Settings tab of your NoSQL VDS setting page to open it:
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2. Under Bulk Upload API, take note of the URL to use in the API calls. It already includes the ID of the current

VDS.

3. Create a POST request using the NoSQL API. Send the request to this Bulk Upload API URL.

After the upload, your VDS in Alation will have the metadata you have pushed using the API, with each metadata object

having a dedicated catalog page.

2.2.2 Related Topics

Virtual Data Source for NoSQL Databases

NoSQL API

2.3 Avro Data Types Support

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release V R6 (5.10.x)

API Body Skeleton Structure

{

"folders": [

{"name": "$folder_name",

"collections": [

{"name": "$collection_name",

"schemata": [...]

}

]

}

]

}
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2.3.1 Creating the API Request Body for Avro Schemas

You will need to nest your Avro schema as a schemata sub-object in a folder and collection parent objects. Add it as a

JSON object in the schemata key of the request Body JSON object.

The schemata key for an Avro schema must be an array of Avro data type objects, with each object having the required

and optional properties of this Avro data type. Alation supports all Avro data types: Avro Data Types.

{

"folders": [

{"name": "$folder_name",

"collections": [

{"name": "$collection_name",

"schemata": [

{

"type": "record",

"name": "$value",

"namespace": "$value",

"fields": [

{"name": "$value", "type": "string"},

{"name": "$value", "type": "int"}

]

}

]

}

]

}

]

}

2.3.2 Avro Data Types

Alation supports Avro 1.8.0 and above for defining schemas in collections for the NoSQL API calls. All Avro data

types and their attributes are supported.

Primitive Types

• Boolean

• Bytes

• Double

• Float

• Long

• Null

• String
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Complex Types

record data type

Syntax for NoSQL API:

"name":"" ;required

"namespace":"" ;optional

"doc":"" ;optional

"aliases":"" ;optional

"type":"record" ;required

"fields":[ ;required

{

"name":"",(required)

"type":"",(required)

"doc":"", (optional)

"order":"", (optional)

"aliases":"", (optional)

"default":"" (optional)

}

]

Full syntax:

{

"name":"",

"namespace":"",

"doc":"",

"aliases":"",

"type":"record",

"fields":[

{

"name":"",

"type":"",

"doc":"",

"order":"",

"aliases":"",

"default":""

}

]

}

enum data type

Syntax for NoSQL API:

"name":"" ;required

"type": "enum" ;required

"namespace":"" ;optional

"doc":"" ;optional

"aliases":"" ;optional

"symbols":"" ;required
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Full syntax:

{

"name":"",

"type": "enum",

"namespace":"",

"doc":"",

"aliases":"",

"symbols":""

}

array data type

Syntax for NoSQL API:

{

"type": "array" ;required

"items":{"type":"", ;required

"attribute1":"",

"attribute2":""

}

Full syntax:

{

"type": "array",

"items":{

"type":"",

"attribute1":"",

"attribute2":""

}

}

map data type

Syntax for NoSQL API:

"type": "map" ;required

"values":"" ;required

Full syntax:

{

"type": "map",

"values":""

}
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union data type

Syntax for NoSQL API:

["", ""]

fixed data type

Syntax for NoSQL API:

"type" : "fixed" ;required

"name" : "" ;required

"size" : "" ;required

Full syntax:

{

"type" : "fixed",

"name" : "",

"size" : ""

}

2.3.3 Related Topics

Virtual Data Source for NoSQL Databases

Loading Metadata Into a NoSQL Virtual Data Source

Adding a NoSQL Virtual Data Source

Schema Versioning for NoSQL Virtual Data Sources

Viewing the Avro Schema Catalog Page

Viewing NoSQL Schemas in Virtual Data Sources

2.4 Viewing the Avro Schema Catalog Page

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

When you navigate to the dedicated page of a NoSQL schema, it will show all the data objects or data types loaded for

this schema under the Schema field:

• Key data type name property

• Type data type definition

• Title the title property, if applicable

• Description the description property, if applicable
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On this page, you can also view the Version History for the schema, if versioning is enabled for this VDS:

2.4.1 Other Metadata

The Avro schema page includes the Other Metadata field. This field will list any Avro data type properties that are not

included in the Alation’s logical model for Avro format and are not required by the NoSQL API but were loaded in

addition to the required properties.

Note: The Alation model uses the properties name, data type, title, and description to build the Schema table on the

catalog page of a schema. If any other properties were loaded for the data types in this schema, they will appear under

Other Metadata.
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Viewing the Catalog Page for an Avro Data Type

You can drill into each data type by clicking its name - to open its dedicated catalog page. Note that if schema versioning

is enabled for this VDS, you will be able to access it from the catalog pages of the child objects of this schema.

Sample Page for the Array Data Type:

Sample Page for the Primitive Data Types:

2.5 Viewing NoSQL Schemas in Virtual Data Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

On how to create a NoSQL Virtual Data Sources (VDS) in Alation, see: Virtual Data Source for NoSQL Databases.

On how to upload schemas in JSON or Avro formats using the NoSQL API, see NoSQL API documentation on Alation’s

Developer Portal.

After you have uploaded your schema(s) to a NoSQL VDS, they will have their dedicated catalog pages in Alation under

this data source. The NoSQL VDS structure has the following nested levels:
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• Folder

• Collection

• Schemata

• Data Objects (JSON) or Data Types (Avro)

2.5.1 Folder Level

The folder level is the top-level that appears under Contents on your VDS page. You can upload one or multiple folders

to your NoSQL VDS:

Note: The top-level FOLDER nests one or multiple COLLECTIONS:

2.5.2 Collection Level

Drilling down into a Folder, you will see the list of nested collections:
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Note: A COLLECTION nests schemas. If you define the schemas with JSON, Alation will display the metadata as a

structure of data objects.

If you define your metadata using the Avro format, schemas will be represented as a structure of Avro data types.

2.5.3 Schema Level

Drill into a Collection to open the list of uploaded Schemas:

Note: A Schema is the SCHEMATA level of the metadata you are loading using the NoSQL API. This is the property

that hosts the data objects or Avro data types of your metadata.

Complex data types are expandable and include nested data types on lower levels:
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You can drill down into each Schema to view nested data objects or data types.

2.6 Schema Versioning for NoSQL Virtual Data Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release V R6 (5.10.x)

2.6.1 What is NoSQL Schema Versioning?

The metadata you load into a Generic NoSQL virtual data source (VDS) can be versioned to track changes to the data

objects or data types.

We recommend that you enable schema versioning for a VDS that you know will have metadata in Avro format. Version

history will reflect changes to data types in the uploaded Avro schemas.

Turn on schema versioning right after you create a NoSQL VDS but before you upload the metadata for the first time.

This way, the first schema upload will become Version 1 of the metadata and all subsequent changes will be calculated

off this first version.

Note: Calculating changes for the schema version history make take time and slow down the NoSQL API when you

use it to update your data source. Enable this feature only if version history is a must-have for your NoSQL VDS (when

you are loading schemas in Avro format).
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2.6.2 Enabling Schema Versioning

Schema versioning can be enabled for each specific VDS of Generic NoSQL type that you create in Alation. By default,

it is turned off.

To enable schema versioning,

1. On the catalog page of the NoSQL VDS, on the upper right, click Settings to open the data source settings page:

2. Click the General Settings tab and turn on the switch Enable Versioning for the Data Source. This enables

schema versioning for this VDS. When it is enabled, you will see the Version History link for the uploaded

schemas.

Important: After being enabled, schema versioning cannot be disabled.
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2.6.3 Viewing Change History for a Schema

To open the change history for a schema, click the Version History link on the catalog page of the schema:

Version History will show:

• Schema versions

– A version is an object that is created in the catalog after each API call that loads new and updates existing

metadata to this data source. A version for a specific Avro schema is created only if this schema is affected

by the API call.

• Changes in the newer version as compared to one previous version

– Type created

– Type updated

– Deleted

Note: The Other Metadata field history is not captured. Version History only reflects changes to the data types and

properties required by the API. See Supported Avro Data Types.
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Filtering the List of Changes

You can filter the list of changes in the Version History using the quick filter on top of the table.

You can also sort the list of changes by Version.

2.6.4 Related Topics

Virtual Data Source for NoSQL Databases

Avro Data Types Support

2.7 Loading Metadata into a NoSQL Virtual Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation does not extract metadata into virtual data sources (VDS). You will need to upload the metadata using the

dedicated API.

To upload the metadata,

1. Click the General Settings tab of your NoSQL VDS setting page to open it:

2. Under Bulk Upload API, take note of the URL to use in the API calls. It already includes the ID of the current

VDS.
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3. Using your API software, create a POST request using the Bulk Upload API URL from Alation. If you are

loading schemas in JSON, use the URL as is. If you are loading schemas in the Avro format, you need to append

the parameter ?json_type=avro to the URL. For example: https://test-master.alation-test.com/

integration/v1/data/1441/parse_docstore/?json_type=avro. Support of Avro schemas is available

starting with release V R6 (5.10.x).

4. To create the JSON body for your API request refer to NOSQL API documentation.

After the upload, your VDS in Alation will show the metadata you have pushed using the API, with each data object

having a dedicated catalog page.

2.7.1 Related Topics

Virtual Data Source for NoSQL Databases

Avro Data Types Support

2.8 Populating a Virtual Data Source From a CSV File

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This article describes how to import metadata from a CSV source file into a VDS created for a relational database or a

Hive database.

For information on Virtual Data Source API, refer to Upload a Virtual Data Source on Alation’s Developer Portal.

Today’s VDS capability includes basic technical metadata. The fields available for importing are:

• Name

• Table type (for tables)

• Column type (for columns)

2.8.1 Importing Schemas, Tables, Columns, and Indices

You can import metadata in the CSV format to populate a Virtual Data Source. The CSV file must meet several

requirements. Prepare your CSV source file observing the format described below.

Requirements for Head and Keys

The file must include the head, declaring keys and properties, and then each line in the file should consist of a specific key

along with the properties that apply, with empty values for properties that do not apply.
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Head

Sample file head: key, table_type, column_type

Note that table_type `` can be ``VIEW or TABLE.

Key

Alation determines the data object type based on how many dots there are in key:

• schema is a schema

• schema.table is a table

• schema.table.column is a column

• schema.table.index is recognized as index if the key is accompanied by the property index_type.

If your database type supports multipart schema (for example, this is the case for SQL Server, Amazon Redshift, and

Netezza), then the key structure must be as follows:

• dbname.schema is a schema

• dbname.schema.table is a table

• dbname.schema.table.column is a column

• dbname.schema.table.index is an index if the key is accompanied by the property index_type.

For more details on key format, see Keys with Special Characters on Alation’s Developer Portal.

Sample CSV file

"key","table_type","column_type"

"test_schema","",""

"test_schema.table1","TABLE",""

"test_schema.table2","VIEW",""

"schema.table1.column1","","varchar(10)"

"schema.table2.column1","","varchar(10)"

2.8.2 Adding Table and View Properties

Along with the key, you can also add the following properties, all of them optional.

Property Description Example

table_type Specifies the type of the table. table_-

type is optional but recommended,

and can be set to VIEW or TABLE.

If not specified, it is assumed to be

TABLE.

TABLE

data_location A URI or file path to the location

of the underlying data, such as, for

example, an HDFS URL for a Hive

table. Use this parameter only when

the table_type is TABLE.

hdfs:///user/hive/warehouse/table_a

continues on next page
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Table 1 – continued from previous page

Property Description Example

db_owner Name of the database account that

owns this table.

alation

definition_sql CREATE TABLE statement which

was used to create the table. Use this

parameter only when the table_type

is TABLE.

CREATE TABLE schema_a.table_-

a(column1int);

view_sql CREATE VIEW statement which

was used to create the view. Use this

condition; parameter only when the

table_type is VIEW.

CREATE VIEW view_name AS SE-

LECT column1, column2 FROM ta-

ble_name WHERE

view_sql_expanded CREATE VIEW statement with

fully qualified object references spe-

cific to the Hive database type.

Note that the database names should

use the escaping symbols of back

quote. Use this parameter only when

the table_type is VIEW in a Hive

database.

CREATE VIEW view_name AS SE-

LECT test_table.`column1`, test_ta-

ble.`column2` FROM schema.`test_-

table` WHERE condition;

constraint_text Constraint statements enforced by

the DB. Use this parameter only

when the table_type is TABLE.

column_a UNIQUE

ts_created Timestamp at which the table or view

was created. Ensure the timestamp

is in UTC and follows the format:

YYYY-MM-DDThh:mm:ssZ

2018-03-13T22:09:33Z

ts_last_altered Timestamp of the last ALTER state-

ment executed against this table. En-

sure the timestamp is in UTC and

follows the format: YYYY-MM-

DDThh:mm:ssZ

2018-03-13T22:09:33Z

partitioning_attributes An array of columns [‘column1’, ‘column2’]

*bucket_attributes* An array of columns used to bucket

the table.

[‘column1’, ‘column2’]

sort_attributes An array of columns used to sort the

table.

[‘column1’, ‘column2’]

synonyms An array of other names that can be

used to refer to this table. Each syn-

onym is represented as a JSON com-

prising a schema_name and table_-

name.

[{‘schema_name’: ‘schema_-

a’,’table_name’: ‘table_-

a’}, {‘schema_name’: ‘schema_-

b’,’table_name’: ‘table_b’}]

skews_info A JSON of the skew column names

to an array of their respective skewed

column values that appear often.

{‘column1’: [‘column1_-

value1’, ‘column1_value2’],

‘column2’: [‘column2_value1’,

‘column2_value2’]}

table_comment A comment field that stores a de-

scription of the table which is in-

gested from the source system.

Created by DB

Note: You can have newline in the text values of the fields by adding a newline wherever needed. For example, newline

can be inserted after AS:
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CREATE VIEW view_name AS SELECT column1, column2 FROM table_name WHERE condition;

Note how for non-primitive data types, single quotes are used to enclose the string in the data type. For example,

['column1', 'column2']

2.8.3 Adding Column Properties

For columns, you can specify the following properties, all of them optional:

Property Description Example

column_type This property is optional but recom-

mended and can be any string.

map<int, string>

position Position of the column in the table

which has it. 1. This value needs to

be a positive integer. 2. If unspeci-

fied, the value defaults to the order

in which it was uploaded.

5

column_comment A comment field that stores a de-

scription of the column which is in-

gested from the source system.

<has a default value>

nullable Field to indicate if the column can be

nullable. Set this to true if the col-

umn is a nullable field, to false if

otherwise. Default Value: true.

true

2.8.4 Adding Indices

For indices, you can specify the following properties.

Property If Required Description

index_type yes

The presence of this field identifies

an index object in a column.

This property is an enum. The value

for this property can be one of:

• PRIMARY

• SECONDARY

• PARTITIONED_PRIMARY

• UNIQUE

• OTHER

For details, see Understanding the

Index Key Types and Icons

When specifying an index, ensure

that the corresponding table is al-

ready a part of the database metadata.

Even for index upsert, this field is

required.

Example: Use PRIMARY index type

to define a primary key.

continues on next page
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Table 2 – continued from previous page

Property If Required Description

column_names yes An array of column names on which

the index is defined. If the index is

composite, this array will have mul-

tiple column names.

• This cannot be an empty array.

• When specifying an index,

make sure the columns it cor-

responds to are already a part

of the database metadata.

• For index upsert, this field can

be optional.

• The order in which the column

names are specified is impor-

tant because this implies the

sequencing of the column forf

composite indices.

Example: [“column1”]

data_structure no The underlying data structure used

by the index. The value for this field

can be one of:

• BTREE

• HASH

• BITMAP

• DENSE

• SPARSE

• REVERSE

• OTHER

• NONE

Default: NONE

index_type_detail no A string having custom detailed in-

formation about the index.

Example: MU LTI_COLUMN_-

STATISTICS

is_ascending no Set this boolean to true if the index

is created in ascending order, other-

wise set false.

This is not valid for the composite

index.

filter_condition no Filter condition used while creating

an index for part of the rows in the

table.

This is not valid for composite index.

Example: ([filteredIndexCol]>(0))

is_foreign_key no Set this boolean to true if the index

is a foreign key. This allows Alation

to recognize the index as a foreign

key.

When this is set to true, it is manda-

tory to provide the values for for-

eign_key_table_name and foreign_-

key_column_names fields.

continues on next page
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Table 2 – continued from previous page

Property If Required Description

foreign_key_table_name yes if is_foreign_key is set to true The key of the parent table object

which the foreign index refers to.

This is required only if is_foreign_-

key is set to true. Make sure the

table it corresponds to is already a

part of the database metadata.

Example: 7.schema_a.table_a

foreign_key_column_names yes if is_foreign_key is set to true An array of column names on the par-

ent table object which the foreign in-

dex refers to.

• This is required only if is_-

foreign_key is set to true.

• Make sure the columns it cor-

responds to are already a part

of the database metadata.

• The number of columns here

should match the number of

columns in column_names

field.

Example: [‘column1’]

Sample CSV

"key","table_type","column_type","index_type","column_names"

"public","","","",""

"public.customers","VIEW","","",""

"public.parts","TABLE","","",""

"public.parts.id","","varchar(40)","",""

"public.parts.index","","","SECONDARY","['id']"

Understanding the Index Key Types and Icons

You can use one of the following index types (index_type):

• PRIMARY: Ensures the uniqueness of the primary key in a table.

• SECONDARY: Specifies additional indices to speed up queries related to non-primary keys.

• PARTITIONED_PRIMARY: Indicates a partitioned primary index for efficiently managing large tables.

• UNIQUE: Enforces the uniqueness of values in a column or set of columns.

• OTHER: Indicates custom or context-specific index types specific to certain database systems or applications.

Based on the value you set for the index_type property, one of the following icons are displayed on catalog pages next

to Columns:
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Icon Description

Primary key icon. This icon is displayed when index_type is set to PRIMARY.

There will be only one primary key icon for a table.

Foreign key icon. This icon is displayed when index_type is set to SECONDARY, PARTITIONED_-

PRIMARY, UNIQUE, or OTHER and is_foreign_key is set to true.

Index key icon. This icon is displayed when index_type is set to any value other than PRIMARY (SEC-

ONDARY, PARTITIONED_PRIMARY, UNIQUE, or OTHER) and is_foreign_key is set to false.

2.8.5 Encoding and Special Characters

• If the data has Unicode characters, make sure the file is encoded in UTF8. Alation will show a preview before

you confirm importing.

• If a property in the head does not apply to the key, leave it empty.

• Alation does not support symbols ' " [ ] in the names loaded using CSV. If you must have these symbols in

the names, you will have to use a complex escaping sequence.

2.8.6 Adding, Updating, and Deleting Properties per Technical Metadata Object

Initially, you can upload only some of the properties for a key and later update the same key with new properties or

update or delete an existing property value. For example, you can do one upload to add view_sql to all VIEWs and

another upload to add ts_created. This second upload will retain the previously added view_sql if you omit that

column.

Adding Properties

Let us discuss examples of importing a TABLE, COLUMN and INDEX objects and their properties. Suppose, the first

import uploads only some of the properties as illustrated in the Sample CSV below:

Sample CSV:

"key","table_type","column_type","db_owner","definition_sql","constraint_text","ts_

created","ts_last_altered","partitioning_attributes","synonyms","skews_info","table_

comment","index_type","column_names","index_type_detail","is_ascending

"public","","","","","","","","","","","","","","",""

"public.parts","TABLE","","alation","create table schema_a.table_a(column1 int);",

"column_a UNIQUE","2018-03-13T22:09:33Z","2018-03-13T22:09:33Z","['column1', 'column2']",

"[{'schema_name': 'schema_a','table_name':'table_a'},{'schema_name': 'schema_b','table_

name':'table_b'}]","{'column1': ['column1_value1', 'column1_value2'],'column2': [

'column2_value1', 'column2_value2']}","Created by DB","","","","",""

"public.parts.id","","int","","","","","","","","","","","","","",""

"public.parts.index","","","","","","","","","","","","SECONDARY","['id']","BTREE",

"MULTI_COLUMN_STATISTICS","true"

You can specify such list properties as

• partitioning_attributes

• bucket_attributes
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• sort_attributes

• synonyms

individually.

Sample CSV:

"key","table_type","bucket_attribute1","bucket_attribute2","sort_attribute1",

"partitioning_attribute1","synonym1","synonym2"

"public.parts","TABLE","bucket_column1","bucket_column2","sort_column1","partition_

column1","{'schema_name':'schema_a','table_name':'table_a'}","{'schema_name': 'schema_b',

'table_name': 'table_b'}"

Updating Properties of an Existing Object

While creating the above TABLE object, we have not added the data_location property. We will next add that

property and update the value of the existing property db_owner. For the COLUMN object, we can also add position

and update column_type. Similarly, for an INDEX, we can add filter_condition and update the existing property

data_structure.

Sample update CSV:

"key","table_type","db_owner","data_location","position","index_type","filter_condition",

"data_structure"

"public.parts","TABLE","new_owner","hdfs:///user/hive/warehouse/parts","","","",""

"public.parts.id","","","","5","","",""

"public.parts.index","","","","","SECONDARY","([filteredIndexCol]>(0))","HASH"

All the properties mentioned while adding the object for the first time are retained. index_type and is_foreign_key

cannot be changed after the index is created. foreign_key_table_name and foreign_key_column_names are

required if is_foreign_key is part of the request. However, is_foreign_key can be skipped to retain the existing

foreign key reference values.

Deleting Properties of an Existing Object

For already uploaded properties of an object, you can delete the properties by uploading the same object with the

property value set to null.

However, table_type, index_type, column_names, is_foreign_key, foreign_key_table_name, and

foreign_key_column_names property values cannot be deleted.

Sample CSV

"key","table_type","db_owner","data_location","position","index_type","data_structure",

"filter_condition"

"public.parts","","","","","",""

"public.parts.id","","","","","","",""

"public.parts.index","","","","","SECONDARY","",""

This upload removes the data_location and db_owner properties for the TABLE object, removes column_type and

position properties for the COLUMN object, removes data_structure and filter_condition for the INDEX

object.
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2.8.7 Uploading the CSV File

To import metadata from a CSV file,

1. Sign in to Alation, open the settings page of the Virtual Data Source you need to upload the metadata for, and

open to the Import Metadata tab.

2. Upload or drag and drop the source CSV file into the upload area.

3. Review the uploaded file. Any formatting errors will appear in the Error column of the preview table.

4. In the top left corner of the uploaded table, click Confirm to confirm upload.

5. Refresh Job History. When the import is completed, the corresponding completed Metadata Extraction (MDE)

job will be listed in the Job History table.

6. Navigate to the catalog page of the Virtual Data Source to view the imported metadata.
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CHAPTER

THREE

LINEAGE

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Lineage is data about the origin of data and its movement through an organization’s data ecosystem. Lineage data

documents how target data objects are created from source data objects. Lineage is visually represented as a diagram

on the Lineage tab of a data source, BI source, or file system. Lineage diagrams frequently include Dataflow objects,

which can be used to document:

• ETL and ELT processes

• stored procedures

• SQL queries

• scripts that produce target data from source data

The lineage diagram brings together a target data object, its upstream sources, and the dataflow objects that track its

movement, to fully represent the data ecosystem.

From version 2023.3, lineage can be displayed in either of two views: a classic view and a compound layout view. The

compound layout view, currently in Beta release, groups lineage components by their top-level data source. For more

information, see Reading the Lineage Diagram.

3.1 Types of Lineage

There are two main types of lineage: table-level and column-level. Table-level lineage is the more common, as all types

of lineage extraction are capable of producing it. Column-level lineage is dependent upon both the data source and the

data source connectors—currently, only some OCF connectors support column-level lineage.

Alation automatically calculates lineage using metadata sourced from metadata extraction (MDE), query log ingestion

(QLI), Compose queries, and the data posted over the Alation public APIs. One part of MDE lineage extraction is direct

lineage, which is lineage data extracted from system tables in certain databases such as SAP HANA and Databricks

Unity Catalog.

Table-level lineage is calculated for most sources, and column-level lineage is calculated for those sources whose

connectors support it. Both table-level and column-level lineage can also be created manually or by using the Lineage

API. For a complete list of OCF connectors that support column-level lineage, see the Support Matrix.
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3.2 Lineage Architecture

The lineage service, introduced in Version 2021.4, is a microservice operating inside the Alation server. It is responsible

for the creation, storage, and retrieval of lineage data into the catalog.

The Alation server creates lineage data from multiple sources, such as metadata extraction (MDE), query log ingestion

(QLI), Compose query history, and public APIs. With Lineage V3 enabled, lineage events generated from these sources

are sent to the Lineage V3 service via Event Bus. In the lineage service:

• the lineage write service consumes lineage events from the Event Bus and stores this lineage data into

the lineage database;

• the lineage read service retrieves the stored lineage data and powers the lineage diagrams in the

Alation user interface.

3.3 Enabling Column-Level Lineage

For most connectors that support column-level lineage, column-level lineage is not calculated by default. You must first

enable automatic extraction by setting a feature flag similar to the following on the **Feature Configuration** tab of

Alation’s **Admin Settings** page:

If you still do not see column-level lineage, check with your Alation account manager to ensure that column-level lineage

for the specified connector is part of your Alation license entitlement.
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3.4 Lineage API Documentation

Lineage API documentation can be found:

• on the Developer Portal: Lineage APIs

• From release 2020.3, as an OAS 3.0 specification at <AlationInstanceURL>/openapi/lineage/.

For a quick start guide to lineage APIs, see Lineage - General API Quick Start Guide.

For a quick start guide to dataflow object APIs, see Lineage - Dataflow Quick Start.

For frequently asked questions about lineage and dataflow objects, see Lineage & Dataflow - Frequently Asked Questions.

3.4.1 Dataflow Objects

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

A dataflow object is a type of Alation object that represents the data flow between source and target objects and documents

the process of creating the source-target connections. A dataflow object is generic and can be used to store information

about ETL or ELT processes, stored procedures, SQL queries, or scripts used to create target data from source data.

Dataflow objects can be created in four ways:

• Automatically by Alation when it calculates lineage data from the metadata ingested during metadata extraction

(MDE), query log ingestion (QLI), and from ingesting Compose queries. For example, a dataflow object will be

created when you run CREATE TABLE or CREATE VIEW queries in Compose to create new data objects.

• From direct lineage pulled from certain databases that store lineage records in system tables. Direct lineage is

supported only for certain databases using OCF connectors, such as SAP HANA.

• By the Lineage APIs

• By manual lineage creation.

On the Lineage diagram in Alation, dataflow objects are represented with their own graphic elements. Automatically

generated or API-created dataflows use the following icon:

The icon is shown in context in the following diagram:

Manually added dataflow objects have the following icon:
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Each dataflow object has a dedicated catalog page in Alation.

Viewing Dataflow Objects in the Catalog

To open the page of a dataflow object,

1. On the Lineage tab, on the diagram itself, click the dataflow object you want to view.

2. Scroll down to the view area under the diagram. The dataflow object page will be displayed in the view area:

If your role has appropriate permissions, you can change the catalog fields for the dataflow object directly in this

view pane or you can open this page in the Catalog by clicking Open on the upper right. You can add the Title and

Description and edit other available custom fields.
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Finding Dataflow Objects Using Search

To find dataflow objects that exist in your catalog:

1. In the Search box, start typing the title of a dataflow object. The search results will update to display all objects

that match the text you typed. If the title of any existing dataflow object matches the text, it will be included in the

result set:

2. Click the object in the search result set to view its dedicated catalog page.

Dataflow Fields

Each dataflow object has a number of fields associated with it, including standard ones such as Description, Stewards,

Domains, Tags, and Relevant Articles, but also the following ones specific to dataflow objects:

• Properties

• Dataflow Content

• Data Input

• Data Output

Properties

The Properties field includes the following:

• Source—Shows the group source name of the dataflow object, if one has been created. Users with administrator

roles can edit this field, and either select an existing group source or create a new one. This source name can then

be used to filter the lineage shown. See Group Dataflow Objects for more information.

• Creation Type—Has information on how the dataflow object was created:

– AUTOMATIC
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– API

– MANUAL

• External ID—Displays the external_id property of the dataflow objects created using the API.

Dataflow Content

The Dataflow Content field contains detailed information on what kind of data transformation was performed at this

point in the data flow. This field is not editable on the dataflow object’s catalog page, but can be edited in the lineage

editor’s Details tab. When a dataflow object is created automatically, the Dataflow Content field will contain the query

that created the target object. Dataflow objects created using the dbt connector contain the Jinja code used to generate

the associated lineage. If the dataflow object is created using the API or manually, the Dataflow Content field value

should also be provided.

Input and Output Fields

The Data Input and Data Output fields have the information on the source (Input) and Target (Output) data objects. If

there are any external (EXT) or temp (TMP) objects connected to the dataflow object, the Data Input and Data Output

sections do not show them but they can be viewed in the lineage diagram.

Under Data Input and Data Output, you can expand the objects that have child objects:

Customizing the Dataflow Page Template

You can customize the catalog page template of the Dataflow object in a similar way to customizing the catalog template

of any other object.

You need the role of a Catalog Admin or Server Admin to be able to change object templates.

The template of the Dataflow object can be found at Settings > Catalog Admin > Customize Catalog > Custom

Templates > Data Object Templates > Dataflow.

For details on how to customize templates, see Custom Fields.
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Deleting Dataflow Objects

You can delete a dataflow object using the lineage editor.

1. Log in to Alation as an admin user.

2. Open the catalog page of the data object for which you want to delete a dataflow object.

3. Click the Lineage tab to open it, then click the Edit button on the top right of the diagram.

4. Click the node representing the dataflow you want to delete to open the dataflow object editor.

5. Click the trash can icon to the right of the dataflow object’s name. You are shown a confirmation dialog that warns

you that existing lineage will be disconnected and any external objects connected to the dataflow will be deleted.

6. Click Delete to delete the dataflow, or Cancel to cancel the operation.

For dataflow objects created manually, you can also delete individual dataflow paths. See Deleting a Path.

Group Dataflow Objects

From Alation release 2022.3, dataflow objects can be grouped according to source, which allows you to filter your

lineage diagram by group. All automatically created dataflow objects have a group assigned based on the data source

they are derived from. For example, if you run MDE and QLI on an Oracle data source, any dataflow objects created

will have source Oracle.

If the data source is renamed or deleted, the corresponding group is likewise renamed or deleted.

When creating a dataflow object with the Lineage API, you can pass a source group name along with the payload to

associate it to the dataflow object. If the passed group name already exists, the new dataflow object is associated with it.

If not, the passed name is used to create a new source group and the dataflow object is associated with the new group.

When creating a dataflow object manually, you can also manually associate it with a new or existing source group.

You can modify or create a source group using either the Details tab of the lineage editor or the dataflow object’s catalog

page. In either case, you click the pencil icon beside the contents of the Source field, where you have the choice to

select from existing sources or create a new source:
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To select from existing sources, choose from one of the already-defined sources:

To create a new source, type a source name in the provided field, then select the green check mark to the right of the

field (the source name can be anything you like; it does not have to match an existing data source):

If you are making your changes in the lineage editor, click Done and then Publish Lineage to publish your changes.
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Creating Dataflow Objects with API

See Lineage - General API Quick Start Guide.

3.4.2 Reading the Lineage Diagram

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

When Alation has enough metadata to calculate lineage for a data object, the Lineage tab displays the available lineage

data. If there is no lineage data, the Lineage tab can be used to manually create lineage for the object.

For the sources that support Lineage, Table > Table lineage (for Data Sources) and data source > report > dashboard

lineage (for BI Sources) is calculated automatically by default. Certain data source connectors also support column

level lineage. Dataflow objects are also created automatically if the target data object was created using a SQL query.

Note that dataflow objects are not created automatically during extraction from BI sources.

Note: Automatic lineage calculation works only for sources for which Lineage is supported by Alation: see Support

Matrices for details on supported features by source type.

There are two available views of lineage data, the classic view and the compound layout view, in Beta as of version

2023.3:

Classic View:

Compound Layout View:
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For more information on the compound layout view, see Use Compound Layout.

Note: If you do not see the Use Compound Layout toggle or the Edit button shown in the screenshots above, your

version of Alation may be using an older version of lineage. To update to the latest, see Enabling Lineage V3.

Colors on the Lineage Diagram

When you open the Lineage tab on a catalog page of a data object, this main object is highlighted in blue. You can click

other nodes, arrows, and Dataflow objects on the diagram: this will shift the blue highlighting to these nodes and, when

available, will display their respective catalog pages in the page preview area under the diagram:

When you click a data object, its links (arrows) to other objects are automatically highlighted:

Deprecated objects are both highlighted in red and feature a badge resembling a stop sign, while objects to which

deprecation is propagated from their source objects are highlighted in red:
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Exploring Lineage

When you select a data object on the diagram, you can view its catalog page in the preview area under the diagram area:

If an object type is not supported by the Alation catalog, the preview pane will tell you that Alation has no data associated

with this object. Such objects are assigned the object type “external” and are labeled as External on the Lineage diagram:

they are marked with the EXT badge. See Badges:
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Badges

You will sometimes see badges on the nodes of the diagram. They signal that the data object is:

• Temporary (TMP): objects of this type are supported by the Catalog, but this specific object is not present in the

Alation Catalog metadata. It can be either an object that does not exist in Alation or an object that was deleted.

Also see Filtering Dataflow Objects below.

• External (EXT): objects of this type are not currently supported by the Alation Catalog and are represented with

a generic object type external. Data with the external object type can be provided using the public API:

• Deprecated: an object is flagged as Deprecated in the Alation Catalog:

Starting with release 2020.4, Alation supports multiple badges for a single lineage node:
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Deprecation

Deprecation is not only shown as a badge on the flagged object but is also propagated downstream to the target object.

The links which pass deprecation are red too. Although the target object does not have the deprecation badge, it will be

colored red too. You will see that such an object has a propagated Warning flag informing you that one of the parent

objects is deprecated:

Number of Nodes

Extremely large lineage diagrams can be difficult to process and display; from release 2022.4, you can control both the

horizontal and vertical extent of such diagrams. Earlier releases of Lineage V2 provided control over just the vertical

extent. If you are an Alation Server Admin, see Modifying the Number of Nodes Displayed in Lineage Diagrams about

how to set the number of nodes.
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Horizontal Pagination

Horizontal pagination, new in release 2022.4, allows you to specify the number of nodes displayed by default before a

user has to click to see more. If your Server Admin limited the number of nodes, larger diagrams may display horizontal

pagination nodes that can be expanded to show more lineage:

You can click to show either four more levels or all levels:

Vertically Collapsed Nodes

On large multi-node lineage diagrams, some of the same-level nodes will be collapsed under a node named More

nodes. . .

Click More nodes. . . to expand the box and view the collapsed nodes.

If multiple nodes are concealed by the More nodes. . . node, you can add nodes that are hidden under the More nodes. . .

element to the diagram. To add the hidden elements:

1. Click More nodes. . . to open the list of hidden objects:
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2. Click the node you want to add. It will be added to the diagram and removed from under the More nodes. . . node.

This way, you can add all the collapsed nodes one by one to be explicitly displayed on the diagram.

View Column Level Lineage

In the classic view, you can view column-level lineage by expanding the parent object node to see the child columns and

the associated lineage. To expand, click the Expand arrow icon on the data object:

The parent node will be expanded to reveal the child nodes:
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If there are many child nodes, some may be collapsed under a node labeled More nodes. . . . See Vertically Collapsed

Nodes.

To collapse the parent and hide the column child objects, click the arrow icon again.

Use Compound Layout

From release 2023.1, the Use Compound Layout toggle provides an alternative view of the lineage data, organized

by the data source or dataflow object group to which the object belongs. The compound layout view is well suited for

visualizing data movement across data sources and for isolating particular areas of interest with the column-level tracing

feature, described below.

In the example below, the Financial Transaction data is shown grouped by the data source Databricks -

AWS:

From release 2023.3.2, the compound layout view shows an appropriate logo for the data source, if available:
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Compared to the classic lineage view, the compound layout collapses more nodes by default. Click the +4 levels button

to expand the upstream nodes:

When in the compound layout, you may see additional upstream and downstream lineages that are not directly linked to

the main object. See Viewing Source and Target Objects.

In the compound layout, you can view column-level lineage for one column at a time. You expand as before, by clicking

the Expand arrow icon on the data object:
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A list of the columns appears:

Hover over a column name and a Trace Lineage button will appear beside the column name:

Click the Trace Lineage button. When the lineage trace is ready, a message appears with a View button:

Click View to enter the Column Trace View, which shows the lineage for the selected column.
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You can move between this Column Trace View and the Full Lineage view by clicking their respective labels at the

top of the lineage chart.

Viewing Source and Target Objects

In both the standard and compound view, the Lineage diagram can display additional upstream and downstream lineages

that are not directly linked to the main object. For example, if a data object has links to more than one source or target

tables, this additional lineage data can be revealed. You may notice that each data node on a Lineage diagram has “three

dots” displayed on the right of the node:

To explore additional lineage links for data objects on the diagram, click the three dots on the node and in the list that

opens, click either Show parents or Show children:
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• Show parents reveals all upstream lineage for an object (source objects)

• Show children reveals reveal all downstream lineage (target objects)

The additional source or target objects that are not directly linked to the “main” object—the object on the page from

which you opened the Lineage diagram—will be connected using dotted lines:
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Filtering Dataflow Objects

Available from release 2022.3

It is possible to exclude groups of lineage paths using the Filters button in the lineage chart. You can filter using dataflow

sources, which are groups you define and manage, as well as show or hide temp objects.

If you have defined one or more dataflow sources, they will appear under Dataflow Source in the Filter Lineage to:

dialog. To select all the sources, click Select all. Otherwise, select one or more of the defined sources.

Click Apply to apply the filter. The lineage diagram will be redrawn to show those paths that, if they have a dataflow

source defined, match the selected sources. Paths for which no source is defined are also shown.

Similarly, if you choose the Hide button under Temp Objects, the Lineage diagram will be re-drawn without temporary

objects. For example, here is a Lineage diagram with several temporary objects:
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After applying the Hide button:

Full-Screen Lineage View

Available from release 2020.4

You can explore the Lineage diagram in the full-screen mode.

In the top right corner of the diagram, click the Fullscreen button to enter the full-screen mode:

832 Chapter 3. Lineage



Alation User Guide

In the full-screen mode, you can:

• Use all other features of the diagram, such as zooming in or out, filtering dataflows, centering the main node, and

dragging the diagram.

• Re-size the diagram and preview panel by dragging the divider left-right or top-down depending on the view

orientation.

• Rearrange the diagram and the preview panel vertically or horizontally.

• Click Close on top right to exit the full-screen mode.
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Tabular Lineage Reports

Applies from release 2021.1

You can view the downstream or upstream lineage of an object in a tabular format. See Lineage Impact Analysis

Related Topics

Lineage

Dataflow Objects

3.4.3 Lineage Impact Analysis

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation Catalog users can further explore lineage data by viewing Lineage Impact Analysis reports. Lineage Impact

Analysis reports list the downstream or upstream data objects in a tabular format.

To view the downstream or upstream report, click the corresponding button on top right of the Lineage diagram on the

Lineage tab of a Table or a BI Report:

• Click View Impact Analysis to view the objects downstream from the main object

• Click View Upstream Audit to view the objects upstream from the main object.

Note: The main object is the object from whose catalog page you are viewing the Lineage diagram.

Both the Impact Analysis report and the Upstream Audit reports are initially blank. To see information, you must first

select one or more filters from the top of the page, as follows:

• Object Type is: Filters to the specified object type(s). You must select at least one object type.

• Steward is: Filters to objects for which the selected user is a Steward. The default is All.

• Source is: Filters to objects that are in the selected source. This automatically applies the object type filter in

order to display object types that can exist as children of the selected source object. The default is All.

• Temp objects are: Allows the user to include or exclude temp objects from the table. The default is included.

• Max distance is: Specifies how deep to traverse the lineage relationships. You can specify a distance value from

1 to 50, or you can specify -1 to indicate all distances should be included.

Note: Traversing deeper into lineage may increase the number of objects to be retrieved and may

increase the report loading time.
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When you have set your filters, click Apply Filters.

The Impact Analysis report and the Upstream Audit report display the following information:

• Flags: Endorse, Warn or Deprecate flags currently applied to the data object.

Note: Objects with deprecation propagated from the source objects upstream will display the Warning

flag. The Deprecation flag is displayed only for objects to which it is applied directly.

• Name: name of the data object found downstream (Impact Analysis Report) or upstream (Upstream Audit Report)

from the main node. You can open the catalog page of the corresponding object by clicking on its name.

• Type: object type, such as Table, Column, Dataflow, or BI Report.

• Path: path to the object in a data source, if applicable. The path shows all parent objects up to the data source

level, for example: [MySQL] Analytics / ipps / summ_top_drg / provider_street_address

• Stewards: stewards assigned to the object

• Distance: number of nodes, or lineage steps, between this object and the main object on the Lineage diagram
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Customize the View of the Tabular Lineage Reports

You can customize the number and order of columns displayed in the tabular Lineage reports by excluding or including

columns or by rearranging them. To modify the column display, use the Column Organization widget located left and

above the table:

1. Select or clear the checkbox for a table column in order to include or exclude it.

2. Press on the highlighted column name and drag-and-drop it to a different place in the list to change the order of

columns in the table.

3. Click Reset on top right of the widget to reset the table to the default view.

4. To close the Column Organization widget, click its icon again:
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View the Report for Child Objects

When child columns are present for the table object, the Impact Analysis reports can be filtered to a specific child

column. To view how a child column impacts the upstream or downstream lineage:

1. Select this child column from the list next to the main object name:

2. The table will be filtered to only include objects connected by lineage to the selected child object:
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3. You can reset back to the main object by clicking Reset on the top right of the Select level of detail list:

Export the Lineage Reports to CSV

Click Export to CSV on top right of a report to export it to CSV.

The exported report contains only data matching the current filters.

Alation prepares the CSV file in the background. After the CSV file has been prepared, a unique download link will be

emailed to your email address from the Alation server.
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Enable or Disable Lineage Reports

The Lineage reports feature is available by default. It can be enabled or disabled in Admin Settings > Feature

Configuration by a Server Admin.

To disable or enable:

1. In Admin Settings > Feature Configuration, locate the feature switch Lineage Impact Analysis and Upstream

Audit and toggle it off or on.

2. Save the changes on the Feature Configuration page.

When the Lineage reports feature is disabled, the buttons View Impact Analysis and View Upstream Audit are not

available on the Lineage diagram.

3.4.4 Manual Lineage Curation

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Users can create and edit lineage diagrams manually in the Alation interface using the capabilities of the Manual

Lineage Curation functionality.

Note: In versions 2021.4 through 2022.2, only manually created lineage data could be edited. Lineage data from other

sources, such as the lineage created automatically as the result of metadata extraction and query log ingestion or the

lineage pushed into the Catalog with the Lineage API, could not be edited manually.

Editing the lineage data manually requires an admin-level role: Server Admin, Catalog Admin, or Source Admin.

By default, Manual Lineage Curation is disabled.

Enabling Manual Lineage Curation

Prerequisite

Manual Lineage Curation requires Lineage V3. Before enabling the Manual Lineage feature, migrate the existing lineage

data to Lineage V3. On how to migrate the lineage data, see Enabling Lineage V3.

Enable Manual Lineage

An Alation Server Admin can enable Manual Lineage after migrating the existing lineage data to Lineage V3. To enable

Manual Lineage Curation:

1. Log in to Alation as a Server Admin.

2. Go to Admin Settings > Feature Configuration.

3. Locate the feature toggle for Manual Lineage and click to enable the feature.

Manual Lineage Curation

This enables manual lineage. This feature requires lineage V3. In the future, this feature

might require additional license.
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4. Scroll up and click Save changes to apply the new configuration.

With Manual Lineage Curation enabled, there will be two changes in the Alation user interface on the Catalog pages of

data objects, for example, Tables or BI Reports, for users with admin roles:

• The Lineage tab will be enabled even if there is no lineage data. If there is no lineage data yet, the page will

display a message that no lineage data exists and the button Manually Create Lineage:

• If lineage data already exists, admin users will see the Edit button on the Lineage diagram:
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Disabling Manual Lineage

Manual Lineage Curation can be disabled using the same toggle Manual Lineage Curation in Admin Settings >

Feature Configuration.

Disabling the Manual Lineage Curation toggle will hide the ability to create lineage data manually on the Lineage tab of

catalog pages of data objects. Note that the lineage data that was previously created manually and published will remain

in the catalog. Only the capability to create new lineage manually will be hidden.

See next: Creating Lineage Data Manually.

3.4.5 Creating Lineage Data Manually

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Users with the Catalog, Source, and Server Admin roles can create lineage data manually if the Manual Lineage Curation

feature is enabled in the Alation Catalog. See Manual Lineage Curation for details about activating this functionality.

Admin users creating manual lineage do not have to be assigned as Data Source Admins to the data source to be able to

create lineage for this source. They can create lineage on the Catalog pages of all data objects they are allowed to access

in the Catalog:

• Public data sources

• Private data sources they are granted access to

• BI sources they have access to.

Both table-level and column-level lineage can be created manually.

Opening the Lineage Editor

To open the manual lineage editor:

1. Log in to Alation as an admin user.

2. Open the catalog page of the data object for which you want to create lineage, for example a Table or a BI Report.

3. Click the Lineage tab to open it. If lineage data already exists, you will see the Edit button on the top right of the

diagram:
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If no lineage data exists, there will be the Manually Create Lineage button:

4. To begin creating lineage either click Edit or Manually Create Lineage. This will open the lineage data editor:
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You can close the lineage editor anytime by clicking Cancel and then Close on top right. In this case, your unpublished

changes will not be saved. Currently, the only way to save your work in the lineage editor is to publish the lineage data

you created. There is no ability to save manually created lineage for later or any other way to preserve your work.

Creating Table-Level Lineage Manually

To create table-level lineage:

1. In the Lineage editor, click on the data object for which you want to create lineage. This will add two plus icons,

upstream and downstream from the object:
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2. Click on any of the plus icons, depending on what kind of lineage links you want to create, upstream or downstream.

The icon will be highlighted and a dataflow object editor will open on the right. Note that the object for which

you are creating lineage will be automatically added to either Sources or Targets depending on which plus icon

you clicked:

3. In the dataflow editor, specify a Title instead of the placeholder text.

4. You can add values to the Steward field of your dataflow object. This adds values to the Steward field on

the Dataflow catalog page. The Source Admin creating the dataflow object is the first Steward who is added

automatically. To add other users or groups as Stewards, click the plus icon to the right of the Stewards field and

in the Quick Search dialog, find and click a user or a group to add them:

6. To remove a Steward, hover over a name in the Stewards list and then click the cross icon to the right of the name.

Next, add paths and the lineage details.
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Adding Paths

The Paths tab of the dataflow properties is selected by default. Under Paths, you can add one or multiple lineage paths

from Source to Target data objects.

A path is a lineage link from the upstream Source object to the Dataflow object or from the dataflow object to the

downstream Target object. Each path requires at least one Source data object and at least one Target data object.

Adding Sources

To add a Source object, click on Add Sources and use the Quick Search dialog to find the source object in the Catalog:

Note the changes on the Lineage diagram after you have added the Source object: the editor will display the link from

the source object to the dataflow object:
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Adding an External Source

You also have the ability to add Source objects that are not represented in the Alation Catalog, or external objects. This

provides Source Admins with the ability to insert objects into lineage without having to create a virtual data source

to represent those external objects. To add a Source object that is an external object, click Add External Object and

specify an ID for the external object. The ID field is used to identify the external object in Alation and must be unique.

Do not leave the ID unspecified and do not leave the default value of zero.

After providing the ID, click Add External Object:

External sources will display the EXT label on the diagram:

Adding Targets

To add a Target object, click Add Targets and use the Quick Search dialog to search for the Catalog object to add:
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You can add several Targets if multiple targets are affected by the current dataflow object.

Adding an External Target

You also have the ability to add target objects that do not exist in the Alation Catalog, or external objects. This provides

Source Admins with the ability to insert objects into lineage without having to create a virtual data source to represent

those external objects. To add a Target object that is an external object, click Add External Object under Targets and

specify an ID for the external object. The ID field is used to identify the external object in Alation and must be unique.

The value can be a reference to external objects such as external folders or files. Do not leave the ID unspecified and do

not leave the default value of zero.

After providing the ID, click Add External Object. The external Target object will have the EXT label on

the diagram:
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Removing Source and Target Objects

To remove a Source or Target object from lineage data, click the cross icon for this object:

Highlighting Paths

You can highlight a path by clicking the Highlight icon to the right of the Path number:

This will highlight this specific path in the working area of the editor:
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Adding Multiple Paths

To add another path, click Add Path at the bottom of the Paths tab. This will add another path, Path 2, to the currently

edited dataflow object:

Add Source and Target objects to the new path using the Add Sources and Add Targets buttons.
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Deleting a Path

To delete a path, click the trash can icon to the right of the Path number. This will remove the path from the dataflow

editor and from the working area.

Adding Lineage Details

On the Details tab of the Dataflow object editor, you can add a Description of the lineage data you are adding and the

SQL for lineage paths. Click the Details tab of the editor to open it:

To add a description, click Edit for the Description field, add a description and save.

To add the SQL code, click Edit for the Dataflow content field, provide the SQL code and save.

You also use the Details tab to assign a group source for the dataflow object. See Grouping Dataflow Paths.
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Staging Table-Level Lineage for Publishing

After creating paths and adding details, click Done on the bottom left of the dataflow object editor. This closes the editor

and stages your changes for publishing: the Publish Lineage button on top right of the working area becomes active.

Publishing Table-Level Lineage

Changes are not visible to other Catalog users until they are published.

Publish the lineage data to save your work and to make the lineage data visible to all catalog users.

Important: If you click Cancel at this point or refresh or close the browser window, you will lose your

work. Publishing is the only way to save the lineage data you created manually.

To publish the lineage data you created, click Publish Lineage and confirm this action in the confirmation dialog that

pops up:

This will add your manually created lineage to the Lineage diagram.

Creating Column-Level Lineage

Available from version 2021.4.5

Column-level lineage can be created using subpaths within each primary path. To create column-level lineage:

1. In the Lineage editor, click on the dataflow for which you want to create column-level lineage. This will open the

property editor on the right.

2. In the editor, locate the primary path where you want to add column-level lineage. For this path, click Add

Subpath at the bottom of the path section.
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This will add a subpath editor to the primary path.
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3. For every subpath you create, you will need to add Sources and Targets. A source is the source column that is

used to create another column. A target is the column created from the source through the dataflow object. To

add a source column, click the plus button under Sources and search for and select a source column.

4. When you click on the column in the quick search, it will be added to your lineage diagram. Note that the newly

created lineage links are shown with dashed lines.

5. Next, add a target. Click the plus button under Targets to begin adding the target column.

6. In the Quick Search field, search for the target column and click its name to add it to the subpath. The column

will be added as a target column and will appear on the diagram under the target table:
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7. Repeat this process if you want to show lineage for multiple columns. Begin with creating a new subpath under

the primary path and add sources and targets to the subpaths.

8. After completing all column-level lineage links, click Done on bottom right to stage your lineage data for

publishing.

9. Click Publish Lineage on top right to publish your changes and make them available to other users. You will see

the following message:

This is expected. Take note of the Job ID. It will be required if you encounter problems publishing the

lineage you just created. Click Okay to close the message.

Note: When you click Publish Lineage, all changes to the lineage diagram that you made in the

editor are sent for processing. If processing succeeds, you will see the updated lineage graph. However,

if for some reason processing fails, then all the changes will be lost and the details will be available

in the job status. The job status can be retrieved using the Jobs API and the Job ID from the Publish

Lineage message. See How to use the Job ID below for more details.

10. Click Cancel on the upper right or use the back button of your browser window to go back to the Catalog page.

This will close the editor. The lineage links you created should be displayed on the lineage diagram.
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Note: If you do not see your changes on the diagram, wait for about 30 seconds, go back to the Overview tab

and refresh the page. Then click on the Lineage tab to view the updated graph.

Creating Multiple Subpaths vs. Creating Multiple Sources and Targets Within One Subpath

If you want to show column-level lineage for multiple source columns of the source table that are linked to multiple

target columns of the target table, you can either use multiple subpaths under the same primary path or create multiple

source and target columns within one subpath. This depends on what kind of lineage you want to add. The user interface

of the lineage editor provides enough flexibility to support various cases of lineage.

For example, if you want to show that multiple source columns are used for creating one target column, you should

create multiple source columns and a single target within the same subpath. Note that when you publish your lineage

and click on a specific object, the full subpath will be highlighted, and you will see multiple highlighted sources.

The screenshot below shows a target column that has multiple source columns. In this configuration, there are multiple

source columns and a single target column in the lineage subpath.

If you want to show that each source column in the source table has one corresponding target column in the target table,

you should create multiple subpaths within the primary path that connects the source and target tables. The following

screenshot shows a subpath that has a single source and a single target:
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How to Use the Job ID

When you publish new lineage data, Alation creates a job on the server that processes it and writes the changes to the

internal lineage database. This job has an ID that is exposed in the message that pops up when you click the Publish

Lineage data. You can use this Job ID with the Jobs API to retrieve the status of this publishing job.

If the lineage you are trying to publish does not appear on the lineage diagram, Alation recommends checking the job

status using the Jobs API. Delays in publishing lineage data may be caused by other processes running on the system,

such as metadata extraction or query log ingestion jobs.

The lineage job is also logged in Admin Settings > Monitor > Completed Tasks. A completed job will appear on the

Completed Tasks tab. The name of the lineage publishing job is push_manual_lineages_from_file.

Differentiating Automatic and Manual Lineage

On a Lineage diagram that has both automatically generated lineage data and manually added lineage paths, you can

differentiate between the type of lineage data by looking at the dataflow object icons:

• Automatically generated lineage or lineage added using the Lineage V2 API:

856 Chapter 3. Lineage

https://developer.alation.com/dev/reference/jobs-apis


Alation User Guide

• Manually added lineage:

When you edit a Lineage diagram that already has automatically generated lineage or lineage added using the Lineage

V2 API, you won’t be able to edit these generated paths. From version 2022.3, however, you can add or edit details for

automatically generated lineage.

Grouping Dataflow Paths

You can assign specific dataflow paths to group sources that you define. You can then filter your paths using those

sources.

To assign a dataflow path to a group, you can use the Source field in the Properties section on the Details tab of the

lineage editor or the dataflow object’s catalog page. Click the pencil icon to assign or edit the group source; you are

given a choice to Select from existing sources or Create new source.

If no sources have been defined, the first option is unavailable. To select from existing sources, choose from one of the

already-defined sources:
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To create a new source, type a source name in the provided field, then select the green check mark to the right of the

field:

If you are making your changes in the lineage editor, click Done and then Publish Lineage to publish your changes.

3.4.6 Modifying the Number of Nodes Displayed in Lineage Diagrams

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Lineage diagrams can become unwieldy as the number of nodes expands both vertically and horizontally. This can lead

to performance problems both in computing the graph and rendering the diagram in the Alation user interface.
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Modifying the Default Number of Nodes Displayed

Beginning with Alation release 2022.4, server and catalog admins can modify the default number of nodes displayed in

lineage graphs using the Initial Lineage Graph Load Settings page of the Customize Catalog menu:

This page has controls to specify the number of nodes to display by default in both the horizontal and vertical directions.

The horizontal control is labeled Initial Horizontal Levels (Distance). By default, the horizontal control is set to

Show All. You can select Set Limit to specify a limit in the range from one to ten. The vertical control, labeled Initial

Vertical Nodes (Depth), is by default set to the maximum of ten nodes. You can modify this, again using a limit in the

range of one to ten.

The horizontal control corresponds to the alation_conf parameter lineage_service.filters.max_depth, while

the vertical control corresponds to the alation_conf parameter lineage_service.max_nodes_in_subgraph. Both

controls require that Lineage V3 be enabled; the horizontal control also requires that the pagination feature be enabled.

Modifying the Number of Nodes Collapsed in Lineage V2 Diagrams

Since Alation release V R6 (5.10.x) it has been possible for server admins to control the number of nodes displayed

vertically using alation_conf. This requires SSH access to the Alation instance.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

You can change the number of data nodes collapsed under the More nodes. . . element of the Lineage diagram for

Lineage V2:

Table level:
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Column level:

There are two parameters in alation_conf that allow you to set the number of parent and child nodes to collapse:

Parameter Description

num_max_parent_level_nodes_to_display The number of nodes on the level of Table, BIReport,

BIDataSource, or Dashboard to be displayed on the

diagram without collapsing. The default value is 30.

Overflowing data objects will be collapsed under More

nodes. . .

num_max_child_level_nodes_to_display The number of nodes in the child column level for

each parent data object. The default value is 10. Over-

flowing column objects will be collapsed under More

nodes. . .

To change the parameter values,

1. SSH to the Alation instance.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Using the alation_conf command, set the desired values for either (or both) of the parameters:

alation_conf alation.lineage.num_max_parent_level_nodes_to_display -s <value>

alation_conf alation.lineage.num_max_child_level_nodes_to_display -s <value>

4. Exit the shell when done:

exit
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API RESOURCE CATALOGING

Available from version V R2 (5.6.x) - Beta

Alation provides the ability to add API resources to the Catalog and document them alongside the other catalog objects.

Adding API resources to Alation can help collect information on useful API endpoints in one place, organize them into

a convenient-to-use folder structure, describe their benefits or caveats using Catalog fields, and make that information

accessible to all Catalog users.

With API resources added to the Catalog, analysts can easily discover the APIs available to them and understand how

they can be leveraged to get datasets.

The API Resource object in Alation is a “segment” of data at a server endpoint that is available to analysts and that is

stored in Alation as a structured metadata object.

Important: This feature requires pre-configuration.

4.1 Enabling API Resource Cataloging

To enable API Resource cataloging,

1. SSH to your Alation server.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Using alation_conf, set the flag alation.feature_flags.enable_api_resource to True:

alation_conf alation.feature_flags.enable_api_resource -s True

4. Restart the Alation server to apply the change:

alation_action restart_alation

5. Exit the Alation shell:

exit
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4.2 Adding API Resource Objects to the Catalog

API Resources can be added to the Catalog using the API Resource API.

The API Resource API allows you to add, update, delete, and retrieve existing API Resources. For the details on this

API, see the corresponding API documentation: API Resource API.

4.3 Locating API Resources in the Catalog

To find API Resources in the catalog:

• Use the Search field. If you know the title of the API Resource you are looking for, start typing it. The search

results will update dynamically to show the objects that fit your search query.

• To browse the available API Resources, click the More Types. . . filter on the Search page, and in the list of object

types, click any of the available API Resource object types. Alation will search for objects in this set.

• To view the Catalog page for a specific API Resource, click its title in the Search results.

• Click Apps on the main toolbar and then click Sources. On the Sources page > Browse Sources tab, click API

Resources to open the list of API Resources currently available in the Catalog. To view a specific API Resource

folder, click its name in this list.
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4.4 API Resource Catalog Page Templates

4.4.1 Definitions

Cataloged API Resources can be stored in folders. Each Resource can nest components down to the field level. Alation

uses the following terms to document API Resources:

Term Icon Definition

API Resource A collective term denoting API Re-

sources, their containers (folders),

and API request components (arrays,

objects, fields).

API Resource Folder A folder storing API Resources

API Resource Object The actual cataloged resource stored

as a bundle of its URI or URL,

API method, and input and output

schemas.

API Resource Field An API Resource component that

stores the key of the schema and is

defined by the data type. In the UI,

Alation differentiates objects and ar-

rays as expandable nodes. Fields are

the lowest nested level objects and ar-

rays can be drilled down to the field

level.

4.4.2 Page Templates and Actions

Folders, Resources, and Fields each have their own Catalog pages that can be customized to document the purpose of

the API Resource and recommendations for its users. These pages are built on customizable templates and have both

common elements and those specific to each object.
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API Resource Folder Page

The API Resource Folder page in Alation includes the following elements:

Page Element Description

Title The title, non-editable

Description Description, editable

Resources Table Can include both nested API Resource folders and API

Resources.

• Name the name of the API Folder or Resource

• URL the endpoint of the cataloged API Resource

that displays its method and the resource URL

• Type type of API Resource Object (Folder or Re-

source)

Tags Tags for this object

Relevant Articles List of articles mentioning this object

Custom fields It is possible to add more custom fields to the catalog

page. For details on custom fields and how to add them,

see Applying Custom Fields to Templates

API Resource Page

The API Resource page in Alation includes the following elements:
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Page Element Description

Title The title, non-editable

Overview tab
• URL The endpoint of the cataloged API Resource

that displays its method and the resource URL

• Description: description, editable

Properties
• Request Type the method of this API call

• Response Type the expected response type

Tags Tags for this object

Relevant Articles List of articles mentioning this object

Input tab Table representation of the Input schema for the API

Resource that includes:

• Key

• Type

• Examples

• Required

• Title

• Description

The Key names are clickable and lead either to their

nested level (for objects and arrays) or to their property

page (for other data types).

Output tab Table representation of the Output schema for the API

Resource that includes:

• Key

• Type

• Examples

• Title

• Description

The Key names are clickable and lead either to their

nested level (for objects and arrays) or to their property

page (for other data types).

Custom fields It is possible to add more information fields to the catalog

page by adding custom fields.

API Resource Field Page

The API Resource Field page in Alation includes the following elements:
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Page Element Description

Title The source title, non-editable. It is also possible to add

another custom title to this object.

Description Description, editable

Sample Values Available for the API Resource Fields. It gives an exam-

ple of the field value.

Schema Available for the API Resource fields that are Objects or

Arrays. It is a table representation of the object or array

schema that includes:

• Key - drillable to the next nested field level

• Type - data type

• Examples

• Title

• Description

Properties
• Type data type

• API Input/Output if this field is found in the Input

or Output schema

Tags Tags for this object

Relevant Articles List of articles mentioning this object

Custom Fields It is possible to add more information fields to the catalog

page by adding custom fields.

Example API Resource object page:
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4.5 Common Actions on API Resource Objects

On any of these Catalog pages, you can:

4.5.1 Add a Tag

To add a tag to the page,

1. Find the Tags section and hover over it to reveal the Add icon.

2. Click Add to open the list of Tags, find a tag to add, and click it in the list. The selected Tag will be added o the

page.

For more information on tags, see How to Use Tags.

4.5.2 Add or Change the Description

To change the Description,

1. Mouseover the Description section of the page to reveal the Edit icon.

2. Click Edit, add or change the Description, and click Save.

4.5.3 Deprecate, Warn, Endorse

To label the object as Deprecated, add a warning about it, or to endorse it, click the corresponding Traffic Light icon

in the upper-left corner next to the title. For more information, see Add Endorsements, Warnings, and Deprecation

Messages to Data.

4.5.4 Star and Watch

To star a catalog object, click the star icon on the upper right of the catalog page:

Starring an object adds it to the list of your favorites in Alation. To remove it from your favorites list, click the star again.

An orange star means the object is currently in the favorites list, while gray means starring is not applied.

To watch a catalog object, click the watch icon on the upper right of the catalog page:

Watching signs you up for email notifications. You will get notified whenever another user makes a change to the page.

To stop watching, click the watch icon again. Orange means watching is toggled on, while the gray watch icon means it

is off.

Starring and watching Alation objects makes them easy to find and navigate to in Alation. You can quickly find the list

of objects you have starred or are watching or by clicking the star or watch icons in the Filters area of the full-page

search page.
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4.5.5 Conversations

You can discuss the page in a Conversation. For more information, see Conversations.

4.6 Customizing the API Resource Object Pages

To customize the Catalog pages of the API Resource Objects, you can add more custom fields that will reflect relevant

information. For details on custom fields, see Customize Your Data Catalog.
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WORKING WITH CATALOG DATA

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation makes it easy to review your data and to learn about the quality of the data. On each,

• query

• filter

• column

• table

• schema

• data source

you can

• endorse

• warn

• deprecate

your data.

Have you found insights into the data? Add an endorsement. Are you aware of missing data? Add a warning with an

explanation of the issue. Where an object should be avoided altogether, add a deprecation to warn users of data quality

issues.

Alation provides a user interface for working with catalog data from your data sources. Alation tracks and displays

editing history on data attributes, including data description, summary, and stewards. Some attributes are permanent

and are always displayed. You can also create custom attributes that can be added or removed as needed.

In the catalog, the Alation data dictionary summarizes all titles, descriptions, and custom field values for a data source

and child data objects. The dictionary includes all the data source information that is added to the catalog by users.

When Alation users fill their catalog with content, including titles, descriptions, and custom field values, all of the

information about data becomes an important asset in helping understand your data.

A synonym is a database object that has an alternative name for another database object. A synonym is used to create an

abstraction between a database object and its user. Using synonyms can provide such benefits as:

• simplified access to base objects with long and complex names

• stability in database object referencing, in queries and applications

• additional security for the base object name and location

Each table entry, associated with a synonym, includes the following columns to provide a granular view into your data:
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• name

• title

• type

• popularity

The popularity column permits you to quickly assess which tables have the most relevant information and which tables

are rarely used. Popularity is determined using an algorithm that accounts for

• the number of data source accounts that used the object

• the number of times the object was used

• the number of Alation users that used the object

• the number of times the object was used

displays data samples from the base table if Profiling is performed for the synonym.

Additional data insight is provided by the following capabilities:

• By default, Alation scans the first 10,000 rows of your table and stores the first 100 rows as sample data.

• You can specify synonym filtering using dedicated synonym filters.

• You can view joins information for the synonym.

• You can view table lineage of data ingested into Alation and created in Alation.

• Alation lists published Compose queries that use the synonym.

The lineage for any Alation database is created by parsing queries from the query log, directly from Compose, and view

SQL. As queries are parsed, Alation looks for CREATE, ALTER, INSERT statements, which it uses to build the table-level

lineage.

If you want to export this information for analysis, you can use the data dictionary download to do that. Moreover, you

can upload a data dictionary from a source file to bulk-update field values on a data source.

This section shows you how to work with these catalog data entities.

5.1 Extract Synonyms

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release V R7 (5.12.x)

A synonym is a database object that is an alternative name for another object existing in the database. The object that is

given a synonym is known as the base object. A synonym creates an abstraction layer between a database object and its

user and serves as a pointer to the base object.

Using synonyms can provide such benefits as:

• Simplified access to base objects with long and complex names;

• Stability in database object referencing in queries and applications;

• Additional security for the base object name and location.

Starting with V R7 (5.12.x), Alation can automatically extract synonym objects from the Oracle and SQL Server data

sources during metadata extraction (MDE).
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Note: Synonym extraction is supported for versions Oracle 2012 and above and SQL Server 2014 and above.

5.1.1 Enabling Synonym Extraction

Synonym extraction needs to be enabled in Labs/Feature Configuration on your Alation instance.

On the Labs/Feature Configuration page, find and enable a feature called Enable Synonym MDE.

After you have enabled synonym extraction, synonyms will be automatically extracted during the next MDE from the

Oracle and SQL Server data sources in Alation.

After synonyms are extracted, Alation creates dedicated catalog pages for these synonym objects.

Important: Synonyms are extracted during MDE only: the Alation catalog will not reflect changes to synonyms from

CREATE/DROP SYNONYM queries in Compose until the next MDE is performed.

5.1.2 Finding Synonyms in Your Alation Catalog

You can find extracted synonyms using the Catalog Browser and Advanced Search. They are indicated with a special

icon that differentiates them from table objects:

In Advanced Search, you can filter the synonyms using the dedicated synonyms filter which will be available for the

Table object type:

1. Open the Advanced Search page.

2. Select filter values:

• Tables in the object type filter

• SYNONYM for the Table Type

All available synonyms will be displayed in the search results pane:
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5.1.3 Catalog Page for a Synonym Object

The catalog page of a synonym object uses the Table object template. The page of a synonym can be differentiated with

the help of the synonym icon and the Properties field that will identify this object as a synonym:

Tabs

• Overview displays fields have information about the object and its child objects. You can drill down into each

child column to view its respective catalog page.

• Columns shows the columns in the table referenced by the synonym. In Alation, these are not the same column

objects as column objects extracted for the base table object. Columns under a synonym object are copied from

the base object into the catalog as child objects of the synonym and are given their own catalog object IDs.

Note: The column information for a synonym will be available even if the base table object has not
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been extracted. Primary Key, Foreign key and Index details are not getting extracted for Synonyms.

• Samples displays data samples from the base table if Profiling is performed for the synonym.

• Filters and Joins tabs display Filter and Joins information for the synonym, respectively. This calculation takes

into account queries that use the synonym and does not add up the queries that directly use the base object.

• Lineage disabled as Lineage is not supported for synonyms.

• Queries lists published Compose queries that use the synonym.

Properties

The Properties field will identify the object as a synonym and display a reference to the base object if it is extracted

into Alation:

Note that if the base object has not been extracted and is not present in the catalog, Alation will display a warning on the

page of a synonym that the base object cannot be found in the catalog:
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Catalog Data

For synonyms, Alation will:

• Display Popularity reflecting how often this synonym is used in ingested queries

• Display Top Users reflecting which users query the synonym the most

• Allow specifying Stewards. Note that this value is not copied over from the base object. This value belongs to

the specific synonym object.

• Allow specifying values for other custom fields on the page.

Actions

• Endorse-Warn-Deprecate Trust Flags, starring and watching will work in the same way as they do for other data

objects.

• Upload/Download data dictionary works as it would for Table objects.

• Upload Data feature is NOT available for synonyms.

5.1.4 Using Synonyms in Compose

You can use synonyms in Compose instead of fully qualified base object names.

Note: For Oracle public synonyms, Compose will append public. in front of a public synonym. This is not how naming

resolution occurs in Oracle, and users will have to manually delete the public. in front of public synonyms. For details

on how oracle resolves object names, refer to Oracle documentation.

For more about extracting synonyms from the Oracle sources, see Extracting Synonyms From Oracle Sources.

For more details about extracting synonyms from SQL Server sources, see Extracting Synonyms from SQL Server

Sources.

5.1.5 Extracting Synonyms From Oracle Sources

For Oracle sources, Alation can extract both private and public synonyms. All extracted public synonyms can be located

under the schema called PUBLIC on the catalog page of your data source. This schema is used in Alation to only surface

the synonym object pages to users - it is created by Alation and is not present in the database itself.

Private synonyms will be extracted together with their respective schemas if these schemas are extracted.

For Oracle database versions below 12c, Alation will not extract public synonyms that match the following regular

expressions (% indicates the rest of the character following that pattern):
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"'/%' 'EXF%' 'sun/%' 'CQ_NOTIFICATION%'

'_ALL%' 'GV$%' 'USER%' 'CWM%'

'_DBA%' 'java/%' 'UTL%' 'DATABASE%'

'ALL%' 'oracle/%' 'V$%' 'DATAPUMP%'

'APEX%' 'KU$%' 'WM$%' 'HS_%'

'AWRBL%' 'MGMT%' 'WWV%' 'SMP_%'

'AWRRPT%' 'MRV%' 'HTMLDB%' 'SQL_%'

'BLASTN%' 'org/%' 'HTTPClient/%' 'SYS_%'

'com/%' 'SDO%' 'LOADER%' 'USER_%'

'CTX_%' 'SI_%' 'OLAP%' 'UTL_%'

'DBMS%' 'sqlj%' 'ORA_%' 'V_OLAPI%'

'DBA%' 'ST_%' 'javax/%' 'WM_%'

'DM_%' 'md5/%' 'WRI$_%' 'OWA%'

5.1.6 Extracting Synonyms from SQL Server Sources

SQL Server does not have a concept of private vs. public synonyms. Alation will extract synonyms if their parent

schemas are extracted during MDE.

SQL Server extraction limitation

If a synonym was created in a database without being qualified by a schema, Alation will not be able to extract the

synonym. This is because the synonym is qualified by the user, and Alation cannot predict which tables are qualified by

what user. To determine if a synonym is defined in this way, run the query:

SELECT * FROM sys.synonyms where name="{{synonym_name}}"

In the query result, you will see a column labeled base_object_name. If the value of that column only has a table

name, Alation will not be able to extract the synonym.

To work around this, you can drop then synonym then re-create it using the following query:

CREATE SYNONYM {{qualifying_schema_name}}.{{synonym_name}}

FOR {{base_table_schema}}.{{base_table_name}};

After the next MDE, the synonym should be extracted.

Known Limitations

• Synonyms are not extracted for Oracle and SQL Server sources added as Custom DB type:

– Oracle-Custom DB shows the private synonyms as a table without columns. Public synonyms are not getting

extracted.

– Custom DB-SQL Server does not extract/show synonyms at all

• For Oracle data sources, the Columns tab on the catalog page of a synonym may show an incorrect column count.

• For Oracle sources, if a private synonym and a public synonym have the same name, it is possible that a query

using one of these synonyms may be attributed to both objects in Alation and will be displayed for both these

synonym objects.

• For Oracle sources, Alation cannot extract column information for a synonym created over a DBLink.
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• For Oracle sources, on the Joins tab for a synonym, all public synonyms will have the predicate "PUBLIC".

• On the Query tab of a synonym catalog page, the query execution frequency may be incorrect.

• For Oracle sources, Function, Stored Procedure, Sequence, Temp Table and User-defined object type of synonyms

are shown with No base table in the Properties section and with 0 columns.

5.2 Download a Data Dictionary

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

A data dictionary in Alation is a consolidated summary of all titles, descriptions, and custom field values that exist for a

data source and its child data objects. It is a file that is generated on demand and includes all the information about this

data source that has been added to the catalog by users.

Note: Data dictionaries are only available for RDBMS data sources, that is, sources that connect Alation to databases.

To export this information for analysis, you can use the data dictionary download feature. You can also use a data

dictionary download as a first step in bulk-updating the data source information. You can upload a data dictionary from

a source file, either created from scratch or from an edited downloaded file, to complete the bulk-update.

You can download a data dictionary at the data source, schema, or table level. For example, you can download a data

dictionary for one schema and its child tables or one table and its child columns. There is no ability to download the

dictionary for one single data object without child objects if it has them.

5.2.1 Download a Dictionary

To download a data dictionary:

1. Sign in to Alation and open the catalog page of a data source. If you want to download the complete data dictionary

for this data source and all its child data objects, download from the data source page. If you need the data

dictionary for one particular child data object (for example, one of the schemas or tables), then navigate to the

catalog page of this data object and download from there.

2. In the upper-right corner, click More, and then click Download Dictionary:

3. The Download Dictionary dialog opens.
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4. In the dialog, select one of the available file formats—CSV, XML, or JSON—and click Confirm. The download

occurs asynchronously; a message appears informing you that the data dictionary is being processed and that an

email confirmation will be sent when the data dictionary is ready for download:

If you already have a download in progress, an alternative message appears informing you of that fact:

5. When the data dictionary is ready for download, you receive an email containing a link to the prepared data

dictionary. Click the link. If you are already signed in to Alation, the file is downloaded. If you are not signed in

to Alation, the sign-in page opens when you click the link. The download occurs only after you sign in. The file is

downloaded using the browser.
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Failure During a Data Dictionary Download

If there is a problem with the download job, an email notification is sent to the user as depicted in the screenshot.

Potential Issues During Data Dictionary Download

A few issues that might occur while accessing the data dictionary download are the following:

1. The download file is stored on the server for only five days. If the user has signed in to Alation and clicked the

data dictionary download link after five days, the download file will not exist and there will be a “link expired”

error message.

2. If the user has signed in to Alation and clicked the download link and the file exists, but the signed-in user is

different from the user who requested the download, the following warning is displayed: “You need access to

view this page”.

3. A user can create only one export at a time for any object or data source. You cannot queue a data dictionary

export for the same data source multiple times when an export is already running. If you try to create another

export on the same data source or object, while a previous export is running, you see a warning that an export is

already in progress.

5.2.2 Data Dictionary Structure

Any data dictionary you download will include the key, title, description, and custom fields. Starting with Alation version

2023.3.1, a read-only column called al_datadict_item_properties appears as the leftmost column of downloaded

data dictionaries. This column includes object IDs and object types for all entries in the data dictionary. You should

not modify or update this column.
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Key

key is the qualified name of a data object in Alation which both identifies it and points to its “place” in the structure of

the parent data object.

For example, ins.all_claims.claim_id is the key for the column claim_id in the table all_claims in the schema ins

in the data source the data dictionary of which is exported. The names of parent and child objects are separated with a

dot.

The data source itself uses an empty key value.

Key Format Summary

Object Key

data (for data sources) ” “

schema “schema_name”

table “schema_name.table_name”

attribute (for columns) “schema_name.table_name.attribute_name”

Title, Description, Custom Fields

• title is the Title field of the data object

• description is the Description field of the data object

• custom fields are the custom fields on the templates of the parent object and its child objects (schemas, tables,

columns). For more information about templates and custom fields, see Creating Custom Fields for Catalog

Pages.

The data dictionary does not include any technical metadata (such as, for example, the database name, schema types,

table types, or data types).

Example:

Assume there is a data source in Alation that has one schema with two tables and two columns each. The data dictionary

you can download from the catalog page of this data source will include the keys, titles, descriptions, and the custom

fields associated with the catalog templates of the data source itself and those for schema, table, and column.

Note: Custom field values that are propagated from Catalog Sets are not included in data dictionaries. For more on

Catalog Sets, see Catalog Sets.

N/A vs. Empty Values

In the data dictionary file that you download, you may see empty values for some of the fields, and N/A values for some

other. An empty value—an empty space separated by the delimiter—means that the field does exist for the data object

described by this current line of the dictionary, but the value has not been filled. Also the values propagated from

Catalog Sets will be reflected as empty values.

The N/A value can mean:

• The given field is not associated with this particular data object template and the value does not exist for this data

object.

• User does not have permission to view this field
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5.2.3 Example

The following data dictionary lines (CSV):

key,title,description,executive summary,short description,countries,department

,Redshift,,N/A,N/A,"[""Germany"", ""Canada"", ""Korea""]",N/A

mean that:

• There is no “key” value for the data object described by this row of values (it is a data source)

• There is also no description (empty value)

• The fields “executive summary” ,”short description”, and “department” either do not apply to this data object and

do not exist on its page template in Alation or the user does not have permission to view them.

5.2.4 Related Topics

Importing a Data Dictionary from CSV or TSV File

Importing a Data Dictionary From an ER or Studio File

5.3 Importing a Data Dictionary in Alation 2023.3.2 and Later

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can import a data dictionary into Alation to bulk-edit field values for a data object. Uploading a data dictionary can

update the values of existing fields, but it cannot add fields to or remove fields from the data object templates.

Alation also offers APIs both for uploading a data dictionary and for uploading custom field values in bulk.

By uploading a data dictionary, you can:

• Fill empty custom fields with new values from the imported dictionary.

• Overwrite the existing field values with new ones from the imported dictionary.

The source file can be streamlined to include the keys of only those data objects that need to be updated and the fields to

be updated. There is no need to import the full dictionary. For example, if you want to update only one field on one data

object, you can create a source file that includes only the key of this data object, the name of the field to be updated, and

the new value.

To import successfully, make sure your data dictionary CSV/TSV source file conforms to the Requirements for CSV/TSV

Source Files.

Important: If your source CSV file includes Unicode characters, make sure it is encoded in UTF-8.

Important: Source files must have unique field names. Duplicate field names are not permitted and validation includes

verifying imported field names against both custom field names and built-in field names. A warning message appears

when an uploaded file conflicts with an existing field name.

Example: If you have a custom field called description included in the data dictionary file you are attempting to

upload, you get an error because of the conflict with the built-in description field in the catalog.

880 Chapter 5. Working with Catalog Data

https://developer.alation.com/dev/reference/uploaddatadictionary
https://developer.alation.com/dev/reference/custom-field-values-overview


Alation User Guide

5.3.1 Importing a Data Dictionary from a CSV or TSV File

A new, faster, asynchronous data dictionary upload procedure is available from Alation version 2023.3.2. All users with

the Composer role and above can perform a data dictionary upload. Both object-level and field-level permissions are

taken into consideration when updates are requested.

If you are loading a large data dictionary and notice the upload taking an exceptionally long time, Alation version

2023.3.3 introduced an option to disable permission checks during the upload process and limit the upload dictionary

functionality to Catalog Admins and Server Admins only. This option should be used with caution. To use this

option, the feature flag alation.feature_flags.disable_perm_check_on_upload_dd can be set to True using

alation_conf. For help with alation_conf, see Using alation_conf .

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

Note: The procedure described here is for updating an existing data source. If you are migrating information to a newly

populated data source, see Data Migration.

To import a data dictionary from a CSV/TSV file:

1. Sign in to Alation and open the catalog page of a data source, schema, or table.

2. In the upper-right corner, click More, and then click Upload Dictionary. The Upload Dictionary page opens:

3. Drag and drop your file in the drag-and-drop area, or press Click to upload your dictionary file. The maximum

file size is 25MB. After you drag and drop or upload, Alation parses the source file and displays a dialog saying

the file is being analyzed and the preview is being prepared:

4. Click Check Status to see the current status, or continue working. An email will be sent to you when the analysis
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is complete. Click the View in Alation link in the email or click Check Status to view the preview table, which

includes any errors that may have occurred as well as the pending changes:

The preview shows what is going to be updated vs. what is going to be ignored:

• The “active” values that are going to be updated appear in darker font color.

• The “disabled” values that are going to be ignored or overwritten appear in lighter font color. If

you switch between the upload options, the font color toggles between “active” and “disabled”

values.

Click Download Report to download the full preview report, or, if errors are present, you can choose

to download only the errors. Correct any errors and re-upload the data dictionary before proceeding.

You can also choose to proceed to the next step with open errors. The update will be performed on

non-erroneous records.

5. On the preview page, specify how existing field values are to be handled:

• Keep Existing Values: If this option is selected, only the new values for empty fields are uploaded from the

data dictionary. This option gives precedence to values that currently exist in the catalog over the values for

these fields contained in the imported data dictionary. In other words, this option loads the new values for

previously empty fields, and does not change the values that already exist in the catalog.

• Replace Existing Values: If this option is selected, the values in the dictionary overwrite the values that

currently exist in the catalog. This option uploads both the new values for empty fields and updates the

existing values with values from the dictionary.

6. Click Update Catalog to finish the import. A dialog appears informing you that this action cannot be cancelled,

and asking if you want to proceed. Click Yes to update the catalog.

7. You see a message saying the catalog update is in process:
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Click Check Status to see the progress. If the update is complete, you see a message telling you so.

(To upload a data dictionary in Alation versions before 2023.3.2, see Importing a Data Dictionary in Alation 2023.3.1

and Earlier.)

5.3.2 Data Migration

If you are migrating data curation from one data source to another, you perform the same steps as for updating a single

data source, but you may need some additional preparation. If you are starting from a downloaded data dictionary, be

aware that from Alation version 2023.3.2, those downloaded data dictionaries include a column al_datadict_item_-

properties, which contains object IDs that greatly facilitate efficient resolution of catalog updates through the dictionary

upload. However, those object IDs may not be accurate in a different data source or instance. Thus, in the migration

scenario, we recommend that you remove the al_datadict_item_properties column before uploading the edited data

dictionary.

For users who attempted migration scenarios with a 2023.3.2 data dictionary and encountered errors, Alation offers two

potential solutions:

1. Update the data dictionary manually using the Requirements for CSV/TSV Source Files, in particular the advice to

triple-quote (""") any value containing a period (.).

2. Request a migration script from Alation Support; this requires two downloaded data dictionaries, one from the

original data source and one from the target data source, and then matches objects and produces a final, uploadable

data dictionary from the two.
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5.3.3 Requirements for CSV/TSV Source Files

The source CSV/TSV file must include the head with field names in the required format and the field values for each of

the data objects to be updated.

Head

Element Is required Description

al_datadict_item_properties No A column in the downloaded data dic-

tionary containing object IDs and ob-

ject types for each object. Should be

considered read-only

al_datadict_item_column_data_-

type

No A column in the downloaded data

dictionary containing data types for

each data column in included tables.

Should be considered read-only

Key Yes
The key for the data object:

• schema is a schema

• schema.table is a table

• schema.table.column is a

column

If any component of the key has an

internal period, that component only

should be triple-quoted. For example,

if a schema has the name schemas.

SchemaA with a table Table1, the

full key for the table should be en-

tered as """schemas.SchemaA""".

Table1

The data source object uses an empty

key.

Title Only if it is updated The title of the data object.

Description Only if it is updated The description of the data object.

All Custom Fields names to be up-

dated

Only if the field is updated The list of custom field names in the

required format which will depend

on the field type.

Sample Head

key,title,description,summary,country,expert:user,relatedtable:table,test:article,

test:attribute,test:data,test:groupprofile
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Custom Field Format for Upload

Object Set

The definition for the Object Set custom field must include the name of the field and the object type of the value in the

following format: "field name:object type"

When uploading values for the Object Set field, you need to be aware of the Permitted Types included into this field.

Overall, an Object Set custom field can refer to any combination of the following object types:

• Data source

• Schema

• Table

• Column

• User

• Group

• Article

• Term (2023.3.4 and later)

• Policy (2023.3.4 and later)

For each Permitted Object that can be included in the field, you will need to add the associated object type. Use the

following definitions:

Alation
Object

Associated
object type
to be used in
CSV/TSV head

Object set value format Example

data

source

data <datasource_id> 70

schema schema <datasource_id>.<schema_name> 70.schema1

table table <datasource_id>.<schema_-

name>.<table_name>

70.schema1.tableA

column attribute <datasource_id>.<schema_-

name>.<table_name>.<col_name>

70.schema1.tableA.volleyball

user user <username> john.doe@example.com

group groupprofile <groupname> Group 1

article article <article_name> Test Article

term glossary_term <term_name> Privacy

policy business_policy <policy_name> Customer Access Policy

Important:

• As the name of the Object Set field in the source file, use its Name Singular property. From Alation version

2023.3.3, you can also specify the object set’s object ID, or a combination of the name and object ID, in the form

object_id | object_name. Using an object ID can improve performance in updating from an uploaded data

dictionary.

• For each Permitted Type included in the field, add an individual entry to the head of the file. For example, if the

object set field test can reference columns and articles, the head should include individual definitions for either
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columns (test:attribute) or articles (test:article) (if one type of value is being updated) or both (if both

types of value are updated): test:attribute,test:article.

• If you are uploading data object names as values, you need to use the qualified name of the object as the value,

including the data source ID. For example:

– 70.schema1 - value for schema1 in data source with id = 70

– 70.schema1.tableA - value for table tableA in schema1 in data source with id = 70

– 70.schema1.tableA.volleyball - value for column volleyball in tableA in schema1 in data source

with id = 70

Example:

Assume that there is an Object Set field Test on the catalog page of a Data Source A. The field includes all Permitted

Types.

You want to import values for this field using a data dictionary. The definition of the field Test that you need to include

into the file head will look like this:

test:data,test:schema,test:table,test:attribute,test:article,test:groupprofile,test:user,

test:glossary_term,test:business_policy

The actual values may look like this:

70,70.schema1,70.schema1.tableA,70.schema1.tableA.volleyball,Article About Schema1,

qagroup,allie.robot@alation.com,Privacy,Customer Access Policy

Multiple values for the same object type should be separated by semicolons:

70.schema1;70.schema2;80.schema1

People Set

The definition for the People Set custom field must include the name of the field and the definition for the object name

that is referenced by the value in the following format: field name:object type

For People Set, you can use two object types:

• user

• groupprofile

Each of these types must have an individual entry in the file head.

Example:

Assume that there is a People Set field Expert on the catalog page of a Data Source A.

You want to import a value for this field Bill Travis. Bill has an account in Alation with the username bill.

travis@example.com.

The definition of the field Expert that you need to include into the file head will look like this:

expert:user

The actual value to be uploaded will look like this:
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bill.travis@example.com

If the set of values to be uploaded includes both users and groups, then the head should include individual definitions

for both the object types and will look like this:

expert:user,expert:groupprofile

The actual value to be uploaded will look like this:

bill.travis@example.com,qa group

Multiple values for one type of value must be separated by semicolons:

bill.travis@example.com;andy.smith@example.com;terry.rauch@example.com

Reference

For the Reference type of field, the head must use the following format: field name:object type

Permitted object types and the format are the same as for Object Set.

Picker

For the Picker type of field, the head must use the following format: field name

Example:

Head:country

Value:Romania

Multi-Select Picker

Head requirements for this field type are the same as for Picker. Because there can be multiple values added to the field

of this type, the multiple values must use the following format: "[""Value1"",""Value2"",""Value3""]"

The special value "[]" resets the value of the multipicker field.

Example:

The field Countries is a multi-select picker:

Head: countries

Values: "[""Germany"",""Canada"",""Korea""]"
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Rich Text

For the Rich Text type of field, the head must use the following format: field name

The value must use the value format. For example: This is a short summary.

Date

For the Date type of field, the head must use the following format: field name

The value must use the YYYY/MM/DD format. For example: 2019/02/17.

Summary Table

Cus-
tom
Field
Type

Format for Head Example for
Head

Format for Up-
loaded Value

Value Example

Object

Set

field name:permitted

object type1 field

name:permitted object

type2

test:article

test:attribute

value for object

type1 value for

object type2

nothing useful

70.uppercasedb1.

mixedcase.

volleyball

People

Set

field name:user field

name:groupprofile

steward:user

steward:groupprofile

Alation username

Alation group

name

allie.

robot@alation.com

Refer-

ence

field name:permitted

object type

library:articlevalue nothing useful

Picker field name country value Japan

Multi-

Select

Picker

"field name" "countries" "[""Value1"",

""Value2"",

""Value3""]"

"[""Germany"",

""Canada"",

""Korea""]"

Rich

Text

field name summary value Here is a test

summary

Date field name creation

date

YYYY/MM/DD 2019/01/29

Special Characters in Custom Field Names

The data dictionary upload process considers some characters as special for its own formatting. Custom field names

containing such characters require special formatting:

• If a custom field name contains a pipe (|) or colon (:) character, the whole field name should be wrapped in

quotes ("").

• If a custom field name contains a comma (,), the whole field name should be wrapped in quotes ("") and the

comma should be escaped with a backslash (\).

The following table shows how some sample custom field names should appear on the column header line for different

use cases:
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Custom Field name Column Header format

sample-custom-field-name . . . ,sample-custom-field-name,. . .

space separated custom field name . . . ,space separated custom field name,. . .

Role, Responsibility, Duty . . . ,”role\, responsibility\, duty”,. . .

Owner | Custodian (a people-set field) . . . ,”owner | custodian”:user,”owner | custo-

dian”:groupprofile,. . .

Related: Objects (an object-set field) . . . ,”related: objects”:data,”related: ob-

jects”:schema,”related: objects”:glossary_term

5.3.4 Sample CSV

al_datadict_item_properties,al_datadict_item_column_data_type,key,title,description,

contains pii,critical data element,data quality policies,data quality status,data quality

summary,derived term:glossary_term,description,expert:groupprofile,expert:user,master/

ref/transactional,migration type,pii classification,relevant data:article,relevant

data:attribute,relevant data:business_policy,relevant data:glossary_term,relevant

data:table,relevant policy:business_policy,rp gdpr processing basis,security

classification,status,steward:groupprofile,steward:user,subject matter

expert:groupprofile,subject matter expert:user

oid=2821;otype=table,,finance.fin_spnd_sgmnt,Financial Spend Segment,,,N/A,N/A,,,N/A,,N/

A,N/A,N/A,,N/A,N/A,N/A,N/A,N/A,N/A,,,N/A,N/A,,,,

oid=41699;otype=attribute,INT,finance.fin_spnd_sgmnt.spnd_sgmnt_cd,Spend Segment Code,,,,

,,N/A,,,,,,N/A,,,,,,,,N/A,,,,,N/A,N/A

oid=42379;otype=attribute,STRING,finance.fin_spnd_sgmnt.spnd_sgmnt_desc,Spend Segment

Description,,,,,,N/A,,,,,,N/A,,,,,,,,N/A,,,,,N/A,N/A

oid=42148;otype=attribute,STRING,finance.fin_spnd_sgmnt.spnd_sgmnt_nm,Spend Segment Name,

,,,,,N/A,,,,,,N/A,,,,,,,,N/A,,,,,N/A,N/A

oid=42723;otype=attribute,INT,finance.fin_spnd_sgmnt.spnd_sgmnt_sts,Spend Segment Status,

,,,,,N/A,,,,,,N/A,,,,,,,,N/A,,,,,N/A,N/A

5.3.5 Related Topics

Downloading a Data Dictionary

Importing a Data Dictionary From an ER or Studio File

Creating Custom Fields for Catalog Pages

5.4 Importing a Data Dictionary in Alation 2023.3.1 and Earlier

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Note: A new data dictionary upload workflow is available in Alation version 2023.3.2 and later. Support for ER/Studio

source files (.dm1 format) is not included in the new workflow.
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5.4.1 Importing a Data Dictionary

You can use CSV/TSV or ER/Studio files as source files for your data dictionary upload. If you prefer using CSV, you

can download the existing data dictionary, import it into a table-editing tool as a table, bulk-update values, save as

CSV/TSV and upload the new version of the dictionary back into Alation.

To import a data dictionary from a CSV/TSV file:

1. Sign in to Alation and open the catalog page of a data source.

2. In the upper-right corner, click More then click Upload Dictionary. The Import Data Dictionary page opens.

3. From the Type of File list, select the type of your source file: CSV/TSV

4. Drag and drop or upload your source file in the drag-and-drop area. Note that the best performance max file size

is 5MB, and overall max file size is 25MB. After you drag and drop or upload, Alation parses the source file and

displays the file validation page with the description of any errors there may be. The error messages will appear

on top of the page and in the Error column of the file preview.

Import Data Dictionary:

5. Fix any errors there may be and re-import. When validation succeeds, specify how you want to treat the field

values that currently exist in the catalog:

• Will be kept if this option is selected, only the new values for empty fields will be uploaded from the data

dictionary. This option gives precedence to values that currently exist in the catalog over the values for

these fields contained in the imported data dictionary. In other words, this option loads the new values for

previously empty fields, and does not change the values that already exist in the catalog.

• Will be replaced if this option is selected, the values in the dictionary will overwrite the values that currently

exist in the catalog. This option uploads both the new values for empty fields and updates the existing values

with values from the dictionary.

Validation Page - No Errors:
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Validation Page - Error:

There are a few things to pay attention to in the data preview of the imported dictionary: The currently

existing values - if they exist for a field - appear on top of the imported dictionary values. The preview

shows what is going to be uploaded vs. what is going to be ignored:

• The “active” values that are going to be uploaded appear in darker font color.

• The “disabled” values that are going to be ignored or overwritten appear in gray font color. If you

switch between the upload options, the font color will be switching between “active” and “disabled”

values.

Current vs. New Values:

6. Click Confirm to finish the import. Field values in Alation will be updated from your imported data dictionary.
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5.4.2 Requirements for CSV/TSV Source File

The source CSV/TSV file must include the head with field names in the required format and the field values for each of

the data objects to be updated.

Head

Element If required Description

Key Yes The key for the data object: - schema is a schema - schema.table is a table -

schema.table.column is a column The data source object uses an empty key.

Title Only if it is

updated

The title of the data object.

Description Only if it is

updated

The description of the data object.

All Custom Fields

names to be updated

Only if the

field is up-

dated

The list of custom field names in the required format which will depend on

the field type.

Sample Head

"key","title","description","summary","country","expert:user","relatedtable:table",

"test:article","test:attribute","test:data","test:groupprofile"

Custom Field Format for Upload

Object Set

The definition for the Object Set custom field must include the name of the field and the object type of the value in the

following format: "field name:object type"

When uploading values for the Object Set field, you need to be aware of the Permitted Types included into this field.

Overall, an Object Set custom field can refer to such objects as:

• Data source

• Schema

• Table

• Column

• User

• Group

• Article

For each Permitted Object that can included in the field, you will need to add the associated object type . Use the

following definitions:
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Alation Object Associated object type to be used in the CSV/TSV head

data source data

schema schema

table table

column attribute

user user

group groupprofile

article article

Important:

• As the name of the Object Set field in the source file, use its Name Singular property.

• For each Permitted Type included in the field, add an individual entry to the head of the file. For example, if the

object set field "test" can reference columns and articles, the head should include individual definitions for either

of them - if one type of value is being updated or both - if both types of value are updated: "test:attribute",

"test:article"

• If you are uploading data object names as values, you need to use the qualified name of the object as the value,

including the data source ID. For example:

– 70.schema1 - value for schema1 in data source with id =``70``

– 70.schema1.tableA - value for table tableA in schema1 in data source with id =``70``

– 70.schema1.tableA.volleyball - value for column volleyball in tableA in schema1 in data source

with id =``70``

Example:

Assume that there is an Object Set field "Test" on the catalog page of a Data Source A. The field includes all Permitted

Types.

You want to import values for this field using a data dictionary. The definition of the field "Test" that you need to

include into the file head will look like this:

"test:data","test:schema","test:table", "test:attribute","test:article",

"test:groupprofile","test:user"

The actual values may look like this:

"70","70.schema1","70.schema1.tableA","70.schema1.tableA.volleyball","Article About

Schema1","qagroup","allie.robot@alation.com"

Multiple values for the same object type must use the following format:

"[""70.schema1"",""70.schema2"",""80.schema1""]"
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People Set

The definition for the People Set custom field must include the name of the field and the definition for the object name

that is referenced by the value in the following format: "field name:object type"

For People Set, you can use two object types:

• user

• groupprofile

Each of these types, must have an individual entry in the file head.

Example:

Assume that there is a People Set field "Expert" on the catalog page of a Data Source A.

You want to import a value for this field "Bill Travis". Bill has an account in Alation with the username "bill.

travis@email.com".

The definition of the field “Expert” that you need to include into the file head will look like this:

"expert:user"

The actual value to be uploaded will look like this:

"bill.travis@emal.com"

If the set of values to be uploaded includes both users and groups, then the head should include individual definitions

for both the object types and will look like this:

"expert:user","expert:groupprofile"

The actual value to be uploaded will look like this:

"bill.travis@emal.com", "qa group"

Multiple values for one type of value must use the following format:

"[""bill.travis@emal.com"",""andy.smith@email.com"",""terry.rauch@email.com""]"

Reference

For the Reference type of field, the head must use the following format: "field name:object type"

Permitted object types and the format are the same as for Object Set.

Picker

For the Picker type of field, the head must use the following format: "field name"

Example:

Head:"country"

Value:"Romania"
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Multi-Select Picker

Head requirements for this field type are the same as for Picker. Because there can be multiple values added to the field

of this type, the multiple values must use the following format: "[""Value1"", ""Value2"", ""Value3""]"

Example:

The field Countries is a multi-select picker:

Head: "countries"

Values: "[""Germany"", ""Canada"", ""Korea""]"

Rich Text

For the Rich Text type of field, the head must use the following format: "field name"

The value must use the "value" format. For example: "This is a short summary."

Date

For the Date type of field, the head must use the following format: "field name"

The value must use the "YYYY/MM/DD" format. For example: "2019/02/17".

Summary Table

Cus-
tom
Field
Type

Format for Head Example for
Head

Format for Up-
loaded Value

Value Example

Object

Set

"field name:permitted

object type1" "field

name:permitted object

type2"

"test:article"

"test:attribute"

"value for

object type1"

"value for

object type2"

"nothing useful"

"70.uppercasedb1.

mixedcase.

volleybal"

People

Set

"field name:user" "field

name:groupprofile"

"steward:user"

"steward:groupprofile"

"Alation

username"

"Alation group

name"

"allie.

robot@alation.com"

Refer-

ence

"field name:permitted

object type"

"library:article""value" "nothing useful"

Picker "field name" "country" "value" "Japan"

Multi-

Select

Picker

"field name" "countries" "[""Value1"",

""Value2"",

""Value3""]"

"[""Germany"",

""Canada"",

""Korea""]"

Rich

Text

"field name" "summary" "value" "Here is a test

summary"

Date "field name" "creation

date"

"YYYY/MM/DD" "2019/01/29"
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5.4.3 Sample CSV

key,title,description,closure rule,dq conformity,has pii,stewards:groupprofile,

stewards:user,risk & sensitivity,gold master:attribute,gdpr data compliance,

policy:article,relevant dataset:table,pii compliance

census.annres_2010_2014,,,N/A,N/A,N/A,,,N/A,,N/A,,N/A,

census.annres_2010_2014.pop_2010,,,,,,,,,N/A,,,,

census.annres_2010_2014.pop_2014,,,,,,,,,N/A,,,,

census.annres_2010_2014.pop_2012,,,,,,,,,N/A,,,,

census.annres_2010_2014.pop_2011,,,,,,,,,N/A,,,,

census.annres_2010_2014.pop_2013,,,,,,,,,N/A,,,,

census.annres_2010_2014.cbsa,Core-Based Statistical Area,,,,,,,,N/A,,,,

5.4.4 Importing a Data Dictionary from an ER/Studio File

It is possible to upload the data dictionary from an ER/Studio source file. You can generate the ER/Studio file with any

data modeling software you may be using that generates the .dm1 format. Note that this type of source file can be used

only to upload the titles and descriptions for the data objects, but not any other custom field values.

ER/Studio Source File Requirements

When parsing the ER/Studio source file, Alation will identify the data objects that need to be updated and will import

the titles and descriptions for these data objects. To parse successfully, Alation needs several sections to be present in

the source file. Make sure your source file includes sections:

• Model

• Entity

• Database_Role

• Attribute

• SmallString

• LargeString

Sometimes the .dm1-generating software does not create the section Database_Role. In such a case, you can manually

add this section to the file and provide the following data:

Database_Role

Database_Role_ID,Model_ID,Name_ID,Identification_Type,Password,

Description_ID,Flags,NSTFlag,CompareFlags,Global_User_ID
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Importing the Data Dictionary

Importing a Data Dictionary from an ER/Studio file works differently from the dictionary upload from CSV/TSV. Using

ER/Studio file as a source, you can upload new physical metadata in addition to titles and descriptions.

To import a data dictionary from a ER/Studio file,

1. Sign in to Alation and open the catalog page of a data source.

2. In the upper-right corner, click More then click Upload Dictionary. The Import Data Dictionary page will open.

3. From the Type of File list, select the type of your source file: ER/Studio File.

4. Drag and drop your source file onto the Drag-and-Drop area or click this area to upload the file. After the upload

is complete, the import verification page will open.

Import a Data Dictionary from ER/Studio File:

5. From Select a model to import list, select the model you want to upload:

• Logical select this option if you are only loading titles and descriptions for existing data objects

• Physical select this option if you want to upload titles, descriptions, and additional physical metadata

Data Dictionary Import:

6. You can upload titles and descriptions one schema at a time. Provide the name of the schema you are uploading

the titles and descriptions for - or leave the pre-filled schema if it is the one you want to update, and click Import.

The source file data will be parsed, imported and displayed in a preview. The errors, if any occur, will be reflected

in the Error column of the preview.

Sample ER/Studio Preview:

7. When validation succeeds, form the Current values list, select the option of how you want to treat the field values

that currently exist in the catalog.
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• Will be kept i f this option is selected, only the new values for empty fields will be uploaded from the data

dictionary. This option gives precedence to values that currently exist in the catalog over the values for

these fields contained in the imported data dictionary. In other words, this option loads the new values for

previously empty fields, and does not change the values that already exist in the catalog

• Will be replaced - if this option is selected, the values in the imported dictionary will overwrite the values

that currently exist in the catalog. This option uploads both the new values for empty fields and updates the

existing values with values from the dictionary.

Note:

There are a few things to pay attention to in the data preview of the imported dictionary:

• The currently existing values - if they exist for a field - appear on top of the imported dictionary

values.

• The preview shows what is going to be uploaded vs. what is going to be ignored:

– The “active” values that are going to be uploaded appear in darker font color.

– The “disabled” values that are going to be ignored or overwritten appear in gray font color. If

you switch between the upload options, the font color will be switching between “active” and

“disabled” values.

Current vs. New Values from ER Source File:

8. Click Confirm. The data dictionary will be uploaded to the data source.

5.4.5 Related Topics

Downloading a Data Dictionary

5.5 Uploading Data

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In Alation you can create new tables or add data to your existing tables by uploading data in a file.

1. Click the More menu near the top right corner of a data object catalog page.
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2. Click Upload Data.

3. On the data upload page, next to the number 1, choose the data source, schema, and table you want to upload the

data to. Some of the information may be prefilled, depending on what catalog page you started on.

You can create a new table by clicking into the table drop-down menu and clicking Create new table.

4. Drag and drop your file into the designated area, or click inside the area to select a file from your hard drive.

Alation will recognize your column names, so you can use the same ones that are in your table.

The data uploader is limited to 10,000 rows of data. Some target databases may have their own limitations and there
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may be a limitation based on your disk space or RAM.

5.6 Viewing Field History

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation tracks and displays history of edits of the fields on catalog pages, such as Title, Description, Summary or

Stewards. Some of these fields are permanent and always appear on catalog page templates, while others are Custom

Fields that can be added or removed as necessary. Field values can be updated by users when they edit the fields manually

or use a public API or upload a Data Dictionary; and by the system when specific system processes are run. Users can

update fields for individual catalog objects or bulk-edit similar objects through Catalog Sets.

Note: In field history, there is no distinction between a manual edit by a user and a value change by the Data Dictionary

upload.

Field history is available on pages of such objects as:

• Data Source

• Schema

• Table

• Column

• File System

• File

• Catalog Set

• API Resource

To view field history,

1. Sign in to Alation and open the catalog page of a data object.

2. Hover over the title of a field to reveal the Clock icon and click it to open the history of edits. History lists

all the values that are applied to the field by users or the system and the time of the update. The edits appear

chronologically, with the newest on top of the list.

Note: History of edits was not tracked before release 5.3.0 where it was introduced for the Table objects. In release

5.6.0, this functionality was extended to cover more object types. Thus, the field values migrated from older releases

will be the starting point of field auditing in release 5.3.0 and onward.
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5.6.1 Viewing Field History on Pages of Catalog Set Members

Descriptions and Custom Fields on catalog pages of objects included into Catalog Sets can be bulk-edited through the

Set: when a value is updated for the Set, it is automatically propagated to all its members. In this case the history of

edits will show which Catalog Set the value was set through. The propagated values are marked with the Gear icon:
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5.6.2 History of “Object Set” Type of Fields Updated Through Equivalence Sync

For Alation objects that are included into a manual Catalog Set, there is a way to synchronize custom fields on the

“children” by toggling on Child Synchronization (Equivalence Sync). For Object Set type of Custom Fields, the history

of edits will reflect such an update as replacement of all values.

Note: Field updates triggered by the Child Synchronization do not have a user identified for them in History because

this process is run by the system.
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5.6.3 Restoring Single-Value Fields

For single-value Custom Fields, it is possible to restore an old value from the History of field edits.
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Values Modified Directly

To restore an old value,

1. Hover over the title of the field and click the Clock icon to open the History.

2. Hover over the value you want to bring back and click Restore for this value. The old value will be returned to

this field.

Values Modified Through Sets

For objects included into Catalog Sets, the custom field values which are set through the Set can only be restored through

this specific Set. You need to be assigned the role of Catalog Admin or Server Admin to change Catalog Sets.

To restore an old field value,

1. On the catalog page of an Alation object, click the Clock icon for the custom field you want to restore. The

History of edits will open.

2. For the value to be restored, click the title of the Set. The Catalog page of this set will open.

Note: There are alternative ways to open the Catalog Set page. For example, you can find the list of catalog

Sets that an object is a member of under Properties on the right side of the Overview tab. Also, you can

hover over the Curate menu on the main toolbar and in the list that opens, click Catalog Sets then find the

Catalog Set under All Catalog Sets. Additionally, you can use Search to find the Set.

3. Click Shared Fields to open the page template of the objects in the Set.
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4. Find the Custom Field you need to change and click its Clock icon. The History of edits will open.

5. Click Restore for the old value you want back. The restored value will be propagated to all the members of this

Set.

5.7 Struct Data Type in Hive Data Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release V R5 (5.9.x)

Wide-column databases, such as Hive, can store composite data using the struct data type. The catalog page of a struct

column will fully reveal the struct composition.

Note: Union and map data types are not supported yet. If the map or union data types are used inside the struct, that

struct field will not be displayed on the catalog page.

Hive struct representation is only supported for the actual connection and not supported on Virtual Data Sources.

Struct Column in a Hive Source:

By default, the struct column catalog page will use the Column object template. However, if you set the flag alation.

feature_flags.enable_generic_nosql_support in alation_conf, then the struct column catalog page will be

using an additional second template: the NoSQL Attribute object template that allows Alation to represent the full

structure of this column as a tree table.

Although the main purpose of this feature flag is to enable the support for NoSQL databases in Alation, in addition, it

will also enable the new struct view.
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5.7.1 Setting the Flag

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To set feature flags, you need SUDO access to the Alation host.

1. On the host, enter the Alation shell:

sudo /etc/init.d/alation shell

2. Enable the Generic NoSQL feature by setting the feature flag alation.feature_flags.enable_generic_-

nosql_support to True:

alation_conf alation.feature_flags.enable_generic_nosql_support -s True

3. Restart uWSGI and Celery:

alation_supervisor restart web:uwsgi celery:*

Note: After enabling the flag, perform metadata extraction on your Hive data source with struct data

types to see the changes to the struct representation in the existing metadata.

5.7.2 Viewing Struct Composition

Columns of type struct will be represented as a schema object in Alation when the NoSQL Attribute template is

applied. To reveal the whole nested structure, you can expand each struct component down to the last nested element. A

struct column can include complex data types, such as other structs and arrays, creating a complex structure. With the

expandable tree table representation, you can view all of them on one catalog page.

You can drill down to the level of each individual data definition included in this struct.

Note: NoSQL Schema objects are indicated with the icon:
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These objects can have an internal structure that includes both simple and complex data types.

A Struct Column Catalog Page:

5.7.3 Use of Object Templates for Struct Columns

Let us look at an example of a Hive data source that includes columns of the struct type.

When you open the catalog page of the source and drill down to the struct column, it will be using the Column template.

Custom fields currently associated with this template will be on this page.
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From the struct column page, you can drill down into any of the struct components. They will use the NoSQL Attribute

template.

When a data object in Alation uses the NoSQL Attribute template, the top breadcrumbs use the noSQL data source icon

set:

Data source

Folder

Collection

Schema
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5.8 Deprecation Propagation Feature

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 4.18.0

5.8.1 Scenario

A user deprecates a DB object such as a table, a schema, or even a datasource, and every entity related to it will get

deprecated or get a warning flag.

5.8.2 Result

• Deprecation will get propagated to those entities connected by hierarchy. For example, if a schema is deprecated,

all the tables and columns under this schema will get deprecated with a message “Deprecation propagated from

<source of deprecation>”. All the queries and predicates that mention the schema or its children will also get the

deprecation flag.

• Warning will get propagated to tables and Business Intelligence (BI) objects connected by lineage, with a message

“Warning propagated from the deprecation of <source of deprecation>”. If a schema gets deprecated, all its tables

will get a deprecation flag by (1). Any table that is sourced by any of the newly deprecated tables will get a

warning flag. BI data tables or BI reports that are sourced by deprecated tables will also get the warning flag.

• Un-deprecating the object will remove propagated deprecation/warning flags.
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5.8.3 Caveats

• After deprecating a schema, a metadata extraction job runs, and new tables and columns are added to this schema.

These new objects won’t have the propagated deprecation flag. Similarly for new queries and predicates mentioning

deprecated objects, created after objects were deprecated.

• Deprecation/warning works only in the realm of database. (Deprecating, for example, a BI report won’t trigger

any propagation.)

5.9 Add Endorsements, Warnings, and Deprecation Messages to Data

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation makes it quick and easy to learn about the quality of data and to review it. On every saved query, filter, column,

table, schema, or data source page you can Endorse, Warn, or Deprecate your data. Select the green, yellow, or red

circle next to the name of your data to indicate its quality.

Have you found some great insights? Add an endorsement by clicking the green circle. Are you aware of missing

data? Add a warning (yellow circle) with an explanation of the issue. In those cases where an object should be avoided

altogether, add a deprecation (red circle) to help users steer clear of data quality issues; add a note and use the @ symbol

to directly link to an alternative data object that will guide users to authenticated data.

When a user puts a warning or deprecation on an object, Alation sends an email to anyone that has mentioned it in a

query, sharing the annotation with them as well as links to their queries that are potentially affected by it.
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5.10 How Top User Expertise Is Calculated

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation calculates top user expertise for a data object based on several factors:

• Number of the user’s queries that mention the data object;

• Number of times the user added comments, titles, or descriptions to the data object page;

• Nomination by other users.

Each user has a Catalog page where their expertise is listed, along with the Catalog objects they are connected to and

the queries they have written.

5.11 Upvoting and Downvoting Top Users

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

On schema and table Catalog pages, Alation automatically lists Top Users through calculating expert status.

To upvote or downvote a Top User, the user must already be listed as an expert.
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5.12 Data Popularity

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation displays the popularity of your data on data Catalog pages. For new users, the Popularity column is a quick way

to assess which tables have the most relevant information in a data source and which tables are rarely used.

Popularity is relative to other objects in the same list. This means that if the Popularity bar of one object is twice as long

as the Popularity bar of another object in the same list, the first item is used twice as often. However objects on different

catalog pages with Popularity bars of the same length are probably not used equally as often.

Popularity is determined through an algorithm that accounts for both query ingestion (the number of data source accounts

that used the object and the number of times the object was used) as well as from Compose usage (the number of Alation

users that used the object and the number of times the object was used).
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5.13 View Data Health

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2022.2

The Open Data Quality Initiative is an Alation innovation that provides a framework for tracking rule-based measures

of data health, data reliability, and overall data quality within the Alation data catalog. Rules can be manually generated

using the Data Health API or automatically generated by any of several data quality software vendors, including Soda

and BigEye. If Data Health information has been enabled in your Alation data catalog, any table with an associated

Data Health rule will show an active Health tab.

5.13.1 Enable Data Health

Data Health is not active by default and can be enabled by a Server Admin. We recommend enabling Data Health on all

Alation instances as it provides a useful framework for automating consistent data health observations across your data.

To enable Data Health, toggle Enable Health Data on the Feature Configuration page of Administrator Settings.
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5.13.2 View a Table with Health Information

Once Data Health has been enabled and at least one rule defined using the API, you can view health information for any

table to which a rule applies. For example, we defined a rule specifying that the season_number field in the Episodes

table of the IMDb schema consists of only numeric data and similar rules checking that the episode title and parent TV

show title consisted of string data. When we open the Episodes catalog page, we see the Health tab is active and the

Health column shows the status of any rules applied to particular columns:

Our rules show the three types of status available in a health rule: Good, Warning, and Alert. The Health tab shows the

most severe status indicated.

The Health column is also visible on the Columns tab:

Click on the Health tab to view the Data Health information for all active rules:
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5.13.3 View Data Health Propagated Via Lineage

Beginning with Alation version 2022.4, you can see Data Health information propagated through Lineage.

You can see Data Health information on downstream tables, BI data sources, or BI reports if any upstream objects

have Data Health issues. If so, the Health tab will be active, and show the status of the most severe Data Health rule

impacting the object:

Click the Health tab to view the Data Health information. Click the number beside Upstream Issues to view the

Upstream Issues tab:
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Here you see the upstream source with data health issues, and a summary of the issues, which may include upstream

object deletion. Click the down arrow to the right of this summary to see an expanded view of the information, including

the rules that are in place and the objects they apply to:

5.13.4 View Data Health in Search Results

From release 2023.1, you can see Data Health alerts and warnings in search results.

For example, consider the spi_matches table with the following Data Health rules defined:
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If we search for “spi_matches”, we obtain the following results:

The spi_matches table appears in the search results flagged with an Alert icon, because Alert is currently the most severe

status in the table. If the most severe status was Warning, the Warning icon would be displayed.
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5.14 Table Lineage

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation displays the table lineage of data both ingested into and created in Alation. Click the boxes and arrows to display

additional information, including the queries that created tables and how tables connect to your BI reports.

The lineage for any database in Alation is created by parsing queries, both from the query log and directly from Compose,

as well as view SQL. As queries are parsed, Alation looks for CREATE, ALTER, INSERT statements and uses that

information to build the table-level lineage in the graph. For Views, Alation will parse the view definition to graphically

connect it back to the tables used in its creation.

If you want to import lineage data from sources Alation does not natively support, you can do this using the Alation API.

5.15 Columns and Samples

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

On table catalog pages, the Columns and Samples tabs provide granularity into your data.

On the Columns tab, a full list of the columns on your table is displayed:

918 Chapter 5. Working with Catalog Data



Alation User Guide

On the Samples tab, by default, Alation scans the first 10,000 rows of your table and stores the first 100 rows. The

Samples tab displays a random sample of 100 rows out of those 10,000 scanned rows:

To change the default number of rows scanned and sampled, ask your Alation admin.
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If Dynamic Profiling is enabled for the data source, you’ll have to run the sample yourself by clicking the Run Profile

or Run Sample button. You will need to enter user credentials for the data source. For help working with data source

credentials, see Working with Data Source Connections.
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SIX

OPEN CONNECTOR FRAMEWORK

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install the Open Connector Framework (OCF) components and

connectors.

6.1 Open Connector Framework (OCF) Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

6.1.1 March 06, 2024

• Amazon Redshift OCF Connector: Version 1.8.1

• Impala on CDH OCF Connector: Version 1.2.0

• Impala on CDP OCF Connector: Version 2.1.0

• Oracle OCF Connector: Version 1.6.1

• Teradata OCF Connector: Version 1.2.0

Amazon Redshift OCF Connector: Version 1.8.1

Fixed Issues

Custom QLI Query Validation Fails If the ENDTIME Keyword Appears Before the STARTTIME

Including the STARTTIME and ENDTIME keywords in the Custom QLI queries is mandatory. However, the connector

restricts users from using the ENDTIME keyword before the STARTTIME keyword within a custom query. This results

in a validation error for the custom QLI queries that require the ENDTIME keyword to appear before the STARTTIME

keyword, preventing users from saving such custom queries.

Now, the connector allows the users to successfully save the custom QLI query irrespective of the STARTTIME or

ENDTIME keyword order.
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Impala on CDH OCF Connector: Version 1.2.0

Enhancements

Docker CIS Benchmark Compliance

Impala CDH OCF connector versions 1.2.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Impala on CDP OCF Connector: Version 2.1.0

Enhancements

Docker CIS Benchmark Compliance

Impala CDP OCF connector versions 2.1.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Oracle OCF Connector: Version 1.6.1

Fixed Issues

Custom QLI Query Validation Fails If the ENDTIME Keyword Appears Before the STARTTIME

Including the STARTTIME and ENDTIME keywords in the Custom QLI queries is mandatory. However, the connector

restricts users from using the ENDTIME keyword before the STARTTIME keyword within a custom query. This results

in a validation error for the custom QLI queries that require the ENDTIME keyword to appear before the STARTTIME

keyword, preventing users from saving such custom queries.

Now, the connector allows the users to successfully save the custom QLI query irrespective of the STARTTIME or

ENDTIME keyword order.

Teradata OCF Connector: Version 1.2.0

Enhancements

Teradata Driver Upgrade

The Teradata driver for the OCF connector is upgraded to the latest version 20.00.00.16.

922 Chapter 6. Open Connector Framework



Alation User Guide

6.1.2 February 28, 2024

• Amazon Redshift OCF Connector: Version 1.8.0

• Databricks on AWS OCF Connector: Version 2.1.10

• Hive OCF ConnectorL Version 1.2.0

• Oracle OCF Connector: Version 1.6.0

• Snowflake OCF Connector: Version 2.3.0

• SQL OCF Connector: Version 1.4.0

• Tableau OCF Connector: Version 1.8.0

• Teradata OCF Connector: Version 1.1.0

• TIBCO Spotfire OCF Connector: Version 2.0

Amazon Redshift OCF Connector: Version 1.8.0

Enhancements

Docker CIS Benchmark Compliance

Amazon Redshift OCF connector versions 1.8.0 and newer are now compliant with the following Docker CIS bench-

marks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Databricks on AWS OCF Connector: Version 2.1.10

Fixed Issues

Data Sampling Fails Due to Void Data Type

Bulk data sampling fails when the Databricks on AWS OCF connector encounters a column with void data type.

Now, the connector skips the column with void data type and continues with bulk data sampling and does not error out.

Note: The root cause for this issue is in the Databricks driver that the Databricks on AWS OCF connector uses. Once

Databricks on AWS resolves the issue in the driver, you will start viewing the column values in profiling or sampling.
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Hive OCF ConnectorL Version 1.2.0

Enhancements

Docker CIS Benchmark Compliance

Hive OCF connector versions 1.2.0 or newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Oracle OCF Connector: Version 1.6.0

Enhancements

Docker CIS Benchmark Compliance

Oracle OCF connector versions 1.6.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Snowflake OCF Connector: Version 2.3.0

Enhancements

Docker CIS Benchmark Compliance

Snowflake OCF connector versions 2.3.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Additional Checks for QLI

Snowflake OCF connector now checks the inclusion of queryString, startTime, or sessionID column in the view or

custom query used for QLI. If the queryString, startTime, or sessionID column is missing, the connector displays an

error message and a hint in the Job summary. This check prevents log flooding.
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SQL OCF Connector: Version 1.4.0

Enhancements

Docker CIS Benchmark Compliance

SQL OCF connector versions 2.3.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Tableau OCF Connector: Version 1.8.0

Enhancements

Docker CIS Benchmark Compliance

Tableau OCF connector versions 1.8.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Teradata OCF Connector: Version 1.1.0

Enhancements

Docker CIS Benchmark Compliance

Teradata OCF connector versions 1.1.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Fixed Issues

Connector Displays Incomplete View Definition

The connector truncates the view definition for Views with large view_sql in the user interface. Now, the default MDE

view query extracts the complete view definition. Additionally, the connector now joins the view definition split over

multiple rows.
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TIBCO Spotfire OCF Connector: Version 2.0

The TIBCO Spotfire OCF Connector version 2.0 is now available on the Alation Connector Hub.

The connector catalogs TIBCO Spotfire as a BI source within Alation on-premise and Cloud instances.

Features

• Works with both Tibco Spotfire version 12 and 14

• Catalogs Report fields and connection information for TIBCO Spotfire version 14 sources

• Provides SSL support for TLS connectivity between Alation and Tibco Spotfire

• Supports BI lineage between TIBCO cataloged Reports and Datasource objects

• Provides report previews

For more information, see TIBCO Spotfire OCF Connector.

6.1.3 February 14, 2024

• Amazon Redshift OCF Connector: Version 1.7.1

• Amazon S3 OCF Connector: Version 3.9.0

Amazon Redshift OCF Connector: Version 1.7.1

Fixed Issues

NULL Values Displayed As Zero In Compose Query Results for Cloud Service Instances

When you execute a query in Compose, NULL values are displayed as zero.

Amazon S3 OCF Connector: Version 3.9.0

Compatible Alation Version - 2023.1.6 or higher

Enhancements

With Alation version 2023.3.5 and Amazon S3 OCF connector version 3.9.0, Alation has introduced an enhanced user

interface for configuring the Amazon S3 data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.5. However, you will

view the old user interface with Alation versions prior to 2023.3.5.

The documentation for the new Amazon S3 OCF Connector experience is available at: Amazon S3 OCF Connector.

The enhanced user interface provides the following features:
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Better User Experience

The enhanced Amazon S3 user interface provides better navigation and multiple visual cues, making it easy to configure

and manage Amazon S3 data source.

Easy to Connect

The Amazon S3 user interface now provides a step-by-step process to connect to your Amazon S3 data source easily

and quickly.

Additional Error-Prevention Checks

The Amazon S3 user interface now includes added checks to avoid obvious configuration mistakes. The user interface

also includes text to assist and provide cues while configuring.

Detailed Error Reports and Troubleshooting Support

The improved Amazon S3 user interface makes troubleshooting easier for metadata extraction and query log ingestion,

as you can now have a detailed error report for both processes. The report contains a detailed error description and steps

to resolve the issue.

6.1.4 February 07, 2024

• Denodo OCF Connector: Version 1.2.4

• DynamoDB OCF Connector: Version 1.0.0

• ElasticSearch: Version 1.0.0

• Salesforce OCF Connector: Version 2.0.0

• TIBCO Data Virtualization OCF Connector: Version 1.0.0

Denodo OCF Connector: Version 1.2.4

Enhancements

Performance Enhancement of Sampling and Profiling

Alation has enhanced the performance of Sampling and Profiling queries.
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DynamoDB OCF Connector: Version 1.0.0

The DynamoDB OCF Connector is now available on Connector Hub for public preview.

Features

• Extracts and Catalogs database objects such as schemas, tables, views and columns.

• Leverages full catalog functionality to search for and find the extracted metadata, curate the corresponding catalog

pages, create documentation about the data source, and exchange information about it.

• Supports high-performance Open Connector Framework (OCF) ingestion for faster extraction.

• Supports following authentication methods: Basic and AWS Root Keys

For more information see Amazon DynamoDB OCF Connector

ElasticSearch: Version 1.0.0

` The ElasticSearch OCF Connector is now available on Connector Hub for public preview.

Features

• Extracts and Catalogs database objects such as schemas, tables, views and columns.

• Leverages full catalog functionality to search for and find the extracted metadata, curate the corresponding catalog

pages, create documentation about the data source, and exchange information about it.

• Supports high-performance Open Connector Framework (OCF) ingestion for faster extraction.

For more information, see ElasticSearch OCF Connector.

Salesforce OCF Connector: Version 2.0.0

The Salesforce OCF Connector is now GA and is available on Connector Hub.

Features

Support for OAuth authentication.

For more information, see Salesforce OCF Connector.

TIBCO Data Virtualization OCF Connector: Version 1.0.0

The TIBCO Data Virtualization (TDV) OCF Connector is now available on Connector Hub for public preview.
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Features

• Combines disparate data sources on demand providing the ability to create logical unified data views.

• Extracts and catalogs TDV data source objects such as schemas, tables, and columns within Alation.

• Supports cataloging of table column data and sampling.

• Provides Compose functionality for cataloged data sources.

For more information, see TIBCO Data Virtualization OCF Connector.

6.1.5 January 31, 2024

• Amazon Redshift OCF Connector: Version 1.7.0

• Databricks on AWS OCF Connector: Version 2.1.9

• Databricks on GCP OCF Connector: Version 2.0.2

• MicroStrategy OCF Connector: 1.1.0

• Oracle OCF Connector: Version 1.5.0

• Snowflake OCF Connector: Version 2.2.15

Amazon Redshift OCF Connector: Version 1.7.0

Compatible Alation Version - 2023.1.6, 2023.3 or higher

Enhancements

With Alation version 2023.3.4 and higher and Amazon Redshift OCF connector version 1.7.0 and higher, Alation has

introduced an enhanced user interface for configuring the Amazon Redshift data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.4. However, you will

view the old user interface with Alation versions prior to 2023.3.4.

The documentation for the new Amazon Redshift experience is available at : Amazon Redshift OCF Connector.

The enhanced user interface provides the following features:

Better User Experience

The enhanced Redshift user interface provides better navigation and multiple visual cues, making it easy to configure

and manage Redshift data source.
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Easy to Connect

The Redshift user interface now provides a step-by-step process to connect to your Redshift data source easily and

quickly.

Additional Error-Prevention Checks

The Redshift user interface now includes added checks to avoid obvious configuration mistakes. The user interface also

includes text to assist and provide cues while configuring.

Detailed Error Reports and Troubleshooting Support

The improved Redshift user interface makes troubleshooting easier for metadata extraction and query log ingestion, as

you can now have a detailed error report for both processes. The report contains a detailed error description and steps to

resolve the issue.

Databricks on AWS OCF Connector: Version 2.1.9

Enhancements

Databricks Driver Upgrade

The Databricks driver for the OCF connector is upgraded to the latest version 2.6.34.

Databricks on GCP OCF Connector: Version 2.0.2

Enhancements

Databricks Driver Upgrade

The Databricks driver for the OCF connector is upgraded to the latest version 2.6.34.

MicroStrategy OCF Connector: 1.1.0

Enhancements

Support for Table Level Lineage

From Alation version 2023.3.5 or newer, you can now view Table Level Lineage for in-memory cubes using cross

system lineage API using the MicroStrategy OCF connector.
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Oracle OCF Connector: Version 1.5.0

Compatible Alation Version - 2023.1 or higher

Enhancements

With Alation version 2023.3.4 and higher and Oracle OCF connector version 1.5.0 and higher, Alation has introduced

an enhanced user interface for configuring the Oracle data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.4. However, you will

view the old user interface with Alation versions prior to 2023.3.4.

The documentation for the new Oracle experience is available at : Oracle OCF Connector.

The enhanced user interface provides the following features:

Better User Experience

The enhanced Oracle user interface provides better navigation and multiple visual cues, making it easy to configure and

manage Oracle data source.

Easy to Connect

The Oracle user interface now provides a step-by-step process to connect to your Oracle data source easily and quickly.

Additional Error-Prevention Checks

The Oracle user interface now includes added checks to avoid obvious configuration mistakes. The user interface also

includes text to assist and provide cues while configuring.

Detailed Error Reports and Troubleshooting Support

The improved Oracle user interface makes troubleshooting easier for metadata extraction and query log ingestion, as

you can now have a detailed error report for both processes. The report contains a detailed error description and steps to

resolve the issue.

Snowflake OCF Connector: Version 2.2.15

Fixed Issue

Alation Prevents Completion of Test Connection and Test Access and Fetch Actions Without System
Views Access

You can now complete the Test Connection and Test Access and Fetch Schema actions on the General Settings and

Metadata Extraction tabs, respectively, even when your configured service account cannot access system views but

would like to use custom views instead.
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In such cases, Alation now displays a warning message allowing you to proceed if you intend to use Custom MDE

Queries to configure and run extraction. This functionality was blocked in connector version 2.2.13 and has now been

re-introduced.

6.1.6 January 24, 2024

• Azure Synapse Analytics OCF Connector: Version 1.2.5

• Google BigQuery OCF Connector: Version 1.3.0

Azure Synapse Analytics OCF Connector: Version 1.2.5

Fixed Issues

Metadata Extraction Fails With Generic Error

Metadata Extraction fails with the following generic error instead of a specific error message informing the exact issue:

java.util.MissingFormatArgumentException: Format specifier ‘%s’

Google BigQuery OCF Connector: Version 1.3.0

Compatible Alation Version - 2023.1 or higher

Enhancements

With Alation version 2023.3.4 and Google BigQuery OCF connector version 1.3.0, Alation has introduced an enhanced

user interface for configuring the Google BigQuery data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.4. However, you will

view the old user interface with Alation versions prior to 2023.3.4.

The documentation for the new Google BigQuery experience is available at : Google BigQuery OCF Connector

The enhanced user interface provides the following features:

Better User Experience

The enhanced Google BigQuery user interface provides better navigation and multiple visual cues, making it easy to

configure and manage Google BigQuery data source.
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Easy to Connect

The Google BigQuery user interface now provides a step-by-step process to connect to your Google BigQuery data

source easily and quickly.

Additional Error-Prevention Checks

The Google BigQuery user interface now includes added checks to avoid obvious configuration mistakes. The user

interface also includes text to assist and provide cues while configuring.

Detailed Error Reports and Troubleshooting Support

The improved Google BigQuery user interface makes troubleshooting easier for metadata extraction and query log

ingestion, as you can now have a detailed error report for both processes. The report contains a detailed error description

and steps to resolve the issue.

6.1.7 January 17, 2024

• Add-On OCF Connector for Fivetran: Version 2.0.6

• Databricks on AWS OCF Connector: Version 2.1.8

• Databricks Unity Catalog OCF Connector: Version 2.2.0

• Hive OCF Connector: Version 1.1.5

• Kafka OCF Connector: Version 1.0.0

Add-On OCF Connector for Fivetran: Version 2.0.6

The Add-0n OCF Connector for Fivetran is now available on Connector Hub.

Use this connector to create cross-system lineage in Alation for cataloged sources and destination data warehouses,

which are being Extracted and Loaded respectively by Fivetran.

Features

Better User Experience

This add-on utility allows extraction of metadata for Schemas, Tables and Columns as a part of existing Data Warehouse

offering.
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High Performance

This Open Connector Framework (OCF) ingestion operates with high performance to complete extraction quickly.

For more information, see Add-on OCF Connector for Fivetran

Databricks on AWS OCF Connector: Version 2.1.8

Fixed Issues

Longer Execution Time for Sampling and Profiling Queries

In AWS Databricks, row count takes longer to execute for custom Sampling queries for views with large tables.

Databricks Unity Catalog OCF Connector: Version 2.2.0

Compatible Alation Version - 2023.1.7 or higher

Enhancements

With Alation version 2023.3.4 and Databricks Unity Catalog OCF connector version 2.2.0, Alation has introduced an

enhanced user interface for configuring the Databricks Unity Catalog data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.4. However, you will

view the old user interface with Alation versions prior to 2023.3.4.

The documentation for the new Databricks Unity Catalog experience is available at: Databricks Unity Catalog OCF

Connector

The enhanced user interface provides the following features:

Better User Experience

The enhanced Databricks Unity Catalog user interface provides better navigation and multiple visual cues, making it

easy to configure and manage Databricks Unity Catalog data source.

Easy to Connect

The Databricks Unity Catalog user interface now provides a step-by-step process to connect to your Databricks Unity

Catalog data source easily and quickly.
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Additional ErrorPrevention Checks

The Databricks Unity Catalog user interface now includes added checks to avoid obvious configuration mistakes. The

user interface also includes text to assist and provide cues while configuring.

Detailed Error Reports and Troubleshooting Support

The improved Databricks Unity Catalog user interface makes troubleshooting easier for metadata extraction and query

log ingestion, as you can now have a detailed error report for both processes. The report contains a detailed error

description and steps to resolve the issue.

Hive OCF Connector: Version 1.1.5

Fixed Issues

Metadata Extraction Fails for Objects with Whitespace Characters

Metadata Extraction (MDE) fails when encountering a whitespace character in MDE object names.

Now, if the connector encounters a whitespace object name, it logs the object and skips cataloging the object with the

whitespace character. Therefore, the Hive OCF Connector is now tolerant and helps catalog all the objects that can be

cataloged without issues in Alation.

Kafka OCF Connector: Version 1.0.0

The Kafka OCF Connector is now available on Connector Hub.

Features

• Extracts and Catalogs database objects such as schemas, tables and columns.

• Kafka OCF connector supports multiple authentication methods like Azure MSI, Azure Service Principal,

SCRAM-SHA-512, SCRAM, Kerberos and Plain.

• Leverage full catalog functionality to search for and find the extracted metadata, curate the corresponding catalog

pages, create documentation about the data source, and exchange information about it.

• High-performance Open Connector Framework (OCF) ingestion for faster extraction.

For more information, see Kafka

6.1.8 January 10, 2024

• SQL Server OCF Connector: Version 1.3.10

• Tableau OCF Connector: Version 1.7.1
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SQL Server OCF Connector: Version 1.3.10

Fixed Issues

VIEW Columns Fail to Display the Column Length

VIEW columns in SQL OCF connector do not display the column length or limit along with the data type name.

Tableau OCF Connector: Version 1.7.1

Enhancements

Tableau OCF Displays SQL Queries

Tableau OCF connector now displays SQL queries for custom SQL-based Tableau datasources. For detail, see Tableau

OCF Connector.

Fixed Issues

Extraction for Multiple Sites Results in Missing Metadata

When extracting from multiple sites, the metadata extraction results in Tableau API failures, NullPointerException, and

missing metadata.

Connections to Tableau Remain Open

The Tableau OCF connector fails to close the connections to Tableau.

Connector Initiates Duplicate API Calls

The Tableau OCF connector initiates duplicate API calls to fetch metadata.

Connector Fails to Stop Upon Encountering a Fatal Error

When the Tableau server is under maintenance, the MDE becomes unresponsive.

Permission Mirroring Issues

Permission mirroring issues related to site administrator and non-administrator Tableau users are now fixed.
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6.1.9 January 03, 2024

• Databricks on AWS OCF Connector: Version 2.1.7

• MongoDB OCF Connector: Version 1.0.0

• Snowflake OCF Connector: Version 2.2.13

• SQL Server OCF Connector: Version 1.3.9

Databricks on AWS OCF Connector: Version 2.1.7

Fixed Issues

QLI Fails with Partial Success Status

QLI for AWS Databricks OCF connector fails with a Partial Success status and the following status message: No queries

were found to ingest, making the QLI feature unusable.

MongoDB OCF Connector: Version 1.0.0

The MongoDB OCF Connector is now available on Connector Hub.

Features

• The MongoDB connector supports various authentication methods including Basic, Kerberos, and

LDAP.

• The connector is compatible with MongoDB database version 23.0.0.8692 and Alation version 2023.3.

• Supports features inclusive of Metadata Extraction (MDE), sampling and profiling.

For more information, see MongoDB.

Snowflake OCF Connector: Version 2.2.13

Fixed Issues

Compose Uses Incorrect Version of the JDBC Driver

Snowflake OCF connector supports the latest JDBC driver version (version 3.14.1). However, Compose is unable to use

the latest version of the JDBC driver and falls back to the native version.
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SQL Server OCF Connector: Version 1.3.9

Fixed Issues

QLI Jobs Display Incorrect Job Status for Errors

A QLI is completed with Partial Success status even when there are errors and the error message is displayed only in the

connector logs.

6.1.10 December 27, 2023

Azure Databricks OCF Connector: Version 2.0.5

Fixed Issues

Azure Databricks OCF Connector Misses Processing the Last Query

Azure Databricks runs queries on different threads. These queries are logged into log files that are processed by the

OCF connector. Howevetr, while processing, the connector misses processing the last query. This results in missing

lineage from the catalog.

With this fix, the missing lineage from the last query is now generated for the Azure Databricks OCF connector.

6.1.11 December 20, 2023

• Azure Databricks OCF Connector: Version 2.0.4

• Databricks Unity Catalog OCF Connector: Version 2.1.1

• SQL Server OCF Connector: Version 1.3.8

Azure Databricks OCF Connector: Version 2.0.4

Fixed Issues

QLI Extraction Fails to Ingest Queries

QLI extraction for Azure Databricks OCF connector fails with NA_LOCATION_INFO error and does not return any

query statement to ingest.

You can now successfully run the QLI extraction.
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Databricks Unity Catalog OCF Connector: Version 2.1.1

Fixed Issues

QLI Execution Fails for Databricks Unity Catalog OCF Connector

The issue related to QLI execution for Databricks Unity Catalog data source with ANSI Mode enabled that resulted in

the CAST_INVALID_INPUT error is now fixed.

SQL Server OCF Connector: Version 1.3.8

Fixed Issues

SQL Server Connection Error Soft Deletes Cataloged Objects

In SQL Server OCF Connector, an error in the SQL server connection caused an empty stream of data, which was

treated as a successful MDE and resulted in the soft deletion of all the extracted metadata.

Alation now ensures that such configuration and connection errors result in metadata extraction failure instead of an

empty data stream.

6.1.12 December 18, 2023

Snowflake OCF Connector: Version 2.2.12

Fixed Issues

Unable to Complete Test Connection and Test Access and Fetch Actions Without System Views
Access

You can now complete the Test Connection and Test Access and Fetch Schema actions on the General Settings and

Metadata Extraction tabs, respectively, even when your configured service account cannot access system views but

would like to use custom views instead.

In such cases, Alation now displays a warning message allowing you to proceed if you intend to use Custom MDE

Queries to configure and run extraction.

6.1.13 December 13, 2023

• Add-On OCF Connector for dbt: Version 3.0.7

• Databricks on AWS OCF Connector: Version 2.1.6

• Greenplum OCF Connector: Version 1.0.7

• Impala CDP OCF Connector: Version 2.0.1

• SAP BO OCF Connector: Version 1.2.0

• SingleStore OCF Connector (MemSQL): Version 1.1.3

• Snowflake OCF Connector: Version 2.2.11

• Starburst Trino OCF Connector: Version 1.3.1
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Add-On OCF Connector for dbt: Version 3.0.7

Compatible Alation Version - 2023.1 or higher

Enhancements

Improved User Experience

The enhanced Add-On OCF connector for dbt Admin user interface provides better navigation and multiple visual cues,

making it easy to configure and manage dbt connector.

Important: Add-On OCF connector for dbt version 3.0.7 is supported with the Alation version 2023.1

and higher, however, the enhanced user experience is available only from the Alation version 2023.3.2.1.

Databricks on AWS OCF Connector: Version 2.1.6

Compatible Alation Version - 2023.1 or higher

Enhancements

Dynamic Profiling and Dynamic Sampling Uses Respective Database Credentials

Dynamic profiling and sampling for Databricks on AWS OCF connector now use the credentials the user provides for

their respective databases when retrieving table samples and column profiles for specific tables and columns.

Greenplum OCF Connector: Version 1.0.7

Compatible Alation Version - 2022.3 (Patch version: 13.4.7) and higher

Fixed Issues

Popularity and Top User Calculations Differ Between OCF and Native Connectors

There are discrepancies in the Popularity and Top Users values displayed on catalog pages of schema, table, and column

objects between the Greenplum OCF and native connectors.

Impala CDP OCF Connector: Version 2.0.1

Compatible Alation Version - 2022.4 or later
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Fixed Issues

Test Connection Fails on the Impala CDP Connector

Test Connection is successful for Kerberos-enabled Impala CDP connector.

SAP BO OCF Connector: Version 1.2.0

Compatible Alation Version - 2022.4 or later

Enhancements

Enhancements to Performance and Memory Utilization

Alation has now improved the SAP BO OCF connector to reduce the MDE time and memory utilization. This

enhancement addresses all the existing or potential performance issues (longer MDE runs).

SingleStore OCF Connector (MemSQL): Version 1.1.3

Compatible Alation Version - 2022.3 or higher

Fixed Issues

Data Upload Fails

When you try to upload data for a table, upload and table creation, fail with an error.

The SingleStore OCF connector code is now updated that fixes the issue.

Snowflake OCF Connector: Version 2.2.11

Compatible Alation Version - 2022.4 or higher

Enhancements

The allowUnderscoresInHost Parameter is Automatically Set in the JDBC URI

If you miss setting the allowunderscore parameter in the JDBC URI field on the General Settings tab of the

Snowflake data source, the Snowflake OCF connector automatically sets the allowunderscore parameter to true

(allowunderscore=true).

With this enhancement, Snowflake OCF connector supports underscores in the account names included in the

Privatelink JDBC URLs.
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Fixed Issues

Metadata Extraction Fails In the Absence of ALLOWED_VALUES Column

In Snowflake OCF connector version 2.2.9 and earlier, Alation introduced a new column called ALLOWED_VALUES

in the Tag extraction query to extract all the available values associated with the ALLOWED_VALUES parameter from

the Snowflake data source. If this column is absent in the custom query for the tag, MDE fails.

This column has now been made optional to ensure that MDE runs successfully for users who have installed the latest

Snowflake OCF Connector version (2.2.9 and higher) on an earlier Alation version.

Starburst Trino OCF Connector: Version 1.3.1

Compatible Alation Version - 2022.4 or higher

Enhancements

JDBC Driver Upgrade

The JDBC driver for Starburst OCF connector is upgraded from trino-jdbc-380.jar to trino-jdbc-430.jar.

Support for New Starburst Enterprise Version

Starburst OCF connector now supports the new Starburst Enterprise version 413-e LTS.

Note: Alation will continue to support the Starburst Enterprise (Trino) version 380-e LTS (EOL version).

6.1.14 December 06, 2023

• Azure Power BI Scanner OCF Connector: Version 2.1.3

• Google BigQuery OCF Connector: Version 1.2.3

• Impala CDP OCF Connector: Version 2.0.0

• Microstrategy OCF Connector: Version 1.0.2

• Redshift OCF Connector: Version 1.6.0

Azure Power BI Scanner OCF Connector: Version 2.1.3

Compatible Alation Version - 2023.3.2 or higher
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Enhancements

Support for Plus Character (+) in Ingested SQL Queries

Azure Power BI Scanner OCF Connector supports a plus sign (+) in the ingested SQL queries for dataset expressions.

This enables the extraction of connection information from dataset expressions with queries having ‘+’ (plus character)

to generate lineage.

Fixed Issues

Metadata Extraction Fails for Parameters with Same Name As Table Name in Datasets

In Azure Power BI Scanner OCF Connector, MDE fails if a dataset expression has a parameter with the same name as

the table name and value as an expression. This is because the length of the object identifier exceeds the limit set by

Alation.

Google BigQuery OCF Connector: Version 1.2.3

Compatible Alation Version - 2022.3 (Patch version: 13.4.7) or higher

Enhancements

Google BigQuery Connector Uses Service Account During Sampling

Google BigQuery Connector now uses a service account while performing dynamic sampling with OAuth setup using

the Compose tab.

Impala CDP OCF Connector: Version 2.0.0

Compatible Alation Version - 2022.4 or later

Enhancements

Support for Public Cloud CDP Distribution

The Impala on CDP OCF connector now supports Public Cloud CDP Distribution and earlier support for Private Cloud

CDP Distribution (Base and CDW).
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Support for New and Combination of Multiple Authentication Types

The Impala on CDP OCF connector now supports the following authentication types:

Datasource (Impala)

• No Auth

• Username

• Username Password (LDAP)

• Kerberos (Password or Keytab)

• SSL over any of the above methods

Metastore (For MDE)

• No Auth

• Username Password

• Kerberos (Password or Keytab)

HDFS (For QLI)

• Username

• Username Password

• Kerberos (Password or Keytab)

• SSL over any of the above methods

Additionally, you can use multiple combinations of these authentication types for the data source and metastore

connections. For details, see Impala on CDP OCF Connector.

Change of JDBC Driver

The Impala on CDP OCF connector now uses the Impala JDBC driver over the Hive JDBC driver. This allows support

for public cloud CDP distribution and leverages the JDBC’s request pool parameter feature.

Limitations

Support for Compose

Impala OCF Connector version 2.0.0 supports Compose only from Alation version 2023.3.3.2 or later.

Microstrategy OCF Connector: Version 1.0.2

Compatible Alation Version - 2023.1 or higher

944 Chapter 6. Open Connector Framework



Alation User Guide

Fixed Issues

Unable to Access the Microstrategy Server Using External Source Links on Alation

When navigating to the Microstrategy OCF connector from a link on a report or dashboard, the MicroStrategy Web

Server displays an error if the user is not already logged in to the Microstrategy Server. Alation now allows you to

configure a new optional setting (I-Server) that redirects users to the corresponding object page without an error.

Redshift OCF Connector: Version 1.6.0

Compatible Alation Version - 2022.4.11 or higher

Enhancements

JDBC Driver Upgrade

The custom JDBC driver for the Redshift OCF connector is upgraded to version 2.1.0.21. This upgrade addresses

associated potential issues with the Redshift OCF connector. It will also help prevent problems that may arise when

handling large volumes of metadata for a Redshift data source.

6.1.15 November 29, 2023

Databricks Unity Catalog OCF Connector: Version 2.1.0

Compatible Alation Version - 2023.1.7.1 or higher

Enhancements

Support for OAuth Authentication with Azure Active Directory

The Databricks Unity Catalog OCF connector now supports OAuth authentication for Compose, enabling you to securely

access and utilize data assets within the Databricks environment.

6.1.16 November 22, 2023

• Databricks on AWS OCF Connector: Version 2.1.4

• Azure Power BI Scanner OCF Connector: Version 2.1.0

• PostgreSQL OCF Connector: Version 1.1.10

• SAP BW OCF Connector: Version 1.2.0

• SAP ECC OCF Connector: Version 1.2.0
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Databricks on AWS OCF Connector: Version 2.1.4

Compatible Alation version: 2023.1 or higher

Fixed Issues

Query Log Ingestion Fails for AWS OCF Connector

The Query Log Ingestion (QLI) Preview and ingestion fails due to the Log4j library upgrade after successful datasource

connection and metadata extraction.

Preview Error:

QLI Preview failed: The connector responded with the following error message: NA_LOCATION_INFO.

QLI Error:

No queries were found to Ingest.

This issue is resolved.

Azure Power BI Scanner OCF Connector: Version 2.1.0

Compatible Alation version: 2023.3.2 or higher

Enhancements

Support for Cross-System Lineage Between PowerBI and Databricks Unity Catalog, Azure SQL, and
Azure Synapse

Alation now supports cross-system lineage between PowerBI and the following data sources:

• Databricks Unity Catalog

• Azure SQL

• Azure Synapse

To start using this feature, perform the following:

1. Upgrade to Alation version 2023.3.2 or later.

2. Set the following flag to True using alation_conf :

alation_conf alation.resolution.DEV_bi_connector_returns_db_for_two_part_

schema -s True

3. Install the latest Azure Power BI Scanner OCF Connector.

For details, see Azure Power BI Scanner OCF Connector.
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PostgreSQL OCF Connector: Version 1.1.10

Compatible Alation version: 2023.1 or higher

Fixed Issues

Query Log Ingestion Fails If the Custom Query Does Not Include a transactionid Column

From PostgreSQL OCF Connector versions 1.1.9 and 1.1.10 onwards, QLI fails if the Custom QLI Query does not

include a transactionid column.

This issue is fixed. Now, in PostgreSQL OCF Connector versions 1.1.9 and 1.1.10 or higher, QLI completes successfully

even if the Custom QLI Query does not include a transactionid column. However, Alation recommends that you

include the transactionid column in your query to obtain accurate durations for the query.

SAP BW OCF Connector: Version 1.2.0

Compatible Alation version: 2022.4 or higher

Enhancements

Improved Performance and Memory Utilization

Alation has now improved the metadata extraction logic for the SAP BW OCF connector to enhance performance and

memory utilization.

This enhancement will address the existing or potential performance issues (longer MDE runs) or MDE failures due to

out-of-memory errors in the Connector.

SAP ECC OCF Connector: Version 1.2.0

Compatible Alation version: 2022.4 or higher

Enhancements

Improved Performance and Memory Utilization

Alation has now improved the metadata extraction logic for the SAP ECC OCF connector to enhance performance and

memory utilization.

This enhancement will address the existing or potential performance issues (longer MDE runs) or MDE failures due to

out-of-memory errors in the Connector.
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6.1.17 November 16, 2023

Snowflake OCF Connector Version 2.2.9

Compatible Alation version: 2022.4 or higher

Enhancements

With Alation version 2023.3.2.1 and Snowflake OCF connector version 2.2.9, Alation has introduced an enhanced user

interface for configuring the Snowflake data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.2.1. However, you will

view the old user interface with Alation versions prior to 2023.3.2.1.

The documentation for the new Snowflake experience is available at Snowflake OCF Connector.

The enhanced user interface provides the following features:

Improved User Experience

The enhanced Snowflake Admin user interface provides better navigation and multiple visual cues, making it easy to

configure and manage Snowflake data source.

Easy to Connect

The Snowflake Admin user interface now provides a step-by-step process to connect to your Snowflake data source

easily and quickly.

Extra Error-Prevention Checks

The Snowflake Admin user interface now includes added checks to avoid obvious configuration mistakes. The user

interface also includes text to assist and provide cues while configuring.

Actionable Error Messages and Detailed Error Reports

The Snowflake Admin user interface has made troubleshooting easier for metadata extraction and query log ingestion,

as you can now have actionable error messages. We also support a detailed error report for Metadata Extraction, which

contains a detailed error description and steps to resolve the issue.
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6.1.18 November 8, 2023

SQL Server OCF Connector Version 1.3.7

Compatible Alation version: 2022.2 or higher

Fixed Issues

Connection Test Fails When Using SSL with NTLM Authentication

Fixed an issue when the connection test failed when SSL was enabled with NTLM authentication. The test resulted in

the following error:

Caused by: sun.security.validator.ValidatorException: PKIX path building failed:

sun.security.provider.certpath.SunCertPathBuilderException:

unable to find valid certification path to requested target

To use SSL with NTLM, basic, or Kerberos authentication, use the following JDBC URL format:

sqlserver://<Host_Name>:<Port_Number>;encrypt=true;hostNameInCertificate=<certificate_

name>;

This JDBC URI includes the following additional SSL related parameters:

• encrypt=true

• hostNameInCertificate=<certificate_name>

You can run the command below to verify your certificate name. In the result, check for the value after CN=. That’s the

certificate name.

openssl x509 -noout -subject -in <certificate_name>.crt;

Example:

sqlserver://10.13.82.165:1433;encrypt=true;hostNameInCertificate=abc.corp.net;

6.2 Open Connector Framework (OCF) Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2020.3
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6.2.1 Overview

Open Connector Framework (OCF) allows Alation to support external connectors developed by partnering teams in

order to add more types of sources to the catalog. A connector is a plugged-in microservice that connects to a data

source (such as a database, a BI server, or a file system) in order to extract raw metadata. Connectors created on the

basis of OCF — or OCF connectors — can be additionally installed on the Alation server. They are updated and

reinstalled separately from the data catalog. An OCF connector can be thought of as a “plug-in” to the catalog platform

that extends its functionality.

Alation provides a number of out-of-the-box OCF connectors which are made available to customers upon request.

A connector is a Zip file that needs to be uploaded to the Alation host and installed. The full list of OCF connectors

distributed by Alation is available in the Support Matrix.

Note: If your company is interested in developing a connector in partnership with Alation, contact your account

manager about participation in the OCF partnership program.

To begin using OCF connectors in Alation, install and configure Alation Connector Manager.

6.2.2 Alation Connector Manager

Alation Connector Manager is a Docker container management system that maps the Alation Connector IDs onto the

IDs of physical Docker containers in which connectors are installed. All installed connectors are isolated from each

other as separate Docker containers and each is given a private filesystem to use which persists throughout the connector

lifecycle.

6.2.3 Security

Communication between the OCF components and the Alation application uses the mutual TLS scheme, with Alation

Connector Manager containing an out-of-the-box Certification Authority and issuance protocol. Security settings can

be configured in Alation Connector Manager configuration file after its installation.

Read next: Install Alation Connector Manager.
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6.3 Install Alation Connector Manager

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2020.3

6.3.1 General Information

On customer-managed installations (on-prem Alation instances), Alation Connector Manager and Open Connector

Framework (OCF) connectors should be installed on the same host with the Alation application.

The Connector Manager and connectors are installed outside of the Alation chroot.

Note: Installation of the OCF components on a remote host is not supported.

Alation Connector Manager installer is included into the Alation application package. However, the connectors are

not. They will be provided for downloading by Alation upon request. Create a ticket with Alation Support to receive a

download link for an out-of-the-box OCF connector.

The first step in deploying OCF on your Alation instance is installing Docker. After that, you can install Alation

Connector Manager.

6.3.2 Software Dependency

The core software dependency for OCF is Docker. Steps to install Docker depend on your Alation version.

2021.2 and Newer

Use the Alation Container Service to install Docker.

The Alation Container Service gives admin users the ability to quickly install or update Docker on their Alation servers.

The Alation Container Service is available for both Red Hat Enterprise Linux and Debian Linux-based systems.

2020.3.x to 2021.1.x

Alation requires Docker version 18.09.1 or later. Steps to install Docker depend on the operating system of the Alation

host. On some operating systems, Alation Connector Manager installer can attempt to automatically install the required

Docker version. On others, Docker needs to be installed separately and as a prerequisite to installing Alation Connector

Manager.

6.3.3 Alation Connector Manager Packages

Alation Connector Manager installer is pre-packaged with the Alation application at

/opt/alation/alation/opt/addons/hydra/. From outside of the Alation chroot, the following files can be found,

depending on your Alation version:

• /opt/alation/alation/opt/addons/hydra/hydra.deb or /opt/alation/alation/opt/addons/hydra/hydra-

<version>.deb - a Debian package, x84-64, for installing on Debian distributions

• /opt/alation/alation/opt/addons/hydra/hydra.rpm or /opt/alation/alation/opt/addons/hydra/hydra-

<version>.rpm- a YUM package, x84-64, for installing on RHEL-based systems

• /opt/alation/alation/opt/addons/hydra/hydra_docs.tar.gz or /opt/alation/alation/opt/addons/hydra/hydra_-

docs-<version>.tar.gz- An archived copy of documentation in the HTML format describing how to configure the

Alation Connector Manager agent
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• /opt/alation/alation/opt/alation/bin/kratos - An executable binary used as a CLI to address the Alation Connector

Manager agent

Use the installer package that is compatible with the OS of the host that you are installing on.

The RPM or DEB package will install Alation Connector Manager to /etc/hydra on the host, with the default configuration

in /etc/hydra/hydra.toml.

After installation, the Alation Connector Manager Docker containers will include:

• A Go program (agent) which manages the lifecycle of the installed OCF connectors;

• An internal-only instance of NGINX. This instance is used as:

– The TLS termination proxy;

– The reverse proxy to the agent;

– The gRPC reverse proxy to the OCF connectors.

The configuration and execution of NGINX is managed by the agent as an internal detail only and is not exposed to

operators. Core parameters, such as ports and mTLS settings, are exposed via the configuration file of the agent only.

6.3.4 OS Requirements

ACM and OCF are supported on the operating systems supported by the Alation application.

Rootless Docker for ACM is supported on the following operating systems:

• Debian 10

• Fedora 35

• Oracle Linux 7

• Red Hat Enterprise Linux version 8, 8.5, and 9

• Ubuntu 20 and 22

6.3.5 Disk Space Considerations

Alation Connector Manager supports the notion of connectors with persistent state. As such, each connector that is

instantiated on an Alation Connector Manager node is given its own storage on the file system. After installation,

the container directory is located on the host operating system. Individual connectors have their personalized storage

directory within their containers mounted to /storage.

Some connectors may demand more disk space than others. As a result, it is recommended that this directory be of a

suitable size. It may be a good idea to make this directory backed by storage that is easily resizable.

The storage directory can be configured during Alation Connector Manager configuration stage in the Connector Manager

configuration file using the parameter storage_directory.
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Storage Requirements for OCF Connectors

Refer to the table below for examples of disk space recommendations for OCF connectors.

Note: The Zip file with the connector can be deleted from the host after installation in order to free some

disk space.

Connector Package size (Zip) After unpacking and installation

Power BI 139 MB 500 MB

Looker 127 MB 500 MB

SAP BO 122 MB 500 MB

6.3.6 Alation Connector Manager Installation

Prerequisite

For the Alation host, make sure that the OS and disk space requirements for OCF are met.

STEP 1: Install Docker

To check if the host already has Docker installed:

docker -v

Use instructions appropriate to your version of Alation.

2021.2.x and Newer

Use Alation Container Service to install Docker: Install Docker Using Alation Container Service

2020.3.x to 2021.1.x

• Install Docker together with Alation Connector Manager: Auto-Install Docker as Alation Connector Manager

Dependency

Note: Auto-installation of Docker as a dependency of Alation Connector Manager is supported for

AWS Linux 2, CentOS 7, and Ubuntu.

• Install Docker separately from Alation Connector Manager: Install Docker for Alation Versions 2020.3.x - 2021.1.x

STEP 2: Install Alation Connector Manager

2023.1.4 and Newer

1.

Install Alation Connector Manager using the installation command appropriate for the operating system of the host. Run

the installation command on the Alation host outside of the Alation chroot. The version is present in the file name

starting with version 2022.2.

• RHEL systems
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sudo yum -y install /opt/alation/alation/opt/addons/hydra/hydra-<version>.

rpm

• Debian systems

sudo apt install /opt/alation/alation/opt/addons/hydra/hydra-<version>.deb

1. (Optional) After installing Docker and ACM, you can convert your Docker installation to rootless mode on the

following operating systems:

• Debian 10

• Fedora 35

• Oracle Linux 7

• Red Hat Enterprise Linux version 8, 8.5, and 9

• Ubuntu 20 and 22

Alation provides a script for this purpose. The script will:

• Create an installation of rootless Docker that’s owned by the currently running user.

• Modify the Alation Connector Manager configuration file to be owned by the currently running user.

• Migrate all installed connectors (if any) to the rootless Docker installation.

• Add environment variables to the currently running user’s .bash_profile to ensure that they can control

rootless Docker using the interactive shell in the future.

To convert Docker to rootless mode:

a. Start a new shell session as the user you intend to own the Docker installation. Use the whoami command to

determine which user is currently logged in.

Note: Issues may occur if you attempt to log in as root and then change to a different user for the

rootless installation. This is due to a technical constraint when building a UID mapping for the

current running user. You must start a new shell session as the user you intend to own the Docker

installation.

b. Run the following script:

/usr/bin/alation_migrate.sh

c. To ensure you can interact with Docker in rootless mode, you need to load the modified .bash_profile. You

can do this in one of the following ways:

• By logging out of the currently running user and back in as that same user.

• By running the source command against the profile:

source ~/.bash_profile

Important: On Oracle Linux 7, do not start, stop, or restart the rootless Docker daemon manually or through

systemctl. Doing so will start up a secondary Docker instance that is not rootless. This is due to a limitation on

version 7 where the systemctl command does not support user-specific services.

For Oracle Linux 7, Docker in rootless mode is managed entirely by the Alation Connector Manager

itself. The command that starts Docker is given in step 4 below.
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2021.2 to 2023.1.3

Install Alation Connector Manager using the installation command appropriate for the operating system of the host. Run

the installation command on the Alation host outside of the Alation chroot. The version is present in the file name

starting with version 2022.2.

• RHEL systems

sudo yum -y install /opt/alation/alation/opt/addons/hydra/hydra-<version>.

rpm

• Debian systems

sudo apt install /opt/alation/alation/opt/addons/hydra/hydra-<version>.deb

2020.3.x to 2021.1.x

If you have installed Docker separately from Alation Connector Manager, run the Alation Connector Manager installation

command with the flag that ignores dependencies:

RHEL 7, 8

CentOS 7

Fedora 33, 34

sudo rpm -Uvh --nodeps /opt/alation/alation/opt/addons/hydra/

hydra.rpm

OEL 7, 8 sudo yum -y install /opt/alation/alation/opt/addons/hydra/hydra.

rpm

Ubuntu 16, 18, 20

Debian 9, 10

dpkg --install --ignore-depends=docker.io /opt/alation/alation/

opt/addons/hydra/hydra.deb

STEP 3: Configure Alation Connector Manager

After installing Alation Connector Manager, update its configuration file at /etc/hydra/hydra.toml to reflect your host

environment.

To update the configuration:

2023.1.4 and Newer

Regular Docker

If Docker is running as root:

1.

Open the hydra.toml file.

sudo vi /etc/hydra/hydra.toml
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Open the hydra.toml file.

sudo vi /etc/hydra/hydra.toml

Open the hydra.toml file.

sudo vi /etc/hydra/hydra.toml

For a minimal configuration, uncomment the [agent] and address lines and change the address value to

localhost:81.
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For a minimal configuration, uncomment the [agent] and address lines and change the address value to

localhost:81.

(Optional) If your network uses an Access Control List, see the Advanced Configuration below.

(Optional) If your network uses an Access Control List, see the Advanced Configuration below.

1.

Save the file.

Save the file.

Advanced Configuration

If your network is configured with an Access Control List, you may need to configure Alation Connector Manager to

use the host network so it appears to be coming from the same host as Alation. To do this, add the following line under

the [agent] section.

[agent]

use_host_networking = true

Rootless Docker

If you are running Docker in rootless mode, Alation Connector Manager will use port 8080 by default. If

this default is acceptable, you can skip to item 3 below. If you’d like to use a different port:

1.

Open the hydra.toml file.

sudo vi /etc/hydra/hydra.toml
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Open the hydra.toml file.

sudo vi /etc/hydra/hydra.toml

Open the hydra.toml file.

sudo vi /etc/hydra/hydra.toml

Uncomment the [agent] and address lines and change the address value to use a port number higher than 1024, for

example localhost:8181.
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Uncomment the [agent] and address lines and change the address value to use a port number higher than 1024, for

example localhost:8181.

(Optional) If your network uses an Access Control List, see the Advanced Configuration below.

(Optional) If your network uses an Access Control List, see the Advanced Configuration below.

1.

Save the file.

Save the file.

Advanced Configuration

If your network is configured with an Access Control List, you may need to configure Alation Connector Manager to

use the host network so it appears to be coming from the same host as Alation. To do this, add the following line under

the [agent] section.

[agent]

use_host_networking = true

2022.4 to 2023.1.3

1. Open the hydra.toml file.

sudo vi /etc/hydra/hydra.toml
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Open the hydra.toml file.

sudo vi /etc/hydra/hydra.toml

1. For a minimal configuration, uncomment the [agent] and address lines and change the address value to

localhost:81.

For a minimal configuration, uncomment the [agent] and address lines and change the address value to

localhost:81.
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1. (Optional) If your network uses an Access Control List, see the Advanced Configuration below.

(Optional) If your network uses an Access Control List, see the Advanced Configuration below.

1. Save the file.

Save the file.

Advanced Configuration

If your network is configured with an Access Control List, you may need to configure Alation Connector Manager to

use the host network so it appears to be coming from the same host as Alation. To do this, add the following line under

the [agent] section.

[agent]

use_host_networking = true

2022.2 to 2022.3

1. Open the hydra.toml file.

sudo vi /etc/hydra/hydra.toml

Open the hydra.toml file.
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sudo vi /etc/hydra/hydra.toml

1. For a minimal configuration, uncomment the [agent] and address lines and change the address value to

localhost:81.

For a minimal configuration, uncomment the [agent] and address lines and change the address value to

localhost:81.

1.
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Save the file.

2020.3 to 2022.1

1. Open the hydra.toml file:

sudo vi /etc/hydra/hydra.toml

2. For a minimal configuration, uncomment the [agent], address, [security], and tls_disabled lines and

change the parameter values in the following way:

3.

Save the file.

Note: For detailed information about configuration parameters and their values, you can refer to Alation Connector

Manager configuration documentation that becomes available at /etc/hydra/docs.html after installing Alation Connector

Manager.

Note: In the future, every time you make and save changes to the configuration file, restart Alation Connector Manager.
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STEP 4: Start Alation Connector Manager

After modifying and saving the Alation Connector Manager configuration file, start Alation Connector Manager and

Docker.

2023.1.4 and Newer

Regular Docker

1. If Docker has not been started yet, start Docker:

sudo systemctl start docker

Note: On Oracle Linux 7, you may need to enable Docker after starting it:

sudo systemctl start docker

sudo systemctl enable docker

2. Start Alation Connector Manager outside of the Alation shell:

sudo systemctl start hydra

3. Verify that the agent has started:

sudo docker ps

Example output:

Rootless Docker

Important: If you installed Docker in rootless mode, do not use sudo to interact with Docker or Alation

Connector Manager.

1. Start Alation Connector Manager and Docker.

• On Oracle Linux 7 only, use this command:

hydra start

This command starts both Alation Connector Manager and Docker at the same time.

• On any other operating system on which ACM supports rootless Docker, use these commands:

systemctl start --user docker

systemctl start --user hydra

2. Verify that Alation Connector Manager and Docker have started:

docker ps

Example output:

964 Chapter 6. Open Connector Framework



Alation User Guide

2023.1.3 and Older

1. If Docker has not been started yet, start Docker:

sudo systemctl start docker

Note: On Oracle Linux 7, you may need to enable Docker after starting it:

sudo systemctl start docker

sudo systemctl enable docker

2. Start Alation Connector Manager outside of the Alation shell:

sudo systemctl start hydra

3. Verify that the agent has started:

sudo docker ps

Example output:

STEP 5: Configure Alation to Use Alation Connector Manager

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. Set the following alation_conf parameters:

alation_conf alation.hydra_node.agent.hostname -s <value>

alation_conf alation.hydra_node.agent.port -s <value>

alation_conf alation.hydra_node.agent.tls_disabled -s <value>

These parameters are set based on the parameter values in the Alation Connector Manager configuration

file. No restart of any Alation services is required.

Parameter Notes

alation.hydra_node.agent.hostname Set to the value of the address parameter of the

[agent] section in hydra.toml. For example,

localhost.

alation.hydra_node.agent.port Set to the port number you have specified in the

address parameter of the [agent] section in hy-

dra.toml.

For example, 81.

alation.hydra_node.agent.tls_disabled Set to True.

Default: False.

3. Verify that the CLI tool alation_ypireti is operational:
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# still in the Alation shell:

sudo su alation

alation_ypireti list

As no OCF connectors have been installed yet, there is nothing to list the very first time this command is run. The output

will look similar to the following:

Now that you have successfully installed Alation Connector Manager, you can proceed to install individual OCF

connectors.

6.3.7 Installing OCF Connectors

Read next: Manage Connectors.

6.4 Auto-Install Docker as Alation Connector Manager Dependency

Customer Managed Applies to customer-managed instances of Alation

Applies to releases 2020.3.x - 2021.1.x

Depending on the operating system, you can run Alation Connector Manager installation command in the with-

dependencies or without-dependencies mode. When run with dependencies, it will attempt to automatically install the

required Docker version. For the mode with dependencies, the Alation host must have internet access or be configured

to use an internal YUM or APT repository in order to allow for auto-installation of Docker.

Installation with the Docker dependency is supported for:

• AWS Linux 2

• CentOS 7

• Ubuntu.
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Note: Auto-installation of Docker cannot be done on all operating systems supported by Alation. For example,

RHEL-based operating systems do not natively contain Docker in the core repository, and as a result, it cannot be

auto-installed as a dependency by Alation Connector Manager installation command. On such operating systems, Docker

has to be installed separately before installing Alation Connector Manager. See Install Docker for Alation Versions

2020.3.x - 2021.1.x.

Alation Connector Manager installation command described below will attempt to auto-install Docker if it is not installed

on the host. This command installs both Docker and Alation Connector Manager.

6.4.1 CentOS 7.x and AWS Linux 2

SSH to the Alation host and install Alation Connector Manager RPM located at

/opt/alation/alation/opt/addons/hydra.rpm from outside the Alation Chroot using the command given be-

low. This YUM command attempts to download and install Docker if Docker is not installed on the host. Accept all

prompts regarding the installation of Docker dependencies:

# to auto-install Docker and install Alation Connector Manager:

sudo yum -y install /opt/alation/alation/opt/addons/hydra/hydra.rpm

Note: On these systems, if a supported version of Docker is already pre-installed on the host, install Alation Connector

Manager without the Docker dependency using the command:

sudo rpm -Uvh --nodeps /opt/alation/alation/opt/addons/hydra/hydra.rpm

6.4.2 Ubuntu

SSH to the Alation host and install Alation Connector Manager DEB located at

/opt/alation/alation/opt/addons/hydra.deb from outside the Alation chroot using the commands given below. You

may need to sync the local APT directory to get the latest metadata:

# to update the APT directory:

sudo apt update

# to auto-install Docker and install Alation Connector Manager:

sudo apt install /opt/alation/alation/opt/addons/hydra/hydra.deb

Note: On Ubuntu, if a supported version of Docker is already pre-installed on the host, install Alation Connector

Manager without the Docker dependency using the command:

sudo apt install --nodeps /opt/alation/alation/opt/addons/hydra/hydra.deb

After installing Alation Connector Manager, proceed to configure it: STEP 3: Configure Alation Connector Manager.
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6.5 Install Docker for Alation Versions 2020.3.x - 2021.1.x

Customer Managed Applies to customer-managed instances of Alation

Applies to Alation releases 2020.3.x - 2021.1.x

The core software dependency for OCF and Alation Analytics V2 is Docker. Alation requires Docker version 18.09.1 or

later. Steps to install Docker depend on the operating system of the Alation host.

To check if the host already has Docker installed:

docker -v

If you are installing Docker for Alation Analytics V2, see General Recommendations to Install Docker below.

If you are installing Docker for OCF, then depending on the operating system of the host, you may be able to use Alation Connector

Auto-Install Docker as Alation Connector Manager Dependency.

If auto-installation is not supported on the operating system of the host, Docker needs to be installed separately using

general recommendations and as a prerequisite to installing Alation Connector Manager.

6.5.1 General Recommendations to Install Docker

This section gives general instructions on how to install Docker in specific operating system environments. This applies

to:

• RHEL 7, 8

• CentOS 8

• OEL 7

• Fedora 31, 32

• Debian 10

To install Docker on any of these systems:

1. Navigate to https://download.docker.com/linux/

2. Navigate to your appropriate distribution:

• For Debian-based systems, it will look like /linux/<OS>/dists/<VERSION>/pool/stable/amd64/. For

example: /linux/debian/dists/wheezy/pool/stable/amd64/

• For RHEL-based systems, it will look like /linux/<OS>/<VERSION>/x86_64/stable/Packages/. For

example: /linux/centos/8/x86_64/stable/Packages/

3. Pick an appropriate version number and download that version for all of the packages listed.

4. Install all packages that you downloaded using the appropriate package manager (APT or YUM). Note that these

packages depend on each other, so in order to fulfill these dependencies you must install them all in the same

invocation of the package manager. See examples below.
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CentOS 8

# SSH to the Alation host

# As root, create a directory and navigate to this directory

sudo su

mkdir centos8

cd centos8

# Download the Docker packages

curl -O https://download.docker.com/linux/centos/8/x86_64/stable/Packages/containerd.io-1.

4.3-3.1.el8.x86_64.rpm

curl -O https://download.docker.com/linux/centos/8/x86_64/stable/Packages/docker-ce-20.10.

2-3.el8.x86_64.rpm

curl -O https://download.docker.com/linux/centos/8/x86_64/stable/Packages/docker-ce-cli-

20.10.2-3.el8.x86_64.rpm

curl -O https://download.docker.com/linux/centos/8/x86_64/stable/Packages/docker-ce-

rootless-extras-20.10.2-3.el8.x86_64.rpm

# Install the packages. Note that *.rpm is installing all of these packages at the same

time, which is necessary to do

yum install -y *.rpm

RHEL 8.x

RHEL 8.x requires that you also install iptables or Docker will not start. For RHEL 8, use Docker packages for

CentOS 8:

# SSH to the Alation host

# As root, create a directory on the host and navigate to this directory

sudo su

mkdir rhel8

cd rhel8

# Download the Docker packages

curl -O https://download.docker.com/linux/centos/8/x86_64/stable/Packages/containerd.io-1.

4.3-3.1.el8.x86_64.rpm

curl -O https://download.docker.com/linux/centos/8/x86_64/stable/Packages/docker-ce-20.10.

2-3.el8.x86_64.rpm

curl -O https://download.docker.com/linux/centos/8/x86_64/stable/Packages/docker-ce-cli-

20.10.2-3.el8.x86_64.rpm

curl -O https://download.docker.com/linux/centos/8/x86_64/stable/Packages/docker-ce-

rootless-extras-20.10.2-3.el8.x86_64.rpm

# Install the packages. Note that *.rpm is installing all of these packages at the same

time, which is necessary to do

yum install -y *.rpm

#Install iptables

yum install iptables
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Debian 10

# SSH to the Alation host

# As root, create a directory on the host and navigate to this directory

sudo su

mkdir ubuntu20

cd ubuntu20

# Download the Docker packages

curl -O https://download.docker.com/linux/debian/dists/buster/pool/stable/amd64/

containerd.io_1.4.3-1_amd64.deb

curl -O https://download.docker.com/linux/debian/dists/buster/pool/stable/amd64/docker-

ce-cli_20.10.2~3-0~debian-buster_amd64.deb

curl -O https://download.docker.com/linux/debian/dists/buster/pool/stable/amd64/docker-

ce-rootless-extras_20.10.2~3-0~debian-buster_amd64.deb

curl -O https://download.docker.com/linux/debian/dists/buster/pool/stable/amd64/docker-

ce_20.10.2~3-0~debian-buster_amd64.deb

# Install the packages. Note that *amd64.deb is installing all of these packages at the

same time, which is necessary to do

apt install ./*amd64.deb

Oracle Linux 7 with RHCK

# SSH to the Alation host

# On the host, update YUM:

sudo yum -y update

# Enable the ol7_addons repo:

yum-config-manager --enable ol7_addons

# Install Docker:

sudo yum install -y docker-engine

Start Docker

To start Docker:

sudo systemctl start docker

On Oracle Linux 7, you may need to enable Docker after starting it:

sudo systemctl start docker

sudo systemctl enable docker
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6.6 Install OCF BI Connectors

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2020.3.x

Note: In releases 2020.3.x up to 2021.2.x, the installation of OCF connectors is done on the backend of the Alation

server. Starting with release 2021.3, connectors can be installed using the Connectors Dashboard in Admin Settings >

Server Admin > Manage Connectors.

6.6.1 Connector Manifest File

Each out-of-the-box OCF connector package includes a manifest file with metadata about the connector in the JSON

format. In the manifest file, the value of the key name in the source JSON object of the name of the connector as it will

appear in the Alation UI.

Example:
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6.6.2 Installation

Important: Installation of an OCF connector requires Alation Connector Manager to be installed as a

prerequisite. If this has not been done on your instance, install the Connector Manager before installing any

OCF connectors: Install Alation Connector Manager.

STEP 1: Install an OCF Connector

1. Copy the Zip file with the connector package to a directory on the Alation host accessible from inside the Alation

Chroot, for example /tmp.

2. On the Alation host, install the connector from the Alation shell:

sudo /etc/init.d/alation shell

sudo su alation

cd /tmp

alation_ypireti install --path <connector-x.x.x.x.zip>

An example of a successful output message is shown below:

Important: OCF connectors that are installed or updated on the Alation version 2021.2 or newer are copied to the

backup path at /opt/alation/site/site_data/ocf/connectors/ (path inside the shell) and backed up by the Alation backup

process.

STEP 2: Enable OCF Connector Usage

If this has not been done yet on your instance, enable the OCF connector-based BI Servers in Alation.

In order to use OCF connectors in Alation, the following two alation_conf parameters must be set to True:

• alation.feature_flags.enable_gbm_v2_connector_strategy

• alation.feature_flags.enable_lineage_v2

To check their values on your instance, run the following commands from the Alation shell:

alation_conf alation.feature_flags.enable_gbm_v2_connector_strategy

alation_conf alation.feature_flags.enable_lineage_v2
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This will print the current parameter values to the console.

To set the values:

1. To set the parameter alation.feature_flags.enable_gbm_v2_connector_strategy, from the the Alation

shell, run the following command:

alation_conf alation.feature_flags.enable_gbm_v2_connector_strategy -s True

2. Note that the parameter alation_conf alation.feature_flags.enable_lineage_v2 enables the Lineage V2 framework

in the Alation Catalog. On how to set it, see Enabling Lineage V2. This parameter does not need enabling in

release 2021.2 and newer releases (enabled by default).

After the OCF connector was installed and the required parameters were enabled, you can add BI sources to the Alation

Catalog using this OCF connector.

6.6.3 Configuration in Alation

Add an OCF BI Source to Alation

This section describes the steps to add an BI source that uses an installed OCF connector. Such sources will have the

type CONNECTOR in Alation. The type is displayed in the Properties field of the BI server catalog page:

To add a BI source:

1. Create a new BI server source in Alation: click Apps > Sources > Add > BI Server:
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2. From the Select a Business Intelligence server type list, select the name of the connector you have installed.

Provide a Title and a Description for the new BI server source and click Add:

3. The BI source Settings page will open. Specify the settings and perform extraction. For information about settings

of specific OCF connectors, refer to documentation describing each available connector:

• Looker Connector: Install and Configure

• Power BI Connector: Install and Configure

• SAP BusinessObjects Connector: Install and Configure

6.7 Manage Connectors

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Manage Connectors page displays the list of OCF Connectors installed on the Alation server. The Connectors

Dashboard is a one stop place for Server Admin users to install and manage OCF Connectors. This page can be accessed

from Admin Settings > Server Admin > Manage Connectors.
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Users can find the following information on the Connectors Dashboard:

• Connector Name

• Description of the connector

• Status

• Connector Version

• Last Updated

This information is retrieved from the corresponding Connector container and manifest file.

6.7.1 Install an OCF Connector

Requirements

To install an OCF Connector from the OCF Connector Dashboard the following requirements must be met:

• Make sure that Alation Connector Manager is installed. For information about installing Alation Connector

Manager, refer to Install Alation Connector Manager.

• Make sure you have the OCF Connector Zip file on your machine.

• For installing BI Connectors, make sure that the below two alation_conf parameters are set to true:

alation.feature_flags.enable_gbm_v2_connector_strategy

alation.feature_flags.enable_lineage_v2

Install an OCF Connector

Perform the following steps to install an OCF Connector:

1. Click the Install New Connector button on the Connectors Dashboard page.
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2. Drag and drop or select the OCF Connector Zip file.

3. Once the installation is complete, Alation will display a success message. Click Close to close the

modal window. The installed OCF connector will be displayed on the Connector Dashboard page.
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6.7.2 Actions

Click the Actions button to view the list of actions available for an installed OCF Connector:

Start Connector

If the connector container is currently stopped, the action will start it up again.

Stop Connector

If the connector container is currently running, this action shuts it down.

Restart Connector

If the connector container is currently running, this action shuts it down, then starts it up again.

Upgrade Connector

This action will let you update the connector to a newer version. You can request a newer connector version from Alation

Support.

1. Select Upgrade Connector from the connector’s Actions menu. The Update Connector dialog appears.

2. Drag and drop the connector Zip file into the designated area, or click in the area to select the file from your

system.

Note: The installation may take several minutes. When it’s done, a success message will appear.

3. Once the upgrade is complete, click Close.

6.7. Manage Connectors 977



Alation User Guide

Note: You can also downgrade the connector version using the Upgrade Connector action. To downgrade, drag

and drop or select the downgrade version Zip file.

Note: Make sure that you use the same connector type for upgrade or downgrade.

Kill Connector

This action forcefully stops a connector. Killing a connector will interrupt running tasks on any data sources associated

with the connector. Click the Kill button to confirm the kill or click the Close button to abort the kill operation.

Delete Connector

This action deletes a connector. If there are no data sources associated with the connector, click the Delete button to

confirm the deletion.
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If there are any data sources associated with the connector, click the Force Delete button to force delete the connector

or click the Close button to abort the delete operation.

After a force delete operation:

• The connector will be deleted.

• The existing data of the data source will remain in Alation.

• You will not be able to perform any action on the data.

6.7.3 Logs

The log information for connectors is available in the OCF Admin Dashboard. Click a Connector Name to view the

logs for this connector.

The default view is Connector Logs. You can switch between Connector Logs and System Logs. Connector Logs are

retrieved from the connector.log file, and System Logs are retrieved from the ocf.log file. Both log files are stored in

the /opt/alation/site/logs folder on the Alation server (path inside the Alation shell). The Logs area displays 7 days or

1,000 lines of logs.

The logs can be downloaded from the OCF Admin Dashboard and they are encrypted. Send the logs to Alation support

for the resolution of the issue.
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6.7.4 Troubleshooting

Unknown Connector Status

On the Manage Connectors dashboard, you may see one or more connectors with the status Unknown. The status

Unknown appears for connectors if the Connector Manager is unreachable by the Alation server.

For connectors with the Unknown status, the lifecycle operations will not work from the Manage Connectors dashboard.

To troubleshoot the Unknown status for a connector, make sure that the Connector Manager is properly set up and can

be reached by Alation:

• On the Alation server, run an alation_ypireti command to make sure the Alation frontend can reach

the Connector Manager. For example, try listing currently installed connectors (List OCF Connectors

and Their Properties):

alation_ypireti list

This command should return a list of all currently installed connectors and demonstrate that

Alation can communicate with the Connector Manager.

• Check the log file ypireti.log in /opt/alation/site/logs (path inside the Alation shell) for any explicit

error messages. Errors from ypireti.log are verbose enough and include enough instructions on how

to debug and resolve an issue.

• Check if the Connector Manager configuration is correct: STEP 3: Configure Alation Connector

Manager.

• If your Alation application has been recently updated to a newer version, make sure that the Connector

Manager has also been updated. If the Connector Manager version requires an update, the version

mismatch between Alation and Connector Manager will also result in the Unknown status of the OCF

connectors on the Manage Connectors dashboard.

If none of the troubleshooting tips listed above helped to identify the problem, contact Alation Support.

Failure during Installation, Upgrade, Delete, Start, Stop, and Restart

If an error occurs in the course of a connector management action, the corresponding error message will be displayed in

the Log viewer area in the Alation UI. However, in some cases the error message will tell you to explore the ypireti.log

file.

This log file is located in the standard Alation log location and is also downloadable from the Logging tab of the Admin

section.

This log file will contain the normal output that you would get from running an alation_ypireti command on the

command line. Errors from the ypireti client and Alation Connector Manager are verbose enough and include enough

instructions on what has gone wrong for the issue to be debugged and resolved.
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Missing Connector Logs

On the details page for a connector, you may find that there are no Connector logs. The cause for this error is similar to

the “status Unknown” error when reaching Alation Connector Manager.

Perform the steps in Unknown Connector Status to solve this issue.

6.8 Maintaining OCF Connectors

Customer Managed Applies to customer-managed instances of Alation

This information is intended for Alation admins maintaining OCF connectors on the Alation host.

6.8.1 OCF CLI Tools

An OCF BI connector consists of a manifest file and a Docker image.

The manifest information is stored inside Alation, while the Docker images are installed outside of the Alation shell and

managed by Alation Connector Manager. Alation Connector Manager has a command line tool Kratos for directly

working with Alation Connector Manager agent. Every command and sub-command of Kratos comes with built-in help

documentation.

To print Kratos help to the console:

1. SSH to the Alation host.

2. Run:

kratos --help

The Alation server has another CLI tool that serves as a wrapper around the OCF components of the Alation application

and Alation Connector Manager: Ypireti. Ypireti can be used to call Kratos commands from the Alation shell and to

install and manage OCF connectors.

Important: Ypireti commands must be run from the Alation shell as user alation.

To print alation_ypireti help to the console:

1. On the Alation host, enter the Alation shell:

sudo /etc/init.d/alation shell

2. Change user to alation:

sudo su alation

3. Run:

alation_ypireti --help
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6.8.2 Start, Stop, Restart Alation Connector Manager

Run these commands on the Alation host outside of the Alation shell.

To start Alation Connector Manager:

sudo service hydra start

To stop Alation Connector Manager:

sudo service hydra stop

To restart Alation Connector Manager:

sudo service hydra restart

6.8.3 Check Which Docker Containers Are Running

Run this command on the Alation host outside of the Alation shell.

sudo docker ps

6.8.4 Check Alation Connector Manager Version

From the Alation shell, run:

kratos --version

The command outputs the currently installed version of Alation Connector Manager:

Alation Connector Manager Warning Message

You may receive the following warning message in the console output of some Kratos or Ypireti commands:

WARNING: Failed to read a configuration file. Continuing with a default

configuration.

If configuration overrides were not provided via the CLI then operations may

not succeed.

Message: No such file or directory (os error 2)

By default, Kratos expects a hydra.toml configuration file, but alation_ypireti passes all the arguments to Kratos

using command line arguments. Kratos issues a warning that it did not find the configuration file and will use the default

values. You can disregard this warning message.
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6.8.5 List OCF Connectors and Their Properties

Note: alation_ypireti commands must be run from the Alation shell as user alation.

List All Installed OCF Connectors and Their Full Metadata

alation_ypireti list

List Metadata for a Connector with a Specific ID

alation_ypireti list --id <ID>
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List Specific Metadata Fields of All Installed Connectors

alation_ypireti list --fields <field1_name> <field2_name>

Example: alation_ypireti list --fields id name description
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List Specific Metadata Fields of a Specific Installed Connector

alation_ypireti list --id <ID> --fields <field1_name> <field2_name>

Example: alation_ypireti list --id 2 --fields name description

List Connector ID and Respective Container ID

This command outputs the hydra field metadata for OCF connectors:

alation_ypireti kratos --subcommand list
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6.8.6 Update a Connector

Use the command below to update an installed OCF connector with a newer connector version. This command will

update:

• the connector metadata

• the connector Docker image on Alation Connector Manager

• point Alation data sources to using the updated connector

alation_ypireti update --path <path_to_file> --id <ID>

where:

• --path: The path to the newer connector version, that we want to install

• --id: The ID of the connector that is being updated. The ID can be found using the list command.

After updating the connector, open the Settings page of the Alation source that uses this connector and verify that all the

required parameters are filled in and test connection.

Important: OCF connectors that are installed or updated on Alation version 2021.2 or newer are copied to the backup

path at /opt/alation/site/site_data/ocf/connectors/ (path inside the shell) and backed up by the Alation backup process.

6.8.7 Synchronize Connectors

Available from release 2021.2

The goal of the “synchronize” command is to ensure that the Alation application and Alation Connector Manager have

exactly the same set of connectors and are synchronized:

alation_ypireti sync

This command should be used for restoring the OCF system after a backup or after failover on HA Pair:

• Restore OCF Components

Starting with release 2021.2, when an OCF connector is installed or updated, its source file is added to the backup path

at /opt/alation/site/site_data/ocf/connectors/ (path inside the shell). The alation_ypireti sync command uses the files

in this directory to restore the connectors on an Alation instance. It will first delete all connector records on Alation

Connector Manager and then install the connectors from the backup source files, ensuring that the Alation Server and

the Alation Connector Manager agent have the same set of connectors.
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6.8.8 Delete a Connector

It is possible to delete an OCF connector, which uninstalls the corresponding Docker image and removes it from the

connector registry on Alation Connector Manager.

Note: If the same connector, is installed again later, it will be considered a new connector by Alation Connector

Manager and will be given a new ID.

If there are Alation sources using this connector, use the --force flag with the delete command:

alation_ypireti delete [--force] --id <ID>

where:

• --id: The ID of the connector that is being deleted. The ID can be found using the list command.

Example 1: to delete a connector that is not used by any Alation source: alation_ypireti delete --id 6

Example 2: to delete a connector used by an Alation source: alation_ypireti delete --force --id 2

6.8.9 OCF Logs

Alation Connector Manager Logs

Agent logs can be retrieved using Docker commands:

# tail logs

docker logs -f agent

# save logs to a file

docker logs agent >& agent.logs

To view Alation Connector Manager error messages using systemctl:
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# run this command as root user

systemctl status hydra.service

Alation Connector Manager NGINX logs can be found at /opt/hydra/agent/logs.

OCF Connector Logs

Applies from release 2020.4

Logs from the Ypireti operations are printed to the console. You can also use the commands give below to work with

the logs.

# Tail logs

alation_ypireti kratos --subcommand tail <ID>

# Get full logs

alation_ypireti kratos --subcommand logs <ID>

alation_ypireti kratos --subcommand logs --since 2020-08-15 <ID>

# Redirect logs to a file

alation_ypireti kratos --subcommand logs <ID> > connector_3.log 2>&1

where <ID> is the specific connector ID.

Metadata Extraction Logs

Metadata extraction logs are written to /opt/alation/site/logs/celery-default_error.log (path inside the Alation shell).

6.8.10 Uninstall OCF

Use these steps to completely uninstall all OCF components from the Alation host.

1. On the Alation host, outside of the Alation shell, stop Alation Connector Manager:

systemctl stop hydra

2. Uninstall Alation Connector Manager using the appropriate YUM or APT command:

yum remove alation-hydra

apt remove alation-hydra

Note: This command will not remove the Alation Connector Manager configuration files from

/etc/hydra. If you wish to delete the configuration files too, remove them separately after uninstalling

OCF.

988 Chapter 6. Open Connector Framework



Alation User Guide

3. Delete all containers and images:

docker ps -a --filter "name=connector" --format "{{.ID}}" | xargs docker rm

docker images --format="{{.Repository}}" | grep connector_ | xargs docker

rmi

docker rm agent

docker rmi agent

4. Delete the Alation Connector Manager directory at /opt:

rm -rf /opt/hydra

5. If you wish to remove configuration files too, delete the configuration files:

rm -rf /etc/hydra

6.9 OCF Connector Catalog User Experience

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2020.3

Using OCF connectors you will extract objects from BI tools into the Alation Catalog under a parent BI Server data

source. When the BI source is added and metadata is extracted, Alation users can do the following:
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6.9.1 Search and Find BI Objects

Catalog users want to discover what reports and dashboards are available on the BI server and what measures and

dimensions make up those reports. Alation has a natural language search tool for finding BI objects that match the

search string and search filters. An example below shows how to search for BI objects named “Customer Profitability”:

6.9.2 View and Curate BI Objects

Each cataloged BI object has a dedicated catalog page. Users can leverage curation capabilities of Alation such as

adding descriptions, tagging, and linking relevant articles. Curated field values can be used as filters to search and find

relevant BI reports and dashboards. An example below lists various attributes that can be used to curate BI objects in

Alation:

• 1 - Hierarchy of BI Objects under the BI source

• 2 - Endorse - Warn - Deprecate Trust Flags for the BI object

• 3 - The Description field

• 4 - List of child BI objects

• 5 - Preview of a BI object if supported and avaialble
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• 6 - Star and Watch the BI object

• 7 - Link to the BI object on the BI Server

• 8 - Conversations relevant to the BI object

• 9 - Assign a Steward to the object

• 10 - Add a Tag

• 11 - Relevant documentation in the Alation Catalog

6.9.3 Discover Measures & Dimensions

Understanding the reports and dashboards that are using specific measures or dimensions can provide insights into

standards followed by BI analysts. The following screenshot shows multiple reports where a measure is used:

6.9.4 Report Lineage

Lineage provides insights into what data sources were used for a report or a dashboard. The following screenshot is an

example of a Lineage diagram for a report.
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6.10 Troubleshooting

Customer Managed Applies to customer-managed instances of Alation

6.10.1 Test Connection

If the test connection fails, make sure the JDBC URI and the service account credentials are entered correctly.

6.10.2 Logs to be collected

• NGINX Logs - /opt/hydra/agent/logs

• Alation Connector Manager logs:

– Tail:

docker logs -f agent

– Write to a file:

docker logs agent >& agent.logs 2>&1

• Connector logs:

– To get the connector ID:

alation_ypireti list --fields id name

– To tail:

alation_ypireti kratos --subcommand tail <connector_id>
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– Write logs to a file:

alation_ypireti kratos --subcommand tail <connector_id> > connector.log

2>&1

– Write logs from specific date to a file:

alation_ypireti kratos --subcommand logs <connector_id> --since 2020-08-

15 3 > connector.log 2>&1

• Ingestion logs:

Ingestion logs are available in the celery-default_error.log file.

• OCF.log

6.11 Migrate Native Sources to Open Connector Framework

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

6.11.1 Overview

You can migrate a source that was previously cataloged using a native (built-in) connector to Open Connector Framework

(OCF) if the corresponding OCF connector is available. The migration path is available for source types: RDBMS data

sources and File System sources.

Important: You cannot migrate native BI sources to OCF connectors.

We recommend migrating to OCF to take advantage of the following benefits:

• OCF connector releases are not tied to major Alation releases and follow their own schedules with frequent

delivery of bug fixes and improvements.

• Unlike native connectors or Custom DB, OCF connectors can be upgraded separately from the Alation application

when a new connector version becomes available.

• OCF connectors are more scalable, flexible, and performant compared to built-in connectors.

• Maintenance or upgrades of OCF Connectors can be self-serviced from the user interface.

• In the coming releases, built-in connectors will be gradually deprecated.

• OCF connectors provide additional features compared to the corresponding native connectors:

– Deep column profiling

– Query-based MDE

– Query-based QLI

• Built-in connectors will be gradually deprecated. Follow Alation Community Blogs for the announcements.

Note: Migration to an OCF connector is irreversible.We recommend saving the settings of your source or taking

screenshots of the Settings page before performing the migration.
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6.11.2 Workflow

The migration steps depend on the source type. Use the corresponding instructions:

• Migrate Native RDBMS Data Sources to OCF Connectors

• Migrate Custom DB Data Sources to OCF Connectors

• Migrate Native File System Sources to OCF Connectors

• Migrate Native BI Sources to OCF Connectors

Migrate Native RDBMS Data Sources to OCF Connectors

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Use the instructions on this page to migrate your native data sources to Open Connector Framework (OCF) Connector.

A native data source is an RDBMS source that is cataloged in Alation using one of the native (built-in) connectors. On

the latest version of Alation, all native connectors have the corresponding OCF connector alternative. You need to check

connector availability for older versions. Find more information in the Version 2023.1 for your Alation release.

Native data sources can be migrated to the OCF connector using one of the following methods:

• Bulk Data Source Migration (recommended)

• Single Data Source Migration

What Is Migrated

The following information will be migrated from the native (built-in) data source to the OCF data source:

• Source ID—The data source ID will remain the same as before the migration.

• Data source settings—Connection, metadata extraction (MDE), profiling, query log ingestion (QLI), and Compose

configurations.

• Physical metadata of the source such as schemas, tables, attributes, projects, and other previously extracted

metadata. If needed, a Data Source

• Admin can re-run extraction after migrating to the OCF connector.

• Logical metadata such as values of the custom fields, data quality flags, @-mentions in the custom fields,

@-mentions in articles, the title and description, stewards, tags, top users, and fields shared through catalog sets.

• Saved searches.

• Sampling and profiling data.

• Catalog information generated from QLI (Top Users, Popularity, and JOIN and filter information).

• Lineage information.

• Querystatements ingested from Compose.
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Prerequisites

Before performing the migration, ensure you fulfill these prerequisites:

• We do not recommend migrating your data sources before you upgrade Alation to 2023.1.5 or newer.

• Install the required OCF connector on your Alation instance. See Manage Connectors (on-premise)

or Manage Connectors (Alation Cloud Services) for directions. Make sure you are installing the latest

available version of the connector.

• We recommend saving the information in all sections of the data source settings (Access, General

Settings, Metadata Extraction, Data Sampling, Per-Object Parameters, and Query Log Ingestion) or

taking screenshots of the corresponding tabs. You can use this information after the migration to

validate that all the values were migrated correctly.

• Make sure that the MDE, Profiling, and QLI jobs are not running while you perform the migration.

• SSL certificates for data sources that were previously uploaded to Alation are not migrated if you

migrate your data sources in bulk. You will need to re-upload them after the migration. Make sure

you have the SSL certificate files for your data sources at the ready. However, if you migrate a single

data source, the SSL certificate should be migrated and re-uploading will not be required.

Note: User certificates for Google BigQuery data sources will not be migrated. Make sure you have the

user certificate at the ready.

Limitations

• Data sources with Kerberos authentication cannot be migrated using the bulk migration method. Even if you

include such a data source into the migration payload, it will be skipped.

• SSL certificates will not be migrated during bulk migration. Users need to upload the SSL certificate manually

post migration.

• User certificates for Google BigQuery data sources will not be migrated. Users need to set up the OAuth

configuration manually after the migration.

• Sampling in Query Log Ingestion is not supported in OCF. If Sampling in QLI is enabled in the native source,

the QLI will fail after migration.

• Sampling fails after migration to OCF. To workaround this issue, run the Metadata Extraction before Sampling.

• For Alation version 2023.3.4 and prior:

– Data sources with Kerberos authentication cannot be migrated. You must manually enable the Kerberos

authentication in OCF.

– Synonym extraction scope is not migrated. It is enabled by default in the OCF.

– System schema extraction scope (default schema objects) is not migrated.
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Bulk Data Source Migration

Supported Data Sources

The data sources listed in the table below are supported for bulk migration to OCF connectors:

Native Data Source Name Equivalent OCF Connector

Azure SQL Data Warehouse Synapse OCF Connector

Google BigQuery Google BigQuery OCF Connector

DB2 DB2 OCF Connector

Databricks Databricks OCF Connector

Greenplum Greenplum OCF Connector

Hive2 Hive OCF Connector

Impala Impala OCF Connector

MemSQL MemSQL OCF Connector

MySQL MySQL OCF Connector

Oracle Oracle OCF Connector

PostgreSQL PostgreSQL OCF Connector

Redshift Redshift OCF Connector

SAP Hana SAP HANA OCF Connector

SAS SAS OCF Connector

Snowflake Snowflake OCF Connector

SQL Server SQL Server OCF Connector

Sybase IQ Sybase IQ OCF Connector

Sybase ASE SybaseASE OCF Connector

Teradata Teradata OCF Connector

Vertica Vertica OCF Connector

Perform Bulk Data Source Migration

The bulk migration method can be used if you want to migrate more than one data source from a native connector to the

corresponding OCF connector. Bulk migration is recommended when you have a large number of datasources of the

same database type (e.g. MySQL) and would like to migrate these in one go. It is only supported for RDBMS native

data sources.

Bulk migration can be performed using the Public API method.

Note: Bulk migration is the recommended method for users to perform migration from native connectors to OCF.

Public API

Bulk migration using the public API can be performed on both Alation on-premise and Alation Cloud Service instance

by the Alation users with the Server Admin role.

To use this method you need to generate an API token using the steps mentioned below:

1. Click the My Account icon on the top right corner and select Account Settings.
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2. Go to the Authentication tab and click Create Refresh Token.

3. Provide a Refresh Token Name and click Create.

4. In the dialog that opens, click Create API Access Token.

5. In the next dialog, click Create API Access Token.
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6. Click Copy to copy the Token Secret Key and save the key on your local machine.

Next, you can use the public API to migrate your data sources. Refer to Bulk Migrate Data Sources to OCF on Developer

Portal for details.
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Troubleshooting

The script will generate a log file at /opt/alation/site/logs location with name native_to_ocf_migration.log. This log

will have all the logs for script execution.

In the script output, you can see the summary at the end where you can find successful, failed, and skipped data sources

during migration.

To troubleshoot migration failure, please check the ypireti.log file, this file is at the /opt/alation/site/logs.

Find examples of errors in the table below:

Error Cause Solution

Unable to proceed further due

to an invalid database type.

User provided a wrong

database type or an unsup-

ported database type dur-

ing the script execution.

Make sure that the database type that you migrate is

supported for migration. Refer to the list of supported

data sources.

There are no native data

sources of type {DB_TYPE}

found or existing.

The {DB_TYPE} for na-

tive data source provided

by the user is not available

for the given database in

the instance.

Make sure that the database type that you migrate is

supported for migration. Refer to the list of supported

data sources.

There are no valid OCF connec-

tors installed for database type

{DB_TYPE}.

If the equivalent OCF con-

nector is not installed for a

given database type.

Install the OCF connector from Admin Settings >

Manage Connectors.

If unable to proceed further due

to an invalid connector id.

User provided an invalid

connector id.

Check the list of installed OCF connectors from the

Alation UI dashboard and provide the correct con-

nector id.

There are no native data

sources of type {DB_-

TYPE} is found with BA-

SIC(Username/Password) auth

type, not proceeding further.

If there are no na-

tive data source with

basic(username and pass-

word) authentication type.

No fix required as there are no data sources with

basic authentication is available. You might have

data sources for this type but those may have different

authentication like Kerberos which is not supported

for bulk migration.

Unable to proceed further due

to invalid input.

The skip connector ids pro-

vided by the user are not in

the expected format.

You need to provide the connector ids as a list sepa-

rated by commas for datasources_to_skip key in the

request body. Example: 1,2,3

Unable to proceed further be-

cause no confirmation is pro-

vided.

User did not provide the

confirmation.

Not applicable

Validation

After the migration, perform the following validations:

1. Go to Settings > General Settings page of the OCF connector data source to which you migrated from the native

connector.

2. Click Test Connection and validate if the connection is successful.
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3. Make sure that all the fields that are not mentioned in the Limitations are migrated.

Single Data Source Migration

Supported Data Sources

The data sources listed in the following table are supported for single data source migration of the data source to OCF

connector:

Native Data Source Name Equivalent OCF Connector

Azure SQL Data Warehouse Synapse OCF Connector

Google BigQuery Google BigQuery OCF Connector

DB2 DB2 OCF Connector

Databricks Databricks OCF Connector

Greenplum Greenplum OCF Connector

Hive2 Hive OCF Connector

Impala Impala OCF Connector

MemSQL MemSQL OCF Connector

MySQL MySQL OCF Connector

Oracle Oracle OCF Connector

PostgreSQL PostgreSQL OCF Connector

Redshift Redshift OCF Connector

SAP HANA SAP HANA OCF Connector

SAS SAS OCF Connector

Snowflake Snowflake OCF Connector

SQL Server SQL Server OCF Connector

Sybase IQ Sybase IQ OCF Connector

Sybase ASE SybaseASE OCF Connector

Teradata Teradata OCF Connector

Vertica Vertica OCF Connector

Perform Single Data Source Migration

You can use the single data source migration method if you want to migrate only one data source at a time. Single data

source migration can be performed for on-premise installations of Alation or Alation Cloud Service instances, you can

migrate using the user interface.

Note: Migration to an OCF connector is irreversible.We recommend saving the settings of your source or taking

screenshots of the Settings page before performing the migration.
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Migrate a Source Using the Alation UI

To use this method, a Server Admin must first enable it:

1. As a Server Admin, click the gear icon in the top right corner to open the Admin Settings page.

2. Click Feature Configuration.

3. Enable the Enable Native Connector Migration to OCF Connector toggle.

4. Click Save Changes.

You must be a Server Admin to perform the migration. To migrate your data source to OCF using the Alation interface:

Note: Migration to an OCF connector is irreversible.We recommend saving the settings of your

source or taking screenshots of the Settings page before performing the migration.

1. Select the RDBMS data source or File System source that you want to migrate.

2. Go to the General Settings page of the RDBMS or File System source.

Important: This is a good time to take screenshots or otherwise take note of the current settings

for your data source. Some settings will not be migrated. You will need to manually reconfigure any

settings that aren’t migrated.

3. Scroll down to the bottom of the page and Click Migrate. The migration dialog appears.

4. Using the Choose a Connector drop-down menu, select the OCF connector you’re migrating to.

The connector name indicates what type of database it supports. If the needed OCF connector is

unavailable in the drop-down list, you must first install the connector. See Manage Connectors for

directions.

Important: Data source migration to an OCF connector is irreversible. If you

select the wrong OCF connector, your data source could become permanently

broken.

5. To verify that you’ve chosen the right connector, type in the entire connector name and version in

capital letters in the Connector Name field. Type the exact name as shown in the Choose a Connector

drop-down menu. This will enable the Migrate button.
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6. Click Migrate.

7. The data source will be migrated to the chosen OCF connector, and the OCF data source settings page

will open. Check the notes you made of your previous settings and reconfigure any settings that were

not migrated.

Migration Log Location

For on-premise installations of Alation, the migration logs are available in the ocf.log file at /opt/alation/site/logs location

within the alation shell.

Validate Connection after Migration

After the migration, validate the connection between Alation and the database. To test the connection:

1. In the Alation user interface, go to the Settings page of the source that was migrated.

2. Scroll down to the Test Connection section.

3. Under Test Connection, click Test. The test should return the message Network connection successful.

4. If the connection fails, check and update the connection settings and try again. You can also check the connector

logs for any specific connection errors. For RDBMS data sources, to view the connector logs, click the link on

top of the Settings page to go to the corresponding connector page in Admin Settings > Manage Connectors.
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Troubleshooting

For on-premise instances, the migration logs are available in the ypireti.log, ypireti ocf.log file at /opt/alation/site/logs

location within the alation shell. For migration failure, check logs from this file and reach out to the Alation Support for

further assistance.

Post Migration Activity

• Upload the SSL certificates in the General Settings page of your OCF data source if the native data source is

authenticated with SSL.

• For Google BigQuery data sources, if you use the User Account Certificate, you need to set up the OAuth

configuration manually post-migration. See Create an OAuth Configuration for Extraction and Compose for more

details.

• For SQL Server data sources, if it is connected using Basic or NTLM authentication, append encrypt=false

to the JDBC URI of the OCF data source.

Use Native QLI Table Name

Applies from version 2023.1.4

For some data source types that were migrated from their respective native connectors to OCF, you can reuse the existing

query log ingestion (QLI) configuration. If the OCF connector that a data source was migrated to supports this capability,

you will see the checkbox Use Native QLI Table Name on the Query Log Ingestion tab of the data source Settings

page.

The Use Native QLI Table Name functionality is available with these OCF connectors:

Native Data Source OCF Connector Name Available from Connector Version

Greenplum Greenplum OCF connector 1.0.5.4329

MySQL MySQL OCF connector 1.3.0.3139

Oracle Oracle OCF connector 1.4.0.3146

PostgreSQL PostgreSQL OCF connector 1.1.2.3886

SAP ASE (Sybase ASE) Sybase ASE OCF connector 1.1.1.3246

Snowflake Snowflake OCF connector 1.1.2.4595

SQL Server SQL Server OCF connector 1.2.0.3185

Vertica Vertica OCF connector 1.2.1.3246

After you migrate your native data source, you’ll see that the checkbox Use Native QLI Table Name checkbox is

already auto-selected. You should also see the name of the existing QLI table was transferred into the Table Name field.
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Note that for a completely new OCF data source, this is different. The checkbox Use Native QLI Table Name and the

Table Name field will be present but clear.

Note: For a newly added OCF data source, you can still use this feature if you previously set up QLI for the same

database and the corresponding native connector.

For a number of data sources, the QLI configuration done on the native connector automatically applies after the data

source migration. For such data sources, the QLI table or view name will be migrated into the Table Name field, but

the checkbox Use Native QLI Table Name checkbox will not be present. These data sources are:

Native Data Source OCF Connector Name

Amazon Redshift Redshift OCF connector

SAP HANA SAP HANA OCF connector

Teradata Teradata OCF connector

You can test the QLI configuration after migrating the data source by running QLI for the next available date range.
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Migrate Custom DB Data Sources to OCF Connectors

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Custom DB data sources can be migrated to Open Connector Framework (OCF) connectors using the single data

source method.

Note: Bulk migration is not supported for Custom DB data sources.

Important: Do not perform the migration if the Catalog Object Definition type of the OCF connector is different from

the Custom DB.

Prerequisites

Before performing the migration:

• We do not recommend migrating your data sources before you upgrade Alation to 2023.1.5 or newer.

• You must first install the relevant OCF connector on your Alation instance. See Manage Connectors for directions.

Make sure that the connector version is the latest.

• Make sure you have saved the settings information for your Custom DB or made screenshots of its settings of the

Custom DB that you want to migrate.

• Make sure that the MDE, Profiling, or QLI jobs are not running while you perform the migration.

Catalog Object Definition

The following table provides the Catalog Object Definition of the OCF connectors:

OCF Connector Catalog Object Definition

Athena OCF Connector catalog.schema.table

Azure Databricks OCF Connector schema.table

Azure Synapse OCF Connector catalog.schema.table

Denodo OCF Connector schema.table

EMR Presto OCF connector catalog.schema.table

GCP Databricks OCF Connector schema.table

Starburst Enterprise (Trino) OCF Connector catalog.schema.table
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Limitations

• SSL certificates will not be migrated. Users need to upload the SSL certificate manually post migration.

• The following OCF connectors offer only default driver methods of metadata extraction in OCF connector, however

in Custom DB both driver methods and custom queries were supported:

– Athena

– Starburst Enterprise (Trino)

– EMR Presto

Single Data Source Migration

Supported Data Sources

The File System sources listed in the following table are supported for single data source migration of the File System

sources to the OCF connector:

CustomDB Equivalent OCF Connector

Athena Athena OCF Connector

Azure Databricks Azure Databricks OCF Connector

Azure Synapse Analytics (Azure DW) Azure Synapse OCF Connector

Denodo Denodo OCF Connector

EMR Presto EMR Presto OCF connector

GCP Databricks GCP Databricks OCF Connector

Starburst Enterprise (Trino) Starburst Enterprise (Trino) OCF Connector

Single Data Source Migration

You can use the single data source migration method if you want to migrate only one data source at a time. Single data

source migration can be performed for on-premise installations of Alation or Alation Cloud Service instances, you can

migrate using the user interface.

Note: Migration to an OCF connector is irreversible.We recommend saving the settings of your source or taking

screenshots of the Settings page before performing the migration.

Migrate a Source Using the Alation UI

To use this method, a Server Admin must first enable it:

1. As a Server Admin, click the gear icon in the top right corner to open the Admin Settings page.

2. Click Feature Configuration.

3. Enable the Enable Native Connector Migration to OCF Connector toggle.

4. Click Save Changes.

You must be a Server Admin to perform the migration. To migrate your data source to OCF using the Alation interface:

1006 Chapter 6. Open Connector Framework



Alation User Guide

Note: Migration to an OCF connector is irreversible.We recommend saving the settings of your

source or taking screenshots of the Settings page before performing the migration.

1. Select the RDBMS data source or File System source that you want to migrate.

2. Go to the General Settings page of the RDBMS or File System source.

Important: This is a good time to take screenshots or otherwise take note of the current settings

for your data source. Some settings will not be migrated. You will need to manually reconfigure any

settings that aren’t migrated.

3. Scroll down to the bottom of the page and Click Migrate. The migration dialog appears.

4. Using the Choose a Connector drop-down menu, select the OCF connector you’re migrating to.

The connector name indicates what type of database it supports. If the needed OCF connector is

unavailable in the drop-down list, you must first install the connector. See Manage Connectors for

directions.

Important: Data source migration to an OCF connector is irreversible. If you

select the wrong OCF connector, your data source could become permanently

broken.

5. To verify that you’ve chosen the right connector, type in the entire connector name and version in

capital letters in the Connector Name field. Type the exact name as shown in the Choose a Connector

drop-down menu. This will enable the Migrate button.
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6. Click Migrate.

7. The data source will be migrated to the chosen OCF connector, and the OCF data source settings page

will open. Check the notes you made of your previous settings and reconfigure any settings that were

not migrated.

Migration Log Location

For on-premise installations of Alation, the migration logs are available in the ocf.log file at /opt/alation/site/logs location

within the alation shell.

Validate Connection after Migration

After the migration, validate the connection between Alation and the database. To test the connection:

1. In the Alation user interface, go to the Settings page of the source that was migrated.

2. Scroll down to the Test Connection section.

3. Under Test Connection, click Test. The test should return the message Network connection successful.

4. If the connection fails, check and update the connection settings and try again. You can also check the connector

logs for any specific connection errors. For RDBMS data sources, to view the connector logs, click the link on

top of the Settings page to go to the corresponding connector page in Admin Settings > Manage Connectors.

Troubleshooting

For on-premise instances, the migration logs are available in the ypireti.log, ypireti ocf.log file at /opt/alation/site/logs

location within the alation shell. For migration failure, check logs from this file and reach out to the Alation Support for

further assistance.

Post Migration Activity

Metadata Extraction

For the Custom DB sources that uses custom MDE queries for extraction of metadata needs to modify the custom

queries for Table, Column, Index, in its OCF connector after migration as suggested below.

These changes needs to be made to the custom MDE queries in the OCF connectors even though the queries are

successfully migrated. The examples provided in the below headings
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Table

In the Table query, replace TABLE as TABLE_NAME.

Column

In the Column query, replace COLUMN as COLUMN_NAME and TABLE as TABLE_NAME.

Index

In the Index query, replace COLUMN as COLUMN_NAME and TABLE as TABLE_NAME.

The following is a generic example to explain the differences between the custom MDE queries in Custom DB and OCF

connector.

Custom MDE Query in Custom DB:

SELECT

DB_NAME() AS 'CATALOG',

SCHEMA_NAME(t.schema_id) AS 'SCHEMA',

t.name AS 'TABLE',

COL_NAME(ic.object_id, ic.column_id) AS 'COLUMN',

i.name AS INDEX_NAME,

i.type_desc AS TYPE,

i.filter_definition AS FILTER_CONDITION,

NULL AS ASC_OR_DESC,

ic.key_ordinal AS ORDINAL_POSITION

FROM

sys.indexes as i

INNER JOIN sys.index_columns AS ic

ON i.object_id = ic.object_id

AND i.index_id = ic.index_id

LEFT OUTER JOIN sys.objects t

ON t.OBJECT_ID = i.OBJECT_ID

WHERE SCHEMA_NAME (t.schema_id) NOT IN ('''')

AND SCHEMA_NAME (t.schema_id) NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables')

Custom MDE Query in OCF Connector:

SELECT

DB_NAME() AS 'CATALOG',

SCHEMA_NAME(t.schema_id) AS 'SCHEMA',

t.name AS TABLE_NAME,

COL_NAME(ic.object_id, ic.column_id) AS COLUMN_NAME,

i.name AS INDEX_NAME,

i.type_desc AS TYPE,

i.filter_definition AS FILTER_CONDITION,

NULL AS ASC_OR_DESC,

(continues on next page)
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(continued from previous page)

ic.key_ordinal AS ORDINAL_POSITION

FROM

sys.indexes as i

INNER JOIN sys.index_columns AS ic

ON i.object_id = ic.object_id

AND i.index_id = ic.index_id

LEFT OUTER JOIN sys.objects t

ON t.OBJECT_ID = i.OBJECT_ID

WHERE SCHEMA_NAME (t.schema_id) NOT IN ('''')

AND SCHEMA_NAME (t.schema_id) NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables')

Query Log Ingestion

For the Custom DB sources that uses custom QLI query for ingestion of queries needs to modify the custom QLI query

in its OCF connector after migration as suggested below.

Replace ‘STARTTIME1’ as STARTTIME and ’STARTTIME2’ as ENDTIME in the custom QLI query. The following

is a generic example to explain the differences.

Custom QLI Query in Custom DB:

SELECT

user AS userName,

query AS queryString,

source AS defaultDatabases,

False AS sessionId,

created AS sessionStartTime,

started AS startTime,

False AS cancelled,

date_diff('second',"started", "end") AS secondsTaken,

query_id AS sequence

FROM

system.runtime.queries

WHERE

state ='FINISHED'

AND

started between timestamp 'STARTTIME1' and timestamp 'STARTTIME2'

ORDER BY

sessionId, startTime

Custom QLI Query in OCF Connector:

SELECT

user AS userName,

query AS queryString,

source AS defaultDatabases,

False AS sessionId,

created AS sessionStartTime,

(continues on next page)
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(continued from previous page)

started AS startTime,

False AS cancelled,

date_diff('second',"started", "end") AS seconds,

query_id AS sequence FROM system.runtime.queries

WHERE

state ='FINISHED'

AND

started between timestamp STARTTIME and timestamp ENDTIME

ORDER BY

sessionId, startTime

Migrate Native File System Sources to OCF Connectors

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The native File System sources can be migrated to the OCF connector using the single data source method.

Note: Bulk migration is not supported for File System sources.

Prerequisites

Before performing the migration:

• Migration capabilities are available from the Alation version 2023.1.5 and later for migration from the UI. However,

for HDFS OCF connector, migration capability is available only from the Alation version 2023.3.2 and later.

• You must first install the relevant OCF connector on your Alation instance. See Manage Connectors for directions.

Make sure that the connector version is the latest.

• Make sure you have saved the settings information for your File System source or made screenshots of its settings

of the File System sources that you want to migrate.

• Make sure that the MDE or sampling jobs are not running while you perform the migration.

• Set up the Inventory Configuration for Amazon S3 and Inventory Configuration for Azure Blob Storage as per

their requirement before migrating, if they fail to do that then MDE will not work post-migration.

Limitations

• For Amazon S3:

– Migration of native File System source with IAM role-based authentication to OCF is supported from

Alation version 2023.3 and later.

• For Amazon S3 and Azure Blob Storage:

– Path Prefixes to Extract field configuration will not be available post-migration as it is not supported in

OCF. Users can avail this feature using the inventory configuration method.
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Single Data Source Migration

Supported Data Sources

The File System sources listed in the following table are supported for single data source migration of the File System

sources to the OCF connector:

Native File System Source Equivalent OCF Connector

Amazon S3 Amazon S3 OCF connector

Azure Blob Storage Azure Blob Storage OCF connector

HDFS HDFS OCF connector

Single Data Source Migration

You can use the single data source migration method if you want to migrate only one data source at a time. Single data

source migration can be performed for on-premise installations of Alation or Alation Cloud Service instances, you can

migrate using the user interface.

Note: Migration to an OCF connector is irreversible.We recommend saving the settings of your source or taking

screenshots of the Settings page before performing the migration.

Migrate a Source Using the Alation UI

To use this method, a Server Admin must first enable it:

1. As a Server Admin, click the gear icon in the top right corner to open the Admin Settings page.

2. Click Feature Configuration.

3. Enable the Enable Native Connector Migration to OCF Connector toggle.

4. Click Save Changes.

You must be a Server Admin to perform the migration. To migrate your data source to OCF using the Alation interface:

Note: Migration to an OCF connector is irreversible.We recommend saving the settings of your

source or taking screenshots of the Settings page before performing the migration.

1. Select the RDBMS data source or File System source that you want to migrate.

2. Go to the General Settings page of the RDBMS or File System source.

Important: This is a good time to take screenshots or otherwise take note of the current settings

for your data source. Some settings will not be migrated. You will need to manually reconfigure any

settings that aren’t migrated.

3. Scroll down to the bottom of the page and Click Migrate. The migration dialog appears.

4. Using the Choose a Connector drop-down menu, select the OCF connector you’re migrating to.

The connector name indicates what type of database it supports. If the needed OCF connector is
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unavailable in the drop-down list, you must first install the connector. See Manage Connectors for

directions.

Important: Data source migration to an OCF connector is irreversible. If you

select the wrong OCF connector, your data source could become permanently

broken.

5. To verify that you’ve chosen the right connector, type in the entire connector name and version in

capital letters in the Connector Name field. Type the exact name as shown in the Choose a Connector

drop-down menu. This will enable the Migrate button.

6. Click Migrate.

7. The data source will be migrated to the chosen OCF connector, and the OCF data source settings page

will open. Check the notes you made of your previous settings and reconfigure any settings that were

not migrated.

Migration Log Location

For on-premise installations of Alation, the migration logs are available in the ocf.log file at /opt/alation/site/logs location

within the alation shell.
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Validate Connection after Migration

After the migration, validate the connection between Alation and the database. To test the connection:

1. In the Alation user interface, go to the Settings page of the source that was migrated.

2. Scroll down to the Test Connection section.

3. Under Test Connection, click Test. The test should return the message Network connection successful.

4. If the connection fails, check and update the connection settings and try again. You can also check the connector

logs for any specific connection errors. For RDBMS data sources, to view the connector logs, click the link on

top of the Settings page to go to the corresponding connector page in Admin Settings > Manage Connectors.

Troubleshooting

For on-premise instances, the migration logs are available in the ypireti.log, ypireti ocf.log file at /opt/alation/site/logs

location within the alation shell. For migration failure, check logs from this file and reach out to the Alation Support for

further assistance.

Post Migration Activity

• For Amazon S3:

– If STS configurations are used in the native file system source, then configuration apart from Role ARN

needs to be performed manually. See General Settings for the STS configuration details.

– Configure Destination Bucket Configuration manually.

– If you are using IAM role-based authentication, after migration perform the steps in IAM role-based

authentication to configure manually.

• For Azure Blob Storage, Configure Destination Container and Inventory Rule Name information.

Migrate Native BI Sources to OCF Connectors

Customer Managed Applies to customer-managed instances of Alation

You can migrate native BI sources to Open Connector Framework (OCF) connectors using the capabilities in the Alation

UI: `Migrate a Source Using the Alation UI`_

Important: Native BI sources can only be migrated one by one. The ability to migrate multiple sources at the same

time is not supported.
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Prerequisites

Before performing the migration:

• Migration capabilities are available from the Alation version is 2023.3.5.

• You must first install the relevant OCF connector on your Alation instance. See Manage Connectors for directions.

Make sure that the connector version is the latest.

• Make sure you have saved the settings information for your BI source or made screenshots of its settings of the BI

sources that you want to migrate.

• Make sure that the MDE jobs are not running while you perform the migration.

Limitations

• For Tableau:

– SSL certificates will not be migrated. Users need to upload the SSL certificate manually after the migration.

– Curation information or logical metadata will not be migrated for BIReportColumns, BIDataSourceColumns,

and UnpublishedDataSources. See the Post Migration Activity to restore that curation data.

• For MicroStrategy:

– Only GBM v2 enabled MicroStrategy servers can be migrated to MicroStrategy OCF connector.

Supported Data Sources

The BI sources listed in the following table are supported for single data source migration to OCF connectors:

Native BI Source Equivalent OCF Connector

Tableau (Built-in) Tableau OCF connector

MicroStrategy MicroStrategy OCF

Post Migration Activity

• Upload the SSL certificates in the Additional Settings page of your OCF BI source if the native BI source is

authenticated with SSL.

• For Tableau, see Tableau Post Migration Activity.

6.12 Configure Secrets for OCF Connector Settings

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

On the General Settings tab of an OCF connector Settings page, you can configure your connection to use secrets

stored in either AWS Secrets Manager or Azure Key Vault. In what follows, we use “vault” to mean either AWS Secrets

Manager or Azure Key Vault. By default, connection information such as JDBC URI and service account user names

and passwords are entered on this page and stored in the Alation database. However, if you have created one or more

Authentication Configuration Methods for External Systems for AWS Secrets Manager or Azure Key Vault, the General
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Settings page will offer the option of pulling such information from the appropriate vault. In this case, most options

under Application Settings or Connector Settings will show the following icons to the right of the option:

By default, the database icon is selected, as shown. To pull the setting from a vault, click the vault icon.

When using AWS Secrets Manager, you can pull secrets in plain-text format, as JSON Key/Value pairs, or as a certificate

in binary form, as described in more detail in Integration with AWS Secrets Manager for OCF Data Source Authentication.

When using Azure Key Vault, only a plain-text secret name is supported, as described in Integration with Azure Key

Vault for OCF Data Source Authentication.

6.12.1 Limitations

• When using AWS Secrets Manager with IAM Roles, the role to be assumed and the Alation instance must be

within the same AWS account. Cross-account setups are supported only for on-prem Alation deployments.

• When using Azure Key Vault, JSON Key/Value pairs and binary certificates are not supported. Only plain-text

secret names may be used.

Integration with AWS Secrets Manager for Data Source Authentication Using OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2023.1.5

Overview

Alation can be configured to retrieve secrets from AWS Secrets Manager. Using AWS Secrets Manager allows you to

consolidate your credentials in a single, secure location, preventing “credential sprawl” and allowing your organization

to comply with IT security policies. You can store secrets such as database passwords and usernames, Kerberos

authentication certificates, JDBC URI keys, and more. Alation will read credentials from Secrets Manager when a Data

Source Admin launches metadata extraction (MDE), query log ingestion (QLI), and profiling.

Three cases are supported, using different configurations of AWS Identity and Access Management (IAM):

• IAM user: IAM user credentials established as an Access Key and Secret Key.

• IAM role, option 1: AssumeRole on behalf of a Role attached to the Amazon EC2 instance or container.

• IAM role, option 2: AssumeRole on behalf of an IAM user (via the user’s Access Key and Secret Key).

In both of the IAM role cases, the role to be assumed is one that can read secrets from the AWS Secrets Manager.

In each case, integration with Alation involves the following three step process:

1. Create the appropriate credentials in AWS.

2. Create an Authentication Configuration Method of method AWS Secrets Manager on the Auth tab of the Admin

Settings page of the Alation catalog.

3. Configure your OCF Connector General Settings to use the credentials specified in the Authentication Configu-

ration you created.
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Configure an IAM User

To configure an IAM user, perform the following steps from the IAM Dashboard:

1. In the left pane, select Users under Access Management.

2. Select the user for whom you want to create access keys. The user must have secretsmanager:GetSecretValue

permission, such as in this ReadSecrets policy:

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "secretsmanager:GetSecretValue",

"Resource": "*"

}

]

}

3. From the Security credentials tab, click Create access key.

4. Create the Access Key ID, the Secret Key, and then store the secret key for future reference. See Managing access

keys for IAM users - AWS Identity and Access Management for more details.

To complete the configuration, perform the following steps within Alation:

1. Log into Alation as a Server Admin.

2. Click the icon and click Authentication.

3. Under Authentication Configuration Methods for External Systems, click Add Configuration and then select

AWS Secrets Manager. The Authentication Configuration Method dialog appears:
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4. In Config Name, enter a unique name for the configuration.

5. Under Region, select the appropriate AWS region for your IAM User.

6. Under Authentication Type, select iam_user.

7. Under AWS Access Key, enter the AWS Access Key you created.

8. Under AWS Secret Key, enter the AWS Secret Key associated with your AWS Access Key.

9. Click Save. Alation attempts to create a connection, and if the connection is successful, the configuration is saved.

To use your configuration with an OCF connector, see Configure Authentication with AWS Secrets Manager in Data

Source Settings.
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Configure AssumeRole for Attached Role

To configure the AssumeRole action for a role attached to an Amazon EC2 instance, perform the following steps in the

IAM Main Console:

1. If you are not running an Alation Cloud Service instance on the cloud-native architecture, ensure that the role

attached to the Amazon EC2 instance has permission to assume the desired role. It should have a permission

policy that includes lines such as the following:

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "sts:AssumeRole",

"Resource": "*"

}

]

}

Here the Resource field must be populated with the Amazon Resource Number (ARN) of the desired

role or a wildcard such as “*” which provides the ability to assume any role.

For example, the following screenshot shows a role test_instance_backups that will be attached to

the Amazon EC2 instance. This role includes the permission policy AssumeAllRoles with the code

shown above that allows it to perform AssumeRole on any role.

2. Define a trust relationship on the IAM Role that you want the test_instance_backups to assume. This involves

adding a principal and adding a condition, as follows:

a. In the IAM Console, open the IAM Role that needs to be assumed, for example, SecretManagerFullAccess,

as in the following screenshot:
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b. Click Trust Relationships and then click Edit trust policy.

c. Click the Add button beside Add a principal.

d. Click the Principal type dropdown and select IAM Roles.

e. Enter the ARN of the desired IAM Role in the ARN field, and then click Add principal:

f. Click the Add button beside Add a condition.

g. In the dialog that appears, click the dropdown button under Condition key and type externalid in the

search box that appears.

h. Select the result sts::ExternalId.

i. Click the dropdown button under Operator and select StringEquals from the choices offered.

j. Under Value, enter a unique ID. AWS suggests using one external ID per AWS account, with a randomly

generated external ID.

k. Click Add condition. Your screen should look something like the following:
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l. Click Update policy. You will see a confirmation that the trust policy has been successfully updated.

3. Note the Maximum session length. You will need this in the steps that follow.

To complete the configuration, perform the following steps within Alation:

1. Log into Alation as a Server Admin.

2. Click the icon and click Authentication.

3. Under Authentication Configuration Methods for External Systems, click Add Configuration and then select

AWS Secrets Manager. The Authentication Configuration Method dialog appears:
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4. In Config Name, enter a unique name for the configuration.

5. Under Region, select the appropriate AWS region for your IAM Role.

6. Under Authentication Type, select iam_role.

7. Under Role ARN, enter the ARN for the role you configured as principal.

8. Under External ID, enter the External ID you specified as a condition.

9. Under STS Duration, enter a value in seconds greater than 900 and less than the maximum session duration

specified for your role. The maximum duration is 12 hours; you may not enter a value greater than 43200, which

is the number of seconds in that maximum duration.

10. Click Save. Alation attempts to create a connection, and if the connection is successful, the configuration is saved.

To use your configuration with an OCF connector, see Configure Authentication with AWS Secrets Manager in Data

Source Settings.
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Configure AssumeRole on Behalf of a User

1. Ensure that the IAM user has permission to assume the desired role. It should have a permission policy that

includes lines such as the following:

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "sts:AssumeRole",

"Resource": "*"

}

]

}

Here the Resource field must be populated with the Amazon Resource Number (ARN) of the desired

role or a wildcard such as “*” which provides the ability to assume any role.

For example, the following screenshot shows a user with the permission policy AssumeAllRoles with

the code shown above that allows it to perform AssumeRole on any role.

2. Define a trust relationship on the IAM Role that you want the user to assume. This involves adding a principal

and adding a condition, as follows:

a. In the IAM Console, open the IAM Role that needs to be assumed, for example, SecretManagerFullAccess,

as in the following screenshot:
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b. Click Trust Relationships and then click Edit trust policy.

c. Click the Add button beside Add a principal.

d. Click the Principal type dropdown and select IAM users.

e. Enter the ARN of the desired IAM user in the ARN field, and then click Add principal:

f. Click the Add button beside Add a condition.

g. In the dialog that appears, click the dropdown button under Condition key and type externalid in the

search box that appears.

h. Select the result sts::ExternalId.

i. Click the dropdown button under Operator and select StringEquals from the choices offered.

j. Under Value, enter a unique ID. AWS suggests using one external ID per AWS account, with a randomly

generated external ID.

k. Click Add condition. Your screen should look something like the following:
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l. Click Update policy. You will see a confirmation that the trust policy has been successfully updated.

3. Note the Maximum session duration. You will need this in the steps that follow.

To complete the configuration, perform the following steps within Alation:

1. Log into Alation as a Server Admin.

2. Click the icon and click Authentication.

3. Under Authentication Configuration Methods for External Systems, click Add Configuration and then select

AWS Secrets Manager. The Authentication Configuration Method dialog appears:
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4. In Config Name, enter a unique name for the configuration.

5. Under Region, select the appropriate AWS region for your IAM Role.

6. Under Authentication Type, select iam_role.

7. Under Role ARN, enter the ARN for the role you configured as principal.

8. Under External ID, enter the External ID you specified as a condition.

9. Under STS Duration, enter a value in seconds greater than 900 and less than the maximum session duration

specified for your role. The maximum duration is 12 hours; you may not enter a value greater than 43200, which

is the number of seconds in that maximum duration.

10. Click Save. Alation attempts to create a connection, and if the connection is successful, the configuration is saved.

To use your configuration with an OCF connector, see Configure Authentication with AWS Secrets Manager in Data

Source Settings.
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Adding Secrets to AWS Secrets Manager

You can store secrets in AWS Secrets Manager in several ways, either as plain text or Key/Value pairs in JSON format.

You can also store certificates in binary form, but this cannot be done through the AWS Secrets Manager web interface,

only using the AWS command-line interface.

For complete details, see Create an AWS Secrets Manager secret.

Configure Authentication with AWS Secrets Manager in Data Source Settings

Use the steps in this section to configure your data source to read the service account credentials from AWS Secrets

Manager:

1. Log in to Alation and go to the settings page of the OCF data source for which you’re setting up authentication

with AWS Secrets Manager.

2. Open the General Settings tab of the settings page and click the vault icon for each setting you want to configure

using AWS Secrets Manager.

3. Click Select a Configuration and select the appropriate AWS Secrets Manager configuration.

4. Enter the Amazon Resource Name (ARN) of the secret that stores the desired setting. If the setting is stored

as JSON Key/Value pairs, add a colon and the appropriate key. For example, the following ARN contains both

username and password. The username can be extracted as

arn:aws:secretsmanager:us-east-1:123456789012:secret:uat-secrets-

xxxxxx:username

5. Repeat as needed for additional settings.

6. Click Save. These identifiers will be used to look up the actual username and password stored in the AWS Secrets

Manager.

Now, when a Data Source Admin performs MDE, QLI, Sampling, and Profiling, Alation will read the appropriate

credentials from AWS Secrets Manager.

Integration with Azure Key Vault for Data Source Authentication Using OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2023.1.5

Overview

Alation can be configured to retrieve the username and password of a database service account from an Azure key vault.

In this case, the service account credentials are not stored on the Alation server. Alation reads the credentials from the

key vault when a Data Source Admin launches metadata extraction (MDE), query log ingestion (QLI), and profiling or

when users perform profiling of specific tables and columns.

Note: Alation currently does not support reading secrets stored as binary certificates or JSON key/value pairs. Only

single secrets in text format can be read.
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To set up the integration with an Azure key vault for a data source:

1. Perform the configuration in MS Azure portal and collect the information required for configuring the Alation

server. Refer to Registering an Application for Azure Key Vault Integration below for instructions.

2. Perform additional configuration in Alation using the information you collected in MS Azure portal. Refer to

Configure Authentication with Azure Key Vault for a Data Source below.

Registering an Application for Azure Key Vault Integration

Use the steps in this section to register an application in Azure Active Directory in order to configure integration with

an Azure key vault for your data sources in Alation.

During the configuration in Azure, collect these values while you are performing the steps and store them safely:

• Application (client) ID

• Application client secret value

• Key vault Directory ID (Tenant ID)

• Key vault URI

• Name of the key vault secret that stores the username of the service account

• Name of the key vault secret that stores the password of the service account.

These values are required for configuration in Alation.

Register an Application and Get the Client ID and Secret Value

1. Sign in to Azure portal.

2. If you have access to multiple tenants, make sure to switch to the tenant in which you want to register the

application.

3. Go to Azure Active Directory.

4. In the left-hand menu, under Manage, select App registrations and then click New registration.

Note: You can refer to the following Microsoft documentation about registering an app: Quickstart:

Register an app in the Microsoft identity platform

5. On the Register an application page that opens when you begin registering an app, enter a display name for your

application.

6. Select an appropriate value under Who can use the application or access this API?

7. Leave the field Redirect URI (optional) empty. Do not select or enter any values.

8. Click Register to complete the app registration.

9. After your application is registered, you will be navigated to its Overview page. Under Essentials, look for

Application (client) ID. This value will be required during the configuration on the Alation server. Store this

value safely.
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10. Next, you will need to generate a client secret for your registered app. In the left-hand menu, select Certificates

& secrets > Client secrets and then click New client secret.

11. Add a description for your client secret.

12. Select an expiration period for the secret or specify a custom lifetime.

13. Click Add.

14. The secret will be added and its value will be available in the Value column of the table with secrets. The value of

the secret is required for further configuration on the Alation server. Store this value safely. It is never displayed

again after you leave this page.
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Next, collect the information from the key vault and make sure the database credentials that you want to use for

authentication in Alation are available there.

Create a Key Vault and Collect the Vault Information

If a key vault does not exist, follow these steps to create it:

1. On the homepage of Azure Portal, click Create a resource.

2. In the Search box, enter Key Vault.

3. From the results list, choose Key Vault. This will open the Key Vault resource page.

4. Click the Create button to begin creating a new key vault. This will open a new key vault editor page.
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5. Select the appropriate Subscription and Resource group.

6. In the Key vault name field, enter a name for your key vault.

7. Make sure that the values for the Region and Pricing tier fields are correct.

8. Click Next: Access policy at the bottom of the page.

9. Add Get and List permissions for Key permissions.

10. Add Get and List permissions for Secret permissions.

11. Select your registered application as the principal in the Select principal field.

12. Click Add. The policy will be added to the key vault.

13. Select Review + create. This will start the deployment process for your key vault. After Azure confirms the

deployment, go to the resource page for your new key vault.

6.12. Configure Secrets for OCF Connector Settings 1031



Alation User Guide

14. On the Overview tab of the key vault page, look for Directory ID and Vault URI. These values are required for

configuration on the Alation server. Store these values safely.

15. Next, add the secrets that will be used in the integration with Alation. Click the Secrets tab from the sidebar to

open the Secrets page.

16. You will need to create two secrets for the data source catalogued in Alation: one to store the username and the

second to store the password. Click Generate/Import to begin creating a secret.
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17. In the Name field, specify a name for the secret. The Name field serves as the identifier of the secret. This value

is required for the configuration in Alation. Store this value safely.

18. In the Value field, specify the username of the service account that should be used by Alation to authenticate on

the data source.

19. If necessary, set the activation and expiration dates according to your organization’s password policy.

20. Click Create.

21. Create one more secret for the value of the service account password. The value of the Name field will be required

for the configuration on the Alation server. Store this value safely.

Next, proceed to configure integration with the Azure key vault on the Alation server: Configure Authentication with

Azure Key Vault for a Data Source.
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Configuring Integration with Azure Key Vault for an OCF Data Source

Follow the steps below to configure your data source to read the service account username and password for metadata

extraction (MDE), query log ingestion (QLI), and Sampling and Profiling from an Azure key vault.

To integrate your data source with an Azure key vault:

1. Make sure you have the required information from Azure portal at hand:

• Application (client) ID

• Application client secret value

• Key vault Directory ID (Tenant ID)

• Key vault URI

• Names of the key vault secrets that store your desired settings. These can include JDBC URIs, usernames

and passwords, and BI or ELT connector information.

2. Log into Alation as a Server Admin and click the Settings gear icon.

3. Under Server Admin, click Authentication.

4. To the right of Authentication Configuration Methods for External Systems, click Add Configuration and

then select Azure Keyvault.

5. The Authentication Configuration Method page appears. The Method field should show Azure Keyvault.

6. In Config Name, provide a unique name for the configuration. Your system may have a list of Reserved Config

Names. Make sure your name does not conflict with any of these.

7. In Client Id, enter the client ID of the Azure application.

8. In Client Secret, enter the application client secret value.
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9. In Tenant ID, enter the tenant ID of the Azure application.

10. In Vault URL, enter the URL to access the Azure key vault.

11. Click Save to save the configuration.

Configure Authentication with Azure Key Vault for a Data Source

Use the steps in this section to configure your data source to read the service account credentials from an Azure key

vault.

1. Log in to Alation and go to the settings page of the OCF data source for which you’re setting up authentication

with Azure key vault.

2. Open the General Settings tab of the settings page and click the vault icon for each setting you want to configure

using Azure Key Vault.

3. Click Select a Configuration and select the appropriate Azure Key Vault configuration.

4. Enter the name of the Azure key vault secret that stores the desired setting.

5. Repeat as needed for additional settings.

6. Click Save. These identifiers will be used to look up the actual username and password stored in the Azure key

vault.

Now, when a Data Source Admin performs MDE, QLI, Sampling, and Profiling, Alation will read the appropriate

credentials from the Azure key vault.

Deleting a Key Vault Configuration

To delete an authentication configuration:

1. Log into Alation as a Server Admin and click the Settings gear icon.

2. Under Server Admin, click Authentication.

3. Under Authentication Configuration Methods for External Systems, find the configuration you want to delete,

and then click Delete at the right of the configuration.

4. A confirmation dialog appears informing you that the delete operation is irreversible, and advising you to ensure

the configuration is not in use on your system. Click Delete to complete the deletion.

6.13 Configure Authentication via AWS STS and an IAM Role

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2023.3
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6.13.1 Overview

Use the steps below to configure authentication via the AWS Security Token Service (STS) and an AWS IAM role for

Amazon sources cataloged in Alation using Open Connector Framework (OCF) connectors.

You can perform this configuration on:

• Customer-managed (on-premise) Alation instances installed on AWS EC2

• Alation Cloud Service instances that have not been migrated to the cloud-native architecture

• Enterprise Edition of Alation Cloud Service instances (cloud-native architecture)

This configuration will work for the following Amazon sources:

• Amazon Athena (Athena OCF connector version 1.2.0.6527 or newer)

• Amazon Glue (AWS Glue OCF connector version 1.1.1.6409 or newer)

• Amazon Redshift (Redshift OCF connector version 1.3.2.6521 or newer)

• Amazon S3 (S3 OCF connector version 3.8.5.6552 or newer)

Important: STS authentication with an AWS IAM role can be configured between different AWS accounts

when the Alation instance is deployed under one AWS account and the Amazon resources are running

under another AWS account.

This configuration will also work if the on-premise Alation instance and the Amazon resources exist under

the same AWS account.

STS authentication with an AWS IAM role does not require a service account (an IAM user) on Amazon resources. The

IAM role providing access to the Amazon source will be assumed by the Alation instance.
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6.13.2 Workflow

The full configuration includes steps in the AWS IAM user interface, the Alation user interface, and in case of an

on-premise instance, on the Alation server. You will need to switch between AWS and Alation to complete all the steps.

You must have the role of Server Admin to configure Alation and an advanced role in AWS that allows creating roles

and policies.

• Prerequisites

• Step 1—Alation: Start the Connector Access Gateway Service

• Step 2—AWS IAM: Create an IAM Role with Access to Amazon Resources

• Step 3—Alation: Create an Authentication Profile and Get the Alation Instance Role

• Step 4—AWS IAM: Create a Resource Tag and Define the Trust Relationship

• Step 5—AWS IAM: Allow the Alation Instance Role to Assume Another Role

• Step 6—Alation: Configure Your Source to Use IAM Role Authentication

6.13.3 Prerequisites

1. AuthService of the Alation instance is up and running (default).

Note: On an on-premise instance, you can check the state of AuthService with the following command,

from the Alation shell:

alation_supervisor status java:authserver

The status should be RUNNING.

2. On-premise instances only—If this has not been done yet for your Alation instance, you must assign it an IAM

role allowing the sts:AssumeRole action. See How to Assign an AWS IAM Role to the Alation Instance below

for more details.

How to Assign an AWS IAM Role to the Alation Instance

Perform these steps under the AWS account where your Alation instance is running.

To assign an AWS IAM role to the instance:

1. In AWS IAM, create an AWS IAM role selecting the Type of Trusted Entity to be AWS Service and Use Case

to be EC2.

2. Under the Trust relationships tab on the properties page of the role you created, make sure that "Principal" is

set to "Service": "ec2.amazonaws.com" and "Action" is set to "sts:AssumeRole".

6.13. Configure Authentication via AWS STS and an IAM Role 1037



Alation User Guide

3. Attach this role to the EC2 instance where Alation is running: navigate to EC2, open the properties of an instance,

and select Action > Security > Modify IAM Role > Select IAM Role > Update IAM Role. For more information,

refer to Attach an IAM role to an instance in AWS documentation.

6.13.4 Step 1—Alation: Start the Connector Access Gateway Service

Note: This step is required on customer-managed (on-premise) Alation instances only. If your instance is in the Alation

Cloud, skip this step and start with Step 2.

On an on-premise instance, you’ll need to start the Connector Access Gateway (CAG) service that is part of Alation

Connector Manager.

To start CAG:

1. Use SSH to connect to the Alation instance.

2. Open the /etc/hydra/hydra.toml file for editing. (The path is outside of the Alation shell.)

3. Add the following lines:

[application_gateway]

enabled = true

[agent]

use_host_networking = true

Important: If any of these sections already exist, you don’t need to add them again.

Example file:
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4. Save the changes to the file.

5. Restart Alation Connector Manager.

sudo systemctl restart hydra

Note: If you installed Docker in rootless mode, in this and the next command do not use sudo.

6. Validate that CAG is now running.

sudo docker ps

The output should show the agent and application_gateway services to be running:

7. Enter the Alation shell.

sudo /etc/init.d/alation shell

8. Modify the following alation_conf parameters:

alation_conf alation.ocf.cag.port -s 11000

alation_conf alation.ocf.cag.alation_url -s localhost:80

For more information about alation_conf, see Using alation_conf .

9. Exit the Alation shell.

exit

6.13.5 Step 2—AWS IAM: Create an IAM Role with Access to Amazon Resources

Perform this step in AWS IAM of the AWS account where your Amazon resources are running:

1. Create an IAM policy that grants access to the source you are going to connect to from Alation. Further in

this instruction we’ll refer to this policy as <read-resources-policy>. The policy must fulfill the access

requirements for extraction, profiling, and query log ingestion from an Amazon source you are creating this

configuration for. Refer to the corresponding OCF connector documentation for recommendations as to what

kind of access to give.
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Note: You can also use an existing policy if it fulfills the access requirements for a source.

2. Create an AWS IAM role, for example, <access-to-resources-role>. Further in this instruction we’ll refer

to this role as <access-to-resources-role>.

3. Attach the <read-resources-policy> to the <access-to-resources-role>.

4. In the Summary section of the role properties page, locate the Maximum session duration value. Take a

screenshot or write the value down. You will need it for reference in the configuration steps that follow.

Note: If you expect that extraction from your source may take more time than the current maximum

session duration and if your AWS security policy allows it, you can change this value to a greater value

to avoid frequent token regeneration. For details, refer to Modifying a role maximum session duration

(console) in AWS documentation.

6.13.6 Step 3—Alation: Create an Authentication Profile and Get the Alation Instance
Role

Perform this step in Alation:

1. Log in to Alation.

2. Go to Admin Settings > Server Admin > Authentication.

3. Under Authentication Configuration Methods for External Systems, click the Add Configuration button.

4. In the list that opens, select AWS_IAM. The AWS_IAM authentication profile editor will open in a new browser

tab.

5. Add these values:

• Config Name—Provide a name for the profile you are creating. The name is required for you to

identify it among all other existing methods and manage its settings.

• STS Duration—Provide the STS token duration in seconds. The value should be less than or

equal to the maximum session duration of the IAM role that provides access to the Amazon

resource(s). (See Step 2).
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• Region—Provide the AWS region of the AWS account where the Amazon resources are running.

• Cred Type—Select the value instance_profile.

• SAML authenticate request XML—Leave clear.

• Multi role flow—Leave this checkbox selected (default).

• Encode Relay State—Leave clear.

• Redirect URI—Leave clear.

• Entity Id—Leave clear.

• Token Buffer time—Leave clear.

Note: For more information on each field, refer to Authentication Configuration Methods for External

Systems: AWS IAM.

6. Click Save.

7. Click the Get Alation Role ARN button to fetch the role ARN of Alation’s EC2 instance.

Note: Alation calls the AWS GetCallerIdentity endpoint which returns the Role ARN attached to the

instance.

8. A pop-up will appear with the role ARN. Click the Copy to clipboard button to copy the role ARN.

Note: For an on-premise instance, this will be the ARN of the role you assigned to the instance.

9. Save the ARN in a secure location. You will need it during other configuration steps.

10. Click Close to close the pop-up.

6.13.7 Step 4—AWS IAM: Create a Resource Tag and Define the Trust Relationship

Perform this step in the AWS IAM user interface under the AWS account where your Amazon resources are running and

where you created the role providing access to Amazon resources (Step 2, <access-to-resources-role>).

You will need to define a tag and modify the trust relationship on this role.

1. Prepare the ARN of the Alation instance role. This is the ARN you saved as the result of Step 2. From the ARN,

you can find out the name of the instance role: it’s the value that comes after the forward slash after the numeric

ID. For example, if the ARN looks like this: arn:aws:iam::248135293344:role/test_instance_role,

then test_instance_role is the name of the role.

2. In AWS IAM, under the AWS account where your Amazon resources are running, open your

<access-to-resources-role>.

3. Select the Tags tab.
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4. Click Add new tag or Manage tags to create a new tag. The Tags page will open.

5. Click Add new tag.

6. In the Key field, provide a name for the tag, for example AlationStsAssumeRoleName.

7. In the Value field, enter the name of the Alation instance role.

8. Click Save changes to save the tag. The tag will be displayed in the Tags table on the Tags tab of the role

properties page.

9. Copy the tag key and save it in a secure location. You will need it for the next configuration step.

10. Click on Trust relationships and then on Edit trust policy.

11. Click on the Add button next to Add a principal.

12. Click on the Principal type dropdown and select IAM Roles as the principal type since we want to allow another

IAM Role to assume this role.
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13. Provide the ARN of the other role that will be allowed to assume this role. This should be the ARN of the Alation

instance role that you prepared (see item 1 in this Step).

14. After providing the ARN, click Add principal.

15. You will see that in the trust policy JSON, the ARN of the instance role is reflected under the Principal object.

16. Next, we’ll define an External ID for this trust relationship. Click the Add button next to Add a condition.

Note: External ID configuration is an optional but recommended step that can help avoid the “confused deputy

problem”.

Refer to How to use an external ID in AWS documentation for more details.

17. In the Add condition dialog that opens, click on the dropdown for Condition key.

18. In the search bar type externalid. You will see the result sts:ExternalId. Select it.

19. Click on the Operator dropdown and from the list that opens, select StringEquals. A new field Value will

appear.

20. In the Value field, provide a unique value. The value can be a random string generated by a third party. You can

use a site like UUID Generator to generate a value. Do not select the If exists checkbox.
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21. Save the External ID value to a secure location. You’ll need it during one of the next configuration steps.

22. Click Add condition. You will see the condition added to the policy JSON.

23. On the Edit trust policy page, click Update policy.

24. If your Alation instance is an Enterprise Edition of the Alation Cloud Service, go to Step 6.

If your Alation instance is on-premise or an Alation Cloud Service instance that has not been migrated to the

cloud native architecture, perform Step 5 and then Step 6.

6.13.8 Step 5—AWS IAM: Allow the Alation Instance Role to Assume Another Role

Note: This step applies if your Alation instance is:

• An on-premise instance—Perform this step in the AWS IAM user interface under the AWS account where your

Alation instance is running.

• An Alation Cloud Service instance that has not been migrated to the cloud native architecture—Contact Alation

Support to perform this step for you.

If your instance is an Enterprise Edition of Alation Cloud Service on the cloud native architecture, skip this step and go

to Step 6. On this type of instances, the configuration described below is already available by default.

To allow the Alation instance role to assume another role:

1. Prepare the ARN of the role that provides access to the Amazon resources (Step 2,

<access-to-resources-role>).

2. Prepare the tag key you created in Step 4.

3. Prepare the ARN of the Alation instance role. This is the ARN you saved as the result of Step 3. From this ARN,

you can find out the name of the instance role: it’s the value that comes after the forward slash after the numeric
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ID. For example, if the ARN looks like this: arn:aws:iam::248135293344:role/test_instance_role,

then test_instance_role is the name of the role.

4. Log in to the AWS console of the AWS account where you deployed the Alation instance.

5. Navigate to the user interface of the AWS IAM service.

6. Use the ARN of the Alation instance role to find this role and open its properties.

7. Select the Permissions tab.

8. Click Add permissions and from the dropdown, select Create inline policy. You should see a screen similar to

the following:

9. Under Select a service, click on the Search field and type STS.

10. From the list of services that appears, select STS.

11. In the search field under Actions allowed, type assume. You will see a number of results, including AssumeRole.

Select the checkbox for AssumeRole.
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12. Under Resources, ensure that the radio button for Specific is selected.

13. Click the Add ARN link.

14. In the Add ARN(s) dialog that opens, under Resource in, select Other account.

Note: If the Amazon resource you will be connecting to from Alation runs under the same AWS account as the

Alation instance, select This account.

15. Under ARN, provide the ARN of the role that gives access to the Amazon resources

(<access-to-resources-role>). There is no need to populate other fields. They will be auto-populated after

you provide the ARN value.

16. Click the Add ARNs button to save the ARN. You’ll be returned to the policy editor.

17. Click on Request conditions, and then click Add another condition.

18. The Add request condition pop-up will open. Click on the dropdown for the Condition key.
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19. From the list of condition keys, select aws:ResourceTag. More fields will appear.

20. In the TagKey field, provide the tag key you created in Step 4.

21. Click on the dropdown for Operator and from the list, select StringEquals. This will add the Value field.

Leave the If exists checkbox clear.

22. Populate the Value field with the name of the Alation instance role you retrieved in Step 3.

23. In the dialog, click Add condition. You’ll return to the policy editor.
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24. Click Next. The Review and create screen will open.

25. Provide the Name for the policy and then click Create policy to create it. You will see your policy in the

Permissions policies table.

6.13.9 Step 6—Alation: Configure Your Source to Use IAM Role Authentication

1. Prepare the information you collected from your AWS configuration:

• The ARN of the role that gives access to Amazon resources (Step 2, <access-to-resources-role>)

• The ARN of the Alation instance role (Step 3)

• The STS Duration value (Step 3)

• The External ID from the trust relationship of the <access-to-resources-role> (Step 4)

2. Use the information in the relevant OCF connector documentation to configure authentication with the IAM Role.

You will need to provide the values listed above on the General Settings tab of the settings page of an Amazon

source:

• Amazon Athena

• AWS Glue

• Amazon Redshift

• Amazon S3

6.14 Configure Access to OCF Data Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

A data source can be visible to all users or only to specific users and groups designated by a Data Source Admin. By

default, a data source is visible to all users, or public. You can manage the visibility of a data source on the Access tab

of the settings page:

• Configure Data Source Privacy

• Grant or Revoke Access

6.14.1 Configure Data Source Privacy

To configure the data source visibility, use the two options under the Data Source Privacy section of the Access tab:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will only be visible to the users allowed access individually or through a

group by a Data Source Admin.
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6.14.2 Grant or Revoke Access

Users can access a data source as Data Source Admins or Data Source Viewers:

• Data Source Admins—The Data Source Admin access allows editing the settings page, including managing

access to the data source, changing the connection parameters, scheduling and running metadata extraction (MDE),

sampling and profiling, and query log ingestion (QLI).

• Data Source Viewers—The Data Source Viewer access allows viewing the data source and its child objects in

the catalog, including finding them with Alation Search.

For a private data source, you can add specific users or groups as Data Source Admins or Data Source Viewers.

For a public data source, you can add more Data Source Admins. All catalog users are Data Source Viewers by default.

You can also revoke access from users and groups.

• Manage Access to a Public Data Source

• Manage Access to a Private Data Source

• Revoke Access

• Access for Server Admins

Manage Access to a Public Data Source

To manage access:

1. Open the Access tab of your data source settings.

2. Under the People section, on the right of the Data Source Admins table title, click the +Add button. A quick

search list will open.

3. Start typing the name of a user or group in the search field. Search will provide dynamic prompts that you can

select from. Select the user or group you want.

4. The user or group you selected will be added to the Data Source Admins table. These users now have Data

Source Admin access and can view and edit the data source settings.

Manage Access to a Private Data Source

To grant or revoke access to or from users and groups:

1. Open the Access tab of your data source settings.

2. Under the People section, on the right of the Viewers & Data Source Admins table title, click the +Add button.

A quick search list will open.

3. Start typing the name of a user or group in the search field. Search will provide dynamic prompts that you can

select from. Select the user or group you want.

4. The user or group you selected will be added to the Viewers & Data Source Admins table. Initially, all newly

added users or groups are Viewers.

5. To change the access level to Data Source Admin, use the dropdown list in the Access Level column. Select Data

Source Admin from the list.
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Revoke Access

To revoke data source access from a user or group:

1. Find the user or group you want in the Data Source Admins or Viewers & Data Source Admins table. (The

table name depends on your data source privacy setting.) You can sort the Name column or use the filter on the

top right of the table to find the user or group.

2. For this user or group, click Remove in the rightmost column of the table. The user will be removed from the

table.

Note: You cannot remove the Data Source Admin access from the last remaining Data Source Admin.

Access for Server Admins

Users with the role of Server Admin can grant the Data Source Admin access to themselves on any data source.

To grant access:

1. As a Server Admin, open the catalog page of a data source.

2. On the top right of the page, click More and then Settings.

3. The Edit Your Permissions to Access Settings dialog will open. In this dialog, click Go to Access.

4. You’ll land on the Access tab of the settings. Other tabs will be disabled until you’ve opened access to yourself.

Use the information in Grant or Revoke Access to grant yourself access.

6.15 Configure Access to OCF BI Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2023.3.5

A BI source can be visible to all users or only to specific users and groups designated by a BI Source Admin. By default,

a BI source is visible to all users, or public. You can manage the visibility of a BI source on the Access tab of the

settings page:

• Configure BI Source Privacy

• Grant or Revoke Access

6.15.1 Configure BI Source Privacy

To configure the BI source visibility, use the two options under the BI Source Privacy section of the Access tab:

• Public BI Server—The BI source will be visible to all users of the catalog.

• Private BI Server—The BI source will only be visible to the users allowed access individually or through a

group by a BI Server Admin.
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6.15.2 Grant or Revoke Access

Users can access a BI source as BI Server Admins or BI Server Viewers:

• BI Server Admins—The BI Source Admin access allows editing the settings page, including managing access to

the BI source, changing the connection parameters, scheduling, and running metadata extraction (MDE).

• BI Server Viewers—The BI Source Viewer access allows viewing the BI source and its child objects in the

catalog, including finding them with Alation Search.

For a private BI source, you can add specific users or groups as BI Source Admins or BI Source Viewers.

For a public BI source, you can add more BI Source Admins. All catalog users are BI Source Viewers by default.

You can also revoke access from users and groups.

• Manage Access to a Public BI Source

• Manage Access to a Private BI Source

• Revoke Access

• Access for Server Admins

Manage Access to a Public BI Source

To manage access:

1. Open the Access tab of your BI source settings.

2. Under the People section, on the right of the BI Server Admins table title, click the +Add button. A quick search

list will open.

3. Start typing the name of a user or group in the search field. Search will provide dynamic prompts that you can

select from. Select the user or group you want.

4. The user or group you selected will be added to the BI Server Admins table. These users now have BI Server

Admin access and can view and edit the BI source settings.

Manage Access to a Private BI Source

To grant or revoke access to or from users and groups:

1. Open the Access tab of your BI source settings.

2. Under the People section, on the right of the Viewers & BI Server Admins table title, click the +Add button. A

quick search list will open.

3. Start typing the name of a user or group in the search field. Search will provide dynamic prompts that you can

select from. Select the user or group you want.

4. The user or group you selected will be added to the Viewers & BI Server Admins table. Initially, all newly added

users or groups are Viewers.

5. To change the access level to BI Source Admin, use the dropdown list in the Access Level column. Select BI

Server Admin from the list.
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Revoke Access

To revoke BI source access from a user or group:

1. Find the user or group you want in the BI Server Admins or Viewers & BI Server Admins table. (The table

name depends on your BI source privacy setting.) You can sort the Name column or use the filter on the top right

of the table to find the user or group.

2. For this user or group, click Remove in the rightmost column of the table. The user will be removed from the

table.

Note: You cannot remove the BI Source Admin access from the last remaining BI Source Admin.

Access for Server Admins

Users with the role of Server Admin can grant the BI Source Admin access to themselves on any BI source.

To grant access:

1. As a Server Admin, open the catalog page of a BI source.

2. On the top right of the page, click More and then Settings.

3. The Edit Your Permissions to Access Settings dialog will open. In this dialog, click Go to Access.

4. You’ll land on the Access tab of the settings. Other tabs will be disabled until you’ve opened access to yourself.

Use the information in Grant or Revoke Access to grant yourself access.

6.16 Configure Metadata Extraction for OCF Data Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You configure and perform metadata extraction (MDE) on the Metadata Extraction tab of an OCF data source Settings

page.

• Select Schemas to Extract

• Configure Custom-Query-Based Extraction

• Run MDE on Demand

• Schedule MDE

• View the MDE Job History

• Use the Raw Metadata Dump or Replay Feature
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6.16.1 Select Schemas to Extract

Under the Connector Settings section of the Metadata Extraction tab, you can configure your MDE jobs. Most OCF

connectors support default and custom query-based MDE:

• Default extraction—MDE uses default SQL queries that are built in the connector code.

• Custom-query-based extraction—MDE uses custom SQL queries provided by a Data Source Admin on the

Metadata Extraction tab of the settings.

Default Extraction

Default extraction will extract either all metadata objects that the service account can access or selected metadata objects

if you enabled selective extraction.

• To extract all metadata, Run MDE on Demand or Schedule MDE.

• To select metadata to extract, Enable Selective Extraction.

Enable Selective Extraction

Under Connector Settings > Selective Extraction, you can select the schemas to include into extraction.

To configure selective extraction:

1. Enable the Selective Extraction toggle.

2. If this is not the first time you’re running MDE, decide what you’d like to do with the previously extracted metadata.

See Remove schemas from the catalog that are not captured by the lists below.

3. Click Get List of Schemas to first fetch a list of schemas. The status of the Get Schemas action will be logged in

the Extraction Job Status table on the bottom of the page.

4. When schema synchronization is complete, the Select Schemas drop-down list will become enabled. Select one

or more schemas as necessary.

5. Check if you are using the desired filter option:

• Extract only these Schemas—Extract metadata only from the selected schemas.

• Extract all Schemas except—Extract metadata from all schemas except the selected schemas.

6. Run MDE on Demand or Schedule MDE.

Remove Schemas from the Catalog That Are Not Captured by the Lists Below

As you adjust the list of schemas to extract into the catalog and run consecutive MDE jobs, you include or exclude

schemas using the Select Schemas filter. What’s important is that the inclusion or exclusion of schemas only impacts

the next extraction job but not the metadata that is already present in the catalog. By default, if you initially include and

extract a schema but then exclude this schema and run a consecutive MDE job, the metadata from the excluded schema

will not be extracted but will stay in the catalog. To remove previously extracted metadata from the catalog, you need to

explicitly configure the removal before running MDE.

You use the toggle Remove schemas from the catalog that are not captured by the lists below to remove old metadata:

1. Before running MDE, check the state of the toggle Remove schemas from the catalog that are not captured

by the lists below under Selective Extraction. Enable it to remove the old metadata during the next MDE job.

Leave it disabled (default) or disable it to keep the previously extracted metadata in the catalog.
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Note: Alation soft-deletes the metadata. It is removed from the catalog but not from the Alation

database.

2. Include or exclude schemas using the Select Schemas filter.

3. Run MDE manually or schedule MDE.

6.16.2 Configure Custom-Query-Based Extraction

To use query-based metadata extraction, you will need to provide custom queries. Alation expects that the queries

conform to a specific format and include all the required reserved identifiers.

Note: For most OCF connectors, the connector documentation provides examples of default queries that

Alation runs during MDE. Refer to these examples when writing custom queries.

In addition to custom queries, most OCF connectors support the capability to customize metadata extraction down to

the level of specific metadata types, such as tables, columns, views, and other by using custom queries.

Note:

• The extraction of schema, table, view, and column metadata is always enabled and cannot be disabled.

• The extraction of system schema information is disabled by default. All other supported metadata

types are enabled by default.

To configure custom-query-based extraction:

1. Under Connector Settings > Metadata Extraction Configuration, enable or disable the extraction of additional

metadata types, such as:

• System schemas

• Primary keys

• Foreign keys

• Indexes

• Functions

• Function definitions

Note: The list of metadata types available for customization depends on the connector and may be

different for different data sources.

2. Click Save.

3. Provide custom queries in the respective fields under Connector Settings > Custom Query Based Extraction.

4. Click Save in this section.

5. Run MDE manually or schedule MDE.
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Note: If you only specify a custom query for some metadata types but not all, Alation will perform

extraction based on the corresponding default query for the metadata types that do not have a custom

query.

6.16.3 Run MDE on Demand

Under Automated and Manual Extraction, click Run Extraction Now to extract metadata on demand. The status of

the extraction action is logged in the Extraction Job Status table at the bottom of the page.

6.16.4 Schedule MDE

To perform MDE on an automatic schedule:

1. Under Automated and Manual Extraction, enable the Enable Automated Extraction toggle. This action will

display the Automated Extraction Time section of the settings.

2. Using the date and time widgets, select the recurrence period and day and time for the desired MDE schedule.

The next metadata extraction job for your data source will run on the schedule you have specified.

Note: The schedule you set for automated extraction uses the local time zone. The MDE job will run

as scheduled in your local time.

6.16.5 View the MDE Job History

You can view the status of the extraction jobs in the Extraction Job Status table at the bottom of the page. Every MDE

job, both manual or scheduled is logged in Extraction Job Status.

When you fetch schemas for extraction, the schema extraction job is also logged.

View Details

Click the View Details link for a job in the Extraction Job Status table to view a detailed job report. Alternatively,

click on the job status link to open the same report. If any errors occur during MDE, they will be listed in the report,

along with troubleshooting tips.

6.16.6 Use the Raw Metadata Dump or Replay Feature

Under the Application Settings section of the Metadata Extraction tab, you can enable or disable the Raw Metadata

Dump or Replay feature. By default, this feature is disabled. We recommend enabling it for extraction debugging only.

The full use of this feature requires access to the backend of the Alation server.

If Raw Metadata Dump or Replay is enabled, Alation will break MDE in two stages. First, it will “dump” the extracted

metadata into files. You can access and review the files on the Alation server in order to debug extraction issues before

attempting to ingest the metadata into the catalog. Second, you can ingest the metadata from the files into the catalog.

Both stages are manually controlled from the user interface.

To use the Raw Metadata Dump or Replay feature:
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1. From the Enable Raw Metadata Dump or Replay dropdown list, select the option Enable Raw Metadata

Dump.

2. Click Save. This enables the first stage of MDE where the extracted metadata will be dumped into four

files—attribute.dump, function.dump, schema.dump, table.dump—in a subdirectory of the directory

opt/alation/site/tmp/ on the Alation server (inside the Alation shell).

3. Configure MDE using the information in Select Schemas to Extract or Configure Custom-Query-Based Extraction.

4. Run MDE. Alation will perform a raw metadata dump into files. In the Extraction Job Status table at the bottom

of the page, click the View Details link to bring up the details of the MDE job. The log will list the location of the

.dump files for this specific job, for example /opt/alation/site/tmp/rosemeta/170/extraction_dump/

5028.

5. Access and review the metadata dump files to intercept any potential extraction issues.

6. From the Enable Raw Metadata Dump or Replay dropdown list, select the option Enable Ingestion Replay.

7. Click Save. This will enable the second stage where the metadata from the files can be ingested into the Alation

catalog.

8. Run MDE. The metadata from the files will be ingested into the catalog.

Disable Raw Metadata Dump or Replay

To disable the Raw Metadata Dump or Replay feature:

1. From the Enable Raw Metadata Dump or Replay dropdown list, select the option Off.

2. Click Save. The next MDE job you run will extract and ingest the metadata directly into the catalog.

6.17 Configure Sampling and Profiling for OCF Data Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

6.17.1 Overview

Sampling is a data source operation that selects a sample of 10,000 rows from database tables, providing catalog users

with a quick preview of the data. The samples can be viewed on the Samples tab on the table catalog pages or on the

Overview tab on the column catalog pages.

You must have the Data Source Admin access level to an OCF data source to configure sampling and bulk-sample

multiple tables.
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6.17.2 Supported Sampling Methods

These are the various sampling methods that Alation supports:

• Default Sampling

• Custom Query-Based Sampling

• Column Profiling

• Dynamic Sampling

Default Sampling

A Data Source Admin samples tables and columns in bulk from the data source settings page. Alation runs a default

SELECT query against all selected tables. By default, all tables are selected for the sampling operation. Admin-sampled

data is visible to all users with access to the data source.

Custom Query-Based Sampling

A Data Source Admin can override default sampling queries with custom queries for specific table objects.

Column Profiling (Deep Column Profiling)

Alation can calculate value distribution stats for columns. Column profiling requires the Profiling V2 feature to be

enabled. Custom profiling queries can be provided for all columns or specific column objects.

Dynamic Sampling

If dynamic sampling is enabled, users retrieve their own table samples and column profiles after authentication. Sampling

by the Data Source Admin becomes unavailable.

By default, dynamic sampling is disabled.

6.17.3 Profiling V2

Profiling V2 adds the configuration options for deep column profiling.

The Profiling V2 feature adds capabilities to data sampling but is disabled by default.

Enabling Profiling V2 adds the configuration options for deep column profiling:

• Custom queries for individual columns — You can specify custom profiling queries for individual columns on the

Per-Object Parameters tab.

• Customizing default profiling queries — Customize default profiling queries for all columns on the Custom

Settings tab.

• Frequency Distribution chart — View column value ranges on a histogram chart. If you enable the Frequency

Distribution chart, users can access it on catalog pages of column
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6.17.4 Configure Sampling and Profiling

Following are the steps involved in configuring sampling and profiling:

1. Enable Profiling V2 (Optional)

2. Select Schemas to Include in Catalog

3. Customize the Default Profiling Queries

4. Run Sampling and Profiling

Enable Profiling V2

To enable Profiling V2, set the dedicated alation_conf parameters to True.

For information on how to use alation_conf, refer to Using alation_conf .

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

Use the parameter alation.feature_flags.enable_profiling_v2. It enables deep column profiling and custom

profiling queries at the column level.

• Default: False

• Restart: After changing the value, restart Alation Supervisor using the command alation_supervisor

restart all.

Enable Frequency Distribution Chart

You can additionally enable the Frequency Distribution chart:

• alation.profiling.v2.distribution.show_distribution_chart—Display of the Frequency Distribu-

tion chart on catalog pages of column objects.

– Default: False

• alation.profiling.v2.distribution.max_unbatched_values—Set the minimum number of unique

values in a column for Alation to group value ranges in the Frequency Distribution chart.

– Default: 200

• alation.profiling.v2.distribution.batch_count—Determine the number of ranges to display on the

Frequency Distribution chart.

– Default: 50

Verify the Enabled Profiling V2

To find out the current status of Profiling V2 on your Alation instance, check the current values of the parameters listed

in Enable Profiling V2. They should be in True.
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Select Schemas to Include in Catalog

You can define sampling settings for each level of the metadata object hierarchy in a data source (Schema > Table >

Column).

Include or exclude specific metadata objects from sampling or profiling. Provide custom sampling or profiling queries

for individual tables and columns.

To select schemas, perform the following steps:

1. On the Settings page of your OCF data source, go to the Per-Object Parameters tab.

The page displays the different schemas and tables for the data source.

2. The names of schemas and tables are links. Click the name of a schema or table to go down to the child object

level.

You can include or exclude schemas, tables, or columns from sampling:
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Parameter Description

Make Browsable Define visibility of an object and its child objects

in the catalog search. Select to expose, clear to

hide. The changes may take a few minutes to

update in the search index.

Sample? Choose objects for admin-initiated bulk-

sampling on the Data Sampling tab. All objects

are selected by default. Clear checkboxes to

exclude. Applies at the schema and table levels.

Max rows to Scan A read-only parameter, displaying the maximum

sampled rows (10,000) for each table. Available

at the schema and table levels.

Max rows to Store Set the maximum rows to be stored for a ta-

ble, at the schema and table level. If defined

at the schema level, it applies to all tables in the

schema. If defined at the table level, it’s specific

to that table.

• Click the number for a specific ob-

ject to edit it.

• Default: 100

Note: When defined at the schema

level, the Max rows to Store

value propagates to newly added

tables. To disable propagation,

set the alation_conf parameter

alation.ocf.mde.rdbms.fix_-

num_sample_rows to False.

For information on how to use ala-

tion_conf, refer to Using alation_conf .

No restart is required. Refresh the Ala-

tion page to view the changes.

If you are an Alation Cloud Service

customer, you can request server con-

figuration changes through Alation

Support.

Skip Views Allows skipping views during sampling. Se-

lected by default. Applies at the schema level.

Sampling Query (for table objects) or Profiling

Query (for column objects)

Allows skipping views during sampling. Se-

lected by default. Applies at the schema level.

Available at the table and column levels. See

Configure Custom Query-Based Sampling for

Tables and Configure Custom Query-Based Pro-

filing for Columns for details.

Max values to Store Allows setting the number of column values to

be stored for a sample. Available at the column

level. Click the number for a specific column to

edit.
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Configure Custom Query-Based Sampling for Tables

As a Data Source Admin, you can specify custom queries for sampling individual tables:

1. On the Per-Object Parameters tab, navigate to the table level of your data source by clicking the name of a

schema object that contains the table you want.

2. Locate the table and open the sampling query editor by clicking the pencil icon in the Sampling Query column.

3. Add the custom query in the query editor and save it. The next sampling job will use this query to sample the

table.

Note: There is no SQL validation for the custom sampling queries. Any errors will be logged in the Sampling Job

Status table on the Data Sampling tab. We recommend test-running and troubleshooting custom queries in Compose

before saving it in the catalog and running the sampling job.
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Configure Custom Query-Based Profiling for Columns

Ensure you have enabled Profiling V2 (Enable Profiling V2).

To specify custom queries for profiling individual columns:

1. On the Per-Object Parameters tab, navigate to the column you want to profile by clicking the name of the table

object that contains this column.

2. Locate the column and in the Profiling Query column, click the pencil icon to open the query editor.

3. In the query editor, provide a custom query and click Save. The next profiling job you run for this column will

use the saved query to profile the column.

Note: Individual column profiling queries on the Per-Object Parameters tab take precedence over

default profiling queries and custom profiling queries on the Custom Settings tab.

Customize the Default Profiling Queries

Ensure you have enabled Profiling V2 (Enable Profiling V2).

The Custom Settings tab allows customizing the default queries for profiling all columns.

By default, Alation runs default queries to profile columns, with variations for numeric and non-numeric data types.
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You can customize these queries and the statistics that will be displayed on the Overview tab of the column catalog page.

The profiling queries depend on the data source type. An example is given below.

Numeric Columns

SELECT

MIN({column_name}) AS MIN,

MAX({column_name}) AS MAX,

AVG({column_name}) AS MEAN,

(COUNT(*) - COUNT({column_name})) AS "#NULL",

(CASE WHEN COUNT(*) > 0 THEN ((COUNT(*) - COUNT({column_name})) * 100.0 / COUNT(*))

ELSE 0.0 END) AS "%NULL"

FROM {schema_name}.{table_name};

Non-numeric Columns

SELECT

(SUM

(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END)) AS "#NULL",

(CASE WHEN COUNT(*) > 0 THEN

((((SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END))) * 100.0 / count(*)) )

ELSE 0.0 END ) AS "%NULL",

(SUM(CASE WHEN {column_name} = '' THEN 1 ELSE 0 END) ) AS "#EMPTY",

(CASE WHEN COUNT(*) > 0 THEN

(continues on next page)
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(continued from previous page)

(((SUM(CASE WHEN {column_name} = '' THEN 1 ELSE 0 END)) * 100.0 / count(*))) ELSE 0.0

END) AS "%EMPTY"

FROM {schema_name}.{table_name};

Important: The profiling query templates always contain the variables {column_name}, {schema_name}, and

{table_name}. For some databases, {schema_name} may not be required. More information and examples are

available in the documentation for specific OCF connectors.

6.17.5 Run Sampling and Profiling

Data Source Admins can perform sampling manually, set up automated, user-initiated, or enable dynamic sampling on

the Data Sampling tab:

• Set Up Admin-Initiated Sampling

• Set Up User-Initiated Sampling

• Set Up Dynamic Sampling

Set Up Admin-Initiated Sampling

Data Source Admins can perform sampling manually or set up automated sampling.

• Perform Manual Sampling

• Perform Automated Sampling

Perform Manual Sampling

To perform sampling manually:

1. Ensure that the Enable Automated Sampling toggle is off.

2. When running sampling manually, you can select the number of tables to sample from the All tables list. By

default, all tables are sampled that are allowed for sampling on the Per-Object Parameters tab. Popular tables

that haven’t previously been sampled are prioritized.

Note: The All tables setting only applies when you run sampling manually on-demand but will not

apply to scheduled (automatic) sampling.
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3. Click the Sample button to kick off a sampling job.

Perform Automated Sampling

To schedule the sampling job to run automatically:

1. Enable the Enable Automated Sampling toggle.

2. Set a schedule with recurrence, day, and time in the Automated Sampling Time section. Sampling will be

performed automatically based on the schedule you have set.

Note: The All tables list does not apply to scheduled sampling. To include or exclude tables from

scheduled sampling, use the capabilities on the Per-Object Parameters tab. Scheduled sampling will

sample all tables selected for sampling under Per-Object Parameters.
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Set Up User-Initiated Sampling

As a Data Source Admin, you may choose not to sample tables in bulk as it is a resource-intensive operation. Instead,

you can leave it to the catalog users to retrieve their own samples or profiles.

Users can initiate sampling or profiling on the Samples tab of a table catalog page and/or on the Overview tab of a

column catalog page. The configuration on the Per-Object Parameters tab also applies to the sampling of individual

tables and columns by non-admin users.

Note: If Profiling V2 is enabled (Enable Profiling V2) on your Alation instance, then for column objects, Alation will

retrieve column profiles.

Authentication for user-initiated sampling depends on whether or not dynamic sampling is enabled for a data source.

See Dynamic Sampling below.

6.17.6 Set Up Dynamic Sampling

As a Data Source Admin, you can configure sampling so that users will be required to provide their own database

credentials when they retrieve table samples and column profiles for specific tables and columns — dynamic sampling.

By default, dynamic sampling is disabled, and Alation uses the service account to retrieve user-initiated samples and

profiles.

To enable dynamic sampling:

On the Data Sampling tab, click the Enable dynamic sampling/profiling toggle under the Dynamic Sampling section.

Important: Enabling dynamic sampling will disable the ability to perform manual or scheduled sampling jobs. The

Automated and Manual Sampling section of the interface on the Data Sampling tab will become disabled.

For dynamic sampling, catalog users can select the connections added on the Compose tab of the settings. Before

running a dynamic sample or profile, they will need to either select an existing connection or create their own.
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6.18 Configure Compose for OCF Data Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

To configure Compose with your OCF data source, go to the Compose tab on the Settings page of your OCF data source.

6.18.1 View the Driver

The drivers for OCF data sources are compiled with the OCF connectors. To view the information about drivers, go to

the Driver section of the Compose tab.

6.18.2 Configure Compose

Following are the steps involved in configuring Compose:

1. Enable Export and Download of Query Results

2. Preserve Query Results

3. Enable Data Source in Compose

4. Select a Data Uploader

5. Share Query Results

Enable Export and Download of Query Results

You can enable or disable exporting and downloading of Compose query results for your xxxflake OCF connector.

1. Go to the Settings page of your OCF data sourcer, and enable or disable Allow Export and Download

toggle on the Compose tab.

2. Disable the Exporting and downloading toggle. This option is enabled by default.

Note: There is also a global setting that controls the ability to download. See Manage Access to Data

Export and Download for more details about using these various settings and how they interact with each

other.

If you enable exporting and downloading of queries, you can control the access to the downloaded query. Select

Everyone has export and download access under Who Has Access section to allow everyone to export and download.

Otherwise, click the Add+ button to provide access to required users and groups.
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Preserve Query Results

Alation allows you to preserve query results permanently so they aren’t deleted.

To preserve query results permanently until you delete them explicitly, go to the Settings page of your OCF data sourcer

and enable or disable the Preserve Query Results toggle.

Enable Data Source in Compose

By default, a data source is not enabled for use in Compose. To allow Compose for a data source:

1. Click the Enabled in Compose toggle to activate it. This will reveal the Compose Connections information.

2. Edit the default connection or add a new connection:

• To edit the default Compose connection, click the pencil icon for the Default Connection row of the

Compose Connections table. In the Edit Connection dialog that opens, update the URL field as necessary.

Click OK in the dialog to save your changes.

• To create a new connection for Compose, click +Add to the right of the Compose Connections section title.

In the Add Connection dialog that opens, specify a Title (name) for your connection and a URL. Click

Add in the dialog to save your changes.

The connections created on this page appear in the Connection Settings dialog in Compose and are visible to users:

• In Compose, they can be selected to establish a data source connection for querying.

• In the catalog, they can be selected when running query forms, uploading data, and performing dynamic sampling.

Find more information in Working with Data Source Connections and Set Up Dynamic Sampling.

Note: Users are not required to select an existing connection, as they can create their own connections via

the Connection Settings dialog.

Share Compose Connection

Select one of the Compose Connection Sharing options:

• Shared connections across tabs—This option lets users use the same connection across multiple Compose tabs.

• Separate connection per tab—Users can use different connections for each Compose tab, which enables them

to run multiple queries at the same time.

Enable User Impersonation

The Enable User Impersonation setting is available on the Compose tab if your data source supports it. To connect to

the data source with the impersonation account, enable the Enable User Impersonation option. You can execute all

Compose queries against the database as queries from one impersonated user.

After enabling user impersonation, specify the username and password for the impersonation account. If applicable,

enable the Enable Kerberos Authentication toggle and upload the appropriate keytab.
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Select a Data Uploader

Select a Data Uploader option based on the description below:

• Use Global Setting (true) or Use Global Setting (false)—Use the global setting option.

Note: The global setting is configured on the backend of the Alation server in the alation_conf

parameter alation.data_uploader.enabled. Users are allowed to upload data to data sources if

this flag is set to True; or if the flag is set to False, users are not allowed to upload data into any data

source.

• Enable for this data source—Use this option to enable the data upload for this data source and override the

global setting if the global setting is set to False.

• Disable for this data source—Use this option to disable the data upload for this data source and override the

global setting if it is set to True.

Share Query Results

Alation allows you to change the Query Result Sharing Permission.

Go to the Settings page of your OCF data source, and select one of the following options under the Share Query Results

section of the Compose tab:

• No Sharing Allowed - Select this option to disable the result sharing.

• Allow Private Sharing Of Compose Results only - Select this option to enable only private sharing of query

results and disable public result sharing.

• Allow Private and Public Sharing Of Compose Results - Select this option to enable private and public result

sharing.

6.19 Schema Path Pattern

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Specifying a schema path pattern for your schema extraction job helps optimize the extraction. In large-scale analytics

systems, or data lakes, data representing a single logical schema is stored as a multi-file resource set. A resource set is

a logical group of multiple files which use exactly the same logical schema. Alation uses the schema path pattern to

identify resource sets in your storage system containers or buckets.

For example, let’s assume we are storing data as Parquet files. The physical storage of these files looks like this:

"/path/to/sample.parquet/part-1.snappy.parquet",

"/path/to/sample.parquet/part-2.snappy.parquet",

<...>

"/path/to/sample.parquet/part-n.snappy.parquet"

As mentioned above, a resource set would have exactly the same type of files, so if we extract column metadata from

each file, it will be the same for all these files. If there are hundreds or thousands of files under one directory, all with the

same schema, it would not be efficient to perform column extraction for each file as this is a resource-intensive operation.

6.19. Schema Path Pattern 1069



Alation User Guide

Using a schema path pattern in such cases helps discover a schema for the whole resource set, optimizing the amount of

data read and streamed by the connector. Use scenarios below to write schema path patterns for your OCF file system

sources that support schema extraction.

6.19.1 Scenario 1

Single logical schema with multi-file dataset:

container/warehouse/production-database/sales_data/sales_data_1.parquet

container/warehouse/production-database/sales_data/sales_data_2.parquet

<...>

container/warehouse/production-database/sales_data/sales_data_n.parquet

The text string that needs to be provided as input in the Schema Path Pattern field can be:

• sales_data

• production-database/sales_data

Detected Logical Schema

container/warehouse/production-database/sales_data—Columns for this logical schema will be cataloged

on the catalog page for container/warehouse/production-database/sales_data folder by reading the columns

for file sales_data1.parquet.

6.19.2 Scenario 2

Multiple logical schemas with corresponding multi-file datasets. All logical schemas at the same directory depth:

container/warehouse/production-database/sales_data/sales_data_1.parquet

container/warehouse/production-database/sales_data/sales_data_2.parquet

<...>

container/warehouse/production-database/sales_data/sales_data_n.parquet

container/warehouse/production-database/product_data/product_data_1.parquet

container/warehouse/production-database/product_data/product_data_2.parquet

<...>

container/warehouse/production-database/product_data/product_data_n.parquet

Expected behavior for this kind of scenario is to discover sales_data and product_data as two logical schemas.

The text string that needs to be provided as input in the Schema Path Pattern field can be:

• production-database/.*

• production-database/(.*)_data

• production-database/(sales|product)_data
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Detected Logical Schemas

• container/warehouse/production-database/sales_data—Columns for this logical schema will be cata-

loged on the catalog page for container/warehouse/production-database/sales_data folder by reading

the columns for file sales_data_1.parquet.

• container/warehouse/production-database/product_data—Columns for this logical schema will be

cataloged on the catalog page for container/warehouse/production-database/product_data folder by

reading the columns for file product_data_1.parquet.

6.19.3 Scenario 3

Multiple logical schemas with corresponding multi-file datasets. Each unique directory at the deepest level for each

multi-file dataset to be discovered as a logical schema.

container/warehouse/production-database/sales_data/sales_data_1.parquet

container/warehouse/production-database/sales_data/sales_data_2.parquet

<...>

container/warehouse/production-database/sales_data/sales_data_n.parquet

container/warehouse/production-database/product_data/product_data_1.parquet

container/warehouse/production-database/product_data/product_data_2.parquet

<...>

container/warehouse/production-database/product_data/product_data_n.parquet

container/warehouse/production-database/customer/customer_data/customer_data_1.parquet

container/warehouse/production-database/customer/customer_data/customer_data_1.parquet

<...>

container/warehouse/production-database/customer/customer_data/customer_data_n.parquet

Expected behavior for this kind of scenario is to discover sales_data, product_data and customer_data as logical

schemas.

The text string that needs to be provided as input in the Schema Path Pattern field can be:

• production-database/.*

Detected Logical Schemas

• container/warehouse/production-database/sales_data—Columns for this logical schema will be cata-

loged on the catalog page for container/warehouse/production-database/sales_data folder by reading

the columns for file sales_data_1.parquet.

• container/warehouse/production-database/product_data—Columns for this logical schema will be

cataloged on the catalog page for container/warehouse/production-database/product_data folder by

reading the columns for file product_data_1.parquet.

• container/warehouse/production-database/customer/customer_data—Columns for this logical

schema will be cataloged on the catalog page for container/warehouse/production-database/customer/

customer_data folder by reading the columns for file customer_data_1.parquet.
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6.19.4 Scenario 4

Single logical schema with multi-file dataset, data divided by year/month/day.

container/warehouse/production-database/inventory/2021/01/01/data.parquet

container/warehouse/production-database/inventory/2021/01/02/data.parquet

<...>

container/warehouse/production-database/inventory/2021/01/31/data.parquet

container/warehouse/production-database/inventory/2021/02/01/data.parquet

container/warehouse/production-database/inventory/2021/02/02/data.parquet

<...>

container/warehouse/production-database/inventory/2021/02/28/data.parquet

<...>

container/warehouse/production-database/inventory/2021/12/31/data.parquet

container/warehouse/production-database/inventory/2022/01/01/data.parquet

container/warehouse/production-database/inventory/2022/01/02/data.parquet

<...>

container/warehouse/production-database/inventory/2022/01/31/data.parquet

container/warehouse/production-database/inventory/2022/02/01/data.parquet

container/warehouse/production-database/inventory/2022/02/02/data.parquet

<...>

container/warehouse/production-database/inventory/2022/02/28/data.parquet

<...>

container/warehouse/production-database/inventory/2022/12/31/data.parquet

The text string that needs to be provided as input in the Schema Path Pattern field can be:

• production-database/inventory

• production-database/[a-z0-9A-Z]*

Detected Logical Schemas

container/warehouse/production-database/inventory—Columns for this logical schema will be cataloged

on the catalog page for container/warehouse/production-database/inventory folder by reading the columns

for file container/warehouse/production-database/inventory/2021/01/01/data.parquet.

6.19.5 Scenario 5

Multiple logical schemas with multi-file dataset, data divided by year/month/day.

container/warehouse/production-database/inventory/2021/01/01/data.parquet

container/warehouse/production-database/inventory/2021/01/02/data.parquet

<...>

container/warehouse/production-database/inventory/2021/01/31/data.parquet

container/warehouse/production-database/inventory/2021/02/01/data.parquet

container/warehouse/production-database/inventory/2021/02/02/data.parquet

<...>

container/warehouse/production-database/inventory/2021/02/28/data.parquet

<...>

container/warehouse/production-database/inventory/2021/12/31/data.parquet

(continues on next page)
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(continued from previous page)

container/warehouse/production-database/inventory/2022/01/01/data.parquet

container/warehouse/production-database/inventory/2022/01/02/data.parquet

<...>

container/warehouse/production-database/inventory/2022/01/31/data.parquet

container/warehouse/production-database/inventory/2022/02/01/data.parquet

container/warehouse/production-database/inventory/2022/02/02/data.parquet

<...>

container/warehouse/production-database/order/2022/02/28/data.parquet

<...>

container/warehouse/production-database/order/2022/12/31/data.parquet

container/warehouse/production-database/order/2021/01/01/data.parquet

container/warehouse/production-database/order/2021/01/02/data.parquet

<...>

container/warehouse/production-database/order/2021/01/31/data.parquet

container/warehouse/production-database/order/2021/02/01/data.parquet

container/warehouse/production-database/order/2021/02/02/data.parquet

<...>

container/warehouse/production-database/order/2021/02/28/data.parquet

<...>

container/warehouse/production-database/order/2021/12/31/data.parquet

container/warehouse/production-database/order/2022/01/01/data.parquet

container/warehouse/production-database/order/2022/01/02/data.parquet

<...>

container/warehouse/production-database/order/2022/01/31/data.parquet

container/warehouse/production-database/order/2022/02/01/data.parquet

container/warehouse/production-database/order/2022/02/02/data.parquet

<...>

container/warehouse/production-database/order/2022/02/28/data.parquet

<...>

container/warehouse/production-database/order/2022/12/31/data.parquet

The text string that needs to be provided as input in the Schema Path Pattern field can be:

• production-database/([a-z0-9A-Z]*)

Detected Logical Schemas

-container/warehouse/production-database/inventory—Columns for this logical schema

will be cataloged on the catalog page for container/warehouse/production-database/

inventory folder by reading the columns for file container/warehouse/production-

database/inventory/2021/01/01/data.parquet.

-container/warehouse/production-database/order—Columns for this logical schema will be cat-

aloged on the catalog page for container/warehouse/production-database/order folder by read-

ing the columns for file container/warehouse/production-database/order/2022/02/28/data.

parquet.
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6.19.6 Scenario 6

Multiple logical schemas with multi-file dataset, each unique directory under a specific directory to be identified as

logical schema.

container/folder/engineering/data/emp1_data/2022/01/1.parquet

container/folder/engineering/data/emp1_data/2022/02/1.parquet

container/folder/engineering/data/emp1_data/2022/03/1.parquet

container/folder/engineering/data/emp1_data/2022/04/1.parquet

container/folder/engineering/data/emp2_data/2022/01/1.parquet

container/folder/engineering/data/emp2_data/2022/02/1.parquet

container/folder/engineering/data/emp2_data/2022/03/1.parquet

container/folder/engineering/data/emp2_data/2022/04/1.parquet

The text string that needs to be provided as input in the Schema Path Pattern field can be:

• engineering/data/([a-z_0-9]*)

Detected Logical Schemas

-container/folder/engineering/data/emp1_data—Columns for this logical schema will be cata-

loged on the catalog page for container/folder/engineering/data/emp1_data folder by reading

the columns for file container/folder/engineering/data/emp1_data/2022/01/1.parquet.

-container/folder/engineering/data/emp2_data—Columns for this logical schema will be cata-

loged on the catalog page for container/folder/engineering/data/emp2_data folder by reading

the columns for file container/folder/engineering/data/emp2_data/2022/01/1.parquet.

6.19.7 Scenario 7

Multiple logical schemas with multi-file dataset, complex path pattern.

container/warehouse/production-database/sales_data/sales_data_1.parquet

container/warehouse/production-database/sales_data/sales_data_2.parquet

<...>

container/warehouse/production-database/sales_data/sales_data_n.parquet

container/warehouse/production-database/product_data/product_data_1.parquet

container/warehouse/production-database/product_data/product_data_2.parquet

<...>

container/warehouse/production-database/product_data/product_data_n.parquet

container/warehouse/dev-database/sales_data/sales_data_1.parquet

container/warehouse/dev-database/sales_data/sales_data_2.parquet

<...>

container/warehouse/dev-database/sales_data/sales_data_n.parquet

container/warehouse/dev-database/product_data/product_data_1.parquet

container/warehouse/dev-database/product_data/product_data_2.parquet

<...>

container/warehouse/dev-database/product_data/product_data_n.parquet

The text string that needs to be provided as input in the Schema Path Pattern field can be:
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• (production|dev)-database/.*

• production-database/(sales_data|product_data)|(dev-database/(sales|product)_data)

Detected Logical Schemas

-container/warehouse/production-database/sales_data -container/warehouse/

production-database/product_data -container/warehouse/dev-database/sales_data

-container/warehouse/dev-database/product_data

6.19.8 Scenario 8

Multiple logical schemas with multi-file dataset with hive style column partitioning.

container/warehouse/production-database/sales_data/city=IN/state=GJ/sales_data_1.parquet

container/warehouse/production-database/sales_data/city=IN/state=GJ/sales_data_2.parquet

container/warehouse/production-database/sales_data/city=IN/state=MH/sales_data_1.parquet

container/warehouse/production-database/sales_data/city=IN/state=MH/sales_data_2.parquet

<...>

container/warehouse/production-database/sales_data/city=XX/state=XX/sales_data_n.parquet

container/warehouse/production-database/product_data/year=2022/month=01/product_data_1.

parquet

container/warehouse/production-database/product_data/year=2022/month=01/product_data_2.

parquet

container/warehouse/production-database/product_data/year=2022/month=02/product_data_1.

parquet

container/warehouse/production-database/product_data/year=2022/month=02/product_data_2.

parquet

<...>

container/warehouse/production-database/product_data/year=XXX/month=XXX/product_data_n.

parquet

The text string that needs to be provided as input in the Schema Path Pattern field can be:

• production-database/(sales|product)_data

• production-database/(.*)_data

• production-database/[^=]*

Detected Logical Schemas

-container/warehouse/production-database/sales_data—Columns for this logical schema will

be cataloged on the catalog page for container/warehouse/production-database/sales_data

folder by reading the columns for file container/warehouse/production-database/sales_data/

city=IN/state=GJ/sales_data1.parquet. Additionally, column partitions city and state will also

be cataloged as columns.

-container/warehouse/production-database/product_data—Columns for this logical schema

will be cataloged on the catalog page for container/warehouse/production-database/product_-

data folder by reading the columns for file container/warehouse/production-database/product_-

data/year=2022/month=01/product_data_1.parquet. Additionally, column partitions year and

month will also be cataloged as columns.
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6.19.9 Scenario 9

container/warehouse/production-database/inventory/spend/xyz/2021/01/01/data.parquet

container/warehouse/production-database/inventory/def/2021/01/01/data.parquet

container/warehouse/production-database/inventory1/2021/01/01/data.parquet

Expectation here is to discover spend, def and inventory1 as logical schemas; however, that is currently not supported.

Within the discovered resource set, the first file (as per the order in the inventory report) with a supported file format is

read for columns.

Example 1:

container/warehouse/production-database/sales_data/part1.parquet

container/warehouse/production-database/sales_data/part2.parquet

container/warehouse/production-database/sales_data/part3.parquet

part1.parquet will be read for columns.

Example 2:

container/warehouse/production-database/sales_data/part1.csv

container/warehouse/production-database/sales_data/part1.parquet

container/warehouse/production-database/sales_data/part2.csv

container/warehouse/production-database/sales_data/part1.parquet

container/warehouse/production-database/sales_data/part3.csv

container/warehouse/production-database/sales_data/part1.parquet

part1.csv will be read for columns.

Example 3:

container/warehouse/production-database/sales_data/part1.csv

container/warehouse/production-database/sales_data/part1.psv

container/warehouse/production-database/sales_data/part1.tsv

container/warehouse/production-database/sales_data/part3.parquet

part1.csv will be read for columns.

To do an offline validation of the pattern:

1. Prepare a set of sample file paths representative of real data:

container/folder/engineering/data/emp1_data/2022/01/1.parquet

container/folder/engineering/data/emp1_data/2022/02/1.parquet

container/folder/engineering/data/emp1_data/2022/03/1.parquet

container/folder/engineering/data/emp1_data/2022/04/1.parquet

container/folder/engineering/data/emp2_data/2022/01/1.parquet

container/folder/engineering/data/emp2_data/2022/02/1.parquet

container/folder/engineering/data/emp2_data/2022/03/1.parquet

container/folder/engineering/data/emp2_data/2022/04/1.parquet

2. Replace the placeholder Schema Path Pattern string in this regular expression:

(.(<PATTERN>))/((.).((?i)\bcsv\b|(?i)\btsv\b|(?i)\bpsv\b|(?i)\bparquet\b))
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Example: (.(engineering/data/([a-z_0-9]*)))/((.).((?i)\bcsv\b|(?i)\btsv\b|(?

i)\bpsv\b|(?i)\bparquet\b))

Use the inputs from point 1 and 2 on a website like regex101, selecting Java 8 as the FLAVOR. Group 1s will be

discovered as logical schemas.

6.20 BI Connection Info

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Use the information below to correctly fill out the BI Connection Info field on the General Settings tab of an OCF

data source. This field is used to generate lineage between the current data source and another source in the catalog,

enabling users to view lineage data across sources.

Note: For some connectors or connector versions, the BI Connection Info field is named Additional datasource

connections. It is the same field.

6.20.1 Fill Out the BI Connection Info Field

Alation can build and display lineage between sources in the catalog. For example, if you have cataloged both a data

source (an RDBMS database) and a BI source that retrieves data from this database, you can configure Lineage diagrams

to show lineage links across both sources. You will be able to trace which BI objects use which tables and columns of the

data source. The BI Connection Info field serves exactly this purpose. The field stores the connection information for

the data source as it was configured in the BI tool. From the BI source perspective, this is the BI data source connection

information. From the current RDBMS data source perspective, this is a “self-reference”.

To fill out this field correctly, find the BI datasource connection string for the current data source as it appears in the BI

source metadata:

1. Check that you have the specific BI source in the catalog and have extracted the BI metadata. This should be the

BI source that uses the data from the current data source.

2. There are two ways to find a BI data source connection information. Both ways will lead you to the BI data source

connection catalog object that stores the database connection string:

• Start on the BI Source Catalog Page

• Start on the BI Object Page

3. Copy the database connection information from the BI data source connection page and paste into the BI

Connection Info field under the General Settings > Application Settings section.

Important: In certain situations, the BI data source connection value may only contain the host

information but no port value. However, a port is required as part of the BI Connection Info value.

If this is your case, add a random integer as a port number for the value to be valid. The value -1 is

also acceptable. For example:

• toro-demo.ceadil4offf2.us-west-2.rds.amazonaws.com:123

• toro-demo.ceadil4offf2.us-west-2.rds.amazonaws.com:-1

The screenshot below shows an example of the connection string you need.
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Start on the BI Source Catalog Page

1. Open the catalog page of the BI source.

2. On the BI source page, click the DataSources tab or the DataSet tab, depending on which tab name you find

under your BI source. This tab lists all BI data source connections from all BI objects under this BI source.

Depending on how much BI metadata you have in the catalog, the list can be quite long. If you know the name of

the connection you are looking for, use the Filter on top right of the data sources or datasets list to find the object.

3. After locating the BI data source or dataset, in the Name column, click its name. The corresponding catalog page

will open.

4. Click the Connections tab. This tab lists all data source connections under a BI data source object.

5. On the right, under the Properties section, locate the field Database Connection. This field will contain the

connection string that you need.
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Start on the BI Object Page

1. Open the catalog page of the BI source.

2. Drill down to the BI object that uses the connection you’re looking for. For each BI source type, the hierarchy of

BI objects will differ. Start with a site or folder, and click through down to the level that stores BI data source

connections (such as project, workbook, report, or dashboard).

3. On the BI object page, click the DataSources or DataSet tab.

4. The DataSources or DataSet tab will display the list of BI data sources used to create the BI report(s).

5. Click the name of the data source you need. The corresponding catalog page will open.

6. Click the Connections tab. This tab lists all connections under a BI data source.

7. On the right, under the Properties section, locate the field Database Connection. This field will contain the

connection string that you need.
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6.20.2 View Lineage Across Sources

As a result of configuring the BI Connection Info field and after running metadata extraction and query log ingestion,

you will see lineage links between the current data source and the BI source that uses it as a source of data.

Note: The schema which was used in the BI data source or dataset must be cataloged in Alation. Excluding

the required schema from extraction will create a lineage object with the TMP tag (“temporary object”) on

the Lineage diagram.

The screenshot below shows lineage for a BI report that includes the upstream lineage links to the corresponding data

source, where:

• 1—The BI object catalog page

• 2—This BI object represented on the Lineage diagram under the Lineage tab

• 3—The upstream lineage that shows the source of data and comes from the data source in the catalog where the

BI Connection Info field stores the corresponding BI dataset connection information

6.21 Recreate Databricks Logging Script Under Workspace

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Use the information on this page to validate your QLI configuration for data sources:

• OCF Azure Databricks

• OCF Databricks on AWS

Warning: The steps below must be performed by a database administrator (DBA) or in the presence of a DBA.
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Databricks has deprecated cluster-scoped init scripts stored on DBFS.

Note: You can find more information about the types of scripts in Databricks documentation.

If you previously followed the steps in Alation documentation to configure query log ingestion (QLI) and saved the init

script that enables logging to DBFS, you need to recreate this script under the workspace.

Databricks has provided communication to its customers about deprecating scripts on DBFS and the need to migrate them

to be stored under the workspace. Your DBA may have already migrated all the init scripts in bulk using recommendations

from Databricks. Thus, there are two scenarios for you to address this change:

• If the init scripts on your cluster have not been migrated yet, follow the steps in Recreate Init Script to recreate

Alation’s script.

• If your DBA has already migrated the init scripts in bulk, you will need to ensure that the migrated script works

as expected. Use the information in Validate QLI Configuration.

6.21.1 Recreate Init Script

These steps apply to Azure Databricks and Databricks on AWS.

To recreate the script:

1. Go to your workspace and create a new folder, for example, alation_init_scripts.

Note: You can give the new folder any name. We’re using alation_init_scripts as an example.

2. Set the permissions on the folder to be Can Manage for Admins:

• Azure Databricks folder permissions

• Databricks on AWS folder permissions

Note: We recommend restricting the permissions to Admins only to ensure that unauthorized users

cannot manage this folder and modify the init script.

3. Create a new file with the name alation_qli_init_sript.sh. Ensure you use the .sh extension.

4. Copy the script given below into the file you created. Check that the pasted content is correct and does not include

accidentally added extra spaces or line breaks.

Databricks version 11.x and newer

#!/bin/bash

echo "Executing Init script for Alation QLI"

echo "Executing on Driver:"

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/driver/log4j2.xml"

echo "Adjusting log4j2.xml here: ${LOG4J_PATH}"

sed -i '0,/<PatternLayout pattern="%d{yy\/MM\/dd HH:mm:ss} %p %c{1}: %m%n%ex"\/>/s//

<PatternLayout pattern="%d{yyyy-MM-dd HH:mm:ss.SS} [%t] %p %c{1}: %m%n"\/>/' ${LOG4J_

PATH}

sed -i 's/<\/Loggers>/<Logger name="org.apache.spark.sql.execution.SparkSqlParser" level=

"DEBUG"\/><\/Loggers>/' ${LOG4J_PATH}

Databricks versions older than 11.x

6.21. Recreate Databricks Logging Script Under Workspace 1081

https://docs.databricks.com/en/init-scripts/index.html
https://kb.databricks.com/cluster-named-init-script-migration-notebook?_gl=1*1cjeb8t*_gcl_au*NTg3MjgzNzgxLjE2ODc4MTkzNDA.*rs_ga*MzY0ODhlMzktZGU3ZS00ZDQyLWEwNzEtMTQ1MTE3NWNkNzA3*rs_ga_PQSEQ3RZQC*MTY5MjM5MTU5NDgxMi4xMS4xLjE2OTIzOTE2MDEuNTQuMC4w&_ga=2.61866148.942687066.1692233826-1370477236.1687819340
https://learn.microsoft.com/en-us/azure/databricks/security/auth-authz/access-control/workspace-acl#folder-permissions
https://docs.databricks.com/en/security/auth-authz/access-control/workspace-acl.html#folder-permissions


Alation User Guide

#!/bin/bash

echo "Executing on Driver: $DB_IS_DRIVER"

if [[ $DB_IS_DRIVER = "TRUE" ]]; then

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/driver/log4j.properties"

else

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/executor/log4j.properties"

fi

echo "Adjusting log4j.properties here: ${LOG4J_PATH}"

echo "log4j.logger.org.apache.spark.sql.execution.SparkSqlParser=DEBUG" >> ${LOG4J_PATH}

echo "log4j.appender.publicFile.layout.ConversionPattern=%d{yyyy-MM-dd HH:mm:ss.SS} [%t]

%p %c{1}: %m%n" >> ${LOG4J_PATH}""", True)

5. Configure the cluster to run the new init script. Follow these steps in Databricks documentation:

• Azure Databricks

• Databricks on AWS

Note: The Init script path should look like /<folder_path>/<script_name>.sh, for example,

/alation_init_scripts/alation_qli_init_sript.sh:

• Ensure Workspace is selected as the Destination and not DBFS.

• The workspace keyword should not be prefixed to the path.

6. We recommend deleting the old init script that was saved to DBFS from the cluster configuration:

• If the old script only contains Alation’s code, delete it.
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• If you previously combined other code with Alation’s code that enables logging into one init script, discuss

with your DBA if you may delete the whole script. You may need to access the script file on DBFS, remove

Alation’s code, and save.

7. Save the changes to the cluster configuration.

8. Restart the cluster.

9. Next, use the recommendations in Validate QLI Configuration.

6.21.2 Validate QLI Configuration

Use the information in this section to validate the QLI configuration after recreating the init script under the workspace

or if your DBA admin migrated the init scripts in bulk and you did not have to recreate it:

1. Check if the logs are coming as expected into the log storage. The path to the logs is similar to /cluster-logs/

0130-102557-aft119/driver/, where:

• /cluster-logs is the subfolder in the Azure Storage container (Azure Databricks) or the Amazon S3

bucket (Databricks on AWS).

• 0130-102557-aft119 is your cluster ID.

• /driver/ is the auto-created directory that stores the log files that Alation will process.

2. After you’ve ensured that the logs keep being added, in Alation, run QLI for your data source.

Note: There is a delay between writing contents to a log file and converting the log file into a

compressed .log.gz file. Before you run QLI in Alation, ensure that your log storage container or

bucket has archived logs.

For steps to run QLI, refer to:

• Run QLI on OCF Azure Databricks Data Source

• Run QLI on OCF Databricks on AWS Data Source
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6.22 Amazon Athena OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics explaining how to install and configure the OCF connector for Amazon Athena.

6.22.1 OCF Connector for Amazon Athena: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available for Alation version 2022.4.x and later

The OCF connector for Amazon Athena was developed by Alation and is available as a Zip file that can be uploaded

and installed in the Alation application. The connector is compiled together with the required database driver, so no

additional effort is needed to procure and install the driver.

To download the Amazon Athena OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog the Athena service as a data source on Alation on-prem and Cloud Service

instances. It extracts and catalogs such database objects as schemas, tables, views, and columns. After metadata is

extracted, it is represented in the data catalog as a hierarchy of catalog pages under a parent data source. Alation users

can leverage the full catalog functionality to search and find extracted metadata, curate the corresponding catalog pages,

create documentation about the data source, and exchange information about it.

Team

• Alation administrator:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Installs the connector.

– Creates and configures an Athena data source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

Athena administrator:

• Assists in configuring authentication for extraction and Compose.

• Provides the JDBC URI.

• Assists in configuring query log ingestion (QLI).
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Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope Availability

Authentication

IAM user Authentication with an IAM user ac-

count

Yes

IAM Role Authentication with an STS token for

an AWS IAM role

Yes

Metadata extraction (MDE)

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

No

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments

• Schema and table source com-

ments are not extracted

• Column source comments are

extracted

Yes

Primary keys Primary key information for ex-

tracted tables

No

Foreign keys Foreign key information for extracted

tables

No

Functions Function metadata No

Function definitions Function definition metadata No

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

continues on next page
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Table 1 – continued from previous page

Feature Scope Availability

Query log ingestion (QLI)

Table-based QLI Ingestion of query history based on

a table or view that contains query

history data

Yes

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Column-level lineage Calculation of lineage data at the col-

umn level

No

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose via Agent is supported

from connector version 1.1.0.4913.

Yes

SSO for Compose Authentication with an STS token for

an AWS IAM role through the SSO

login flow

Yes

6.22.2 OCF Connector for Amazon Athena: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation
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Network Connectivity

Port 443 must be open and port 444 may need to be open too (see MDE Works But Profiling And Compose Time Out).

Any load balancers and proxy servers must be configured to forward traffic over these ports to the Alation instance.

Authentication

The OCF connector for Amazon Athena supports several authentication methods:

• Basic Authentication

• STS Authentication with an IAM User

• STS Authentication with an IAM Role

Basic Authentication

Basic authentication requires an AWS IAM user and the access key ID and secret access key for this user.

To use basic authentication, create an AWS IAM user account and generate and save an access key ID and a secret

access key.

Grant the IAM user the required permissions (see Permissions for IAM User Account below).

Note: If you choose to use an existing IAM account instead of creating a new one, note that the billing for

queries run by Alation during MDE and profiling and the billing for queries run by this account in Amazon

Athena and in Compose will be combined.

Permissions for IAM User Account

We recommend using the following AWS managed policy:

• AmazonAthenaFullAccess

This policy:

• Creates a default athena-examples bucket

• Grants the user access:

– To all Athena actions

– To most Glue actions (such as CREATE DATABASE)

– To the default Amazon S3 results bucket with query results "arn:aws:s3:::aws-athena-query-results-*"

You may need to edit the inline policies as prescribed by your company’s AWS access rules.

If granting the AmazonAthenaFullAccess policy is not allowed, grant the required permissions separately:

• S3 permissions allowing the following actions on the S3 buckets with data sets you want to catalog:

– s3:GetBucketLocation

– s3:GetObject

– s3:ListBucket

– s3:ListBucketMultipartUploads
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– s3:ListMultipartUploadParts

– s3:AbortMultipartUpload

– s3:PutObject

• A Glue policy allowing the action GetCatalogImportStatus

• An Athena policy allowing the List and Read actions.

STS Authentication with an IAM User

STS Authentication with an IAM user requires an IAM user account and an AWS role.

To use this type of authentication:

1. Create an IAM user and assign it the required permissions as it’s described in Basic Authentication.

2. Perform the configuration described in Create an IAM Role for STS Authentication below.

Create an IAM Role for STS Authentication

To set up STS authentication with an IAM user:

1. In the AWS IAM service, create an IAM policy (for example, <read_resources_policy>) that grants access

to the AWS resources you are going to catalog. We recommend using the AmazonAthenaFullAccess managed

policy as <read_resources_policy>. You may need to edit the inline policies as prescribed by your company’s

AWS access rules.

2. Create an IAM role (for example, <read_resources_role>) selecting the Type of Trusted Entity to be

AWS Service and Use Case to be EC2. To this role, attach the policy (<read_resources_policy> or

AmazonAthenaFullAccess). This role will be assumed by the service account when performing MDE, profiling,

and QLI from your Athena data source.

3. Save the ARN of the role <read_resources_role>. It is required for the next configuration steps in AWS and

during the configuration in Alation.

4. Create an IAM policy (for example, <assume_role_policy>) that allows the AssumeRole action for the IAM

role created in step 2. When creating this policy:

• Select STS as Service.

• Under Actions > Access Level > Write, select AssumeRole.

• Under Resources, specify the ARN of the role that gives access to the AWS resources (your

<read_resources_role>).
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5. Open the Properties page of the role that gives access to the AWS resources (your <read_resources_role>).

Edit the Trust Relationship of this role by adding your IAM user account ARN as Principal.

6.22. Amazon Athena OCF Connector 1089



Alation User Guide

STS Authentication with an AWS IAM Role

STS authentication with an AWS IAM role does not require an IAM user. This authentication method uses an instance

profile that assumes a role allowing access to Amazon resources. This authentication method works for authenticating

across AWS accounts.

Note: This authentication method is available with connector version 1.2.0.6527 or newer.

To configure STS authentication with an AWS IAM role, use the steps in Configure Authentication via

AWS STS and an IAM Role. To provide access to the data source via an IAM role, use the permissions

information in Permissions for IAM User Account.

Configuration in Alation

STEP 1: Install the Connector

Alation On-Prem

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Service Cloud instances, Alation Connector Manager is available by default.

1. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.
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5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Athena OCF connector.

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.
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JDBC URI

The URI format depends on the authentication type you use. You can only include one bucket as the S3OutputLocation

parameter value.

Basic Authentication

Format

awsathena://<your_AWS_URL>:<port>;S3OutputLocation=s3://<S3_bucket>

• If the S3 output location is defined in the default workgroup:

awsathena://<your_AWS_URL>:<port>;S3OutputLocation=s3://<S3_bucket>

• If the S3 output location is defined in a workgroup other than default:

awsathena://<your_AWS_URL>:443;workgroup=<your workgroup>;

S3OutputLocation=s3://<S3_bucket>

Example

awsathena://athena.us-east-1.amazonaws.com:443;S3OutputLocation=s3://test94605

STS Authentication

Use this format if you are authenticating with either of the STS-based authentication methods:

• STS Authentication with an IAM User

• STS Authentication with an AWS IAM Role

Format

awsathena://<your_AWS_URL>:<port>;S3OutputLocation=s3://S3_bucket>;

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider

Example

awsathena://athena.us-east-1.amazonaws.com:443;S3OutputLocation=s3://test94605;

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider
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Connector Settings

Under the Connector Settings section of the General Settings tab, populate the data source connection information

and save the values by clicking Save.

Parameter Description

Basic Authentica-

tion

Default. Leave this radio button selected if you are going to authenticate with basic authenti-

cation.

STS Authentication Select this radio button if you are going to configure STS Authentication with an IAM User.

JDBC URI Specify the JDBC UI in the required format. Refer to JDBC URI for examples.

Important: If you are going to Configure STS Authentication with an AWS IAM Role, disregard the Basic

Authentication and STS Authentication radio buttons. They will not apply. Only provide a valid JDBC

URI.

Configure Basic Authentication

If you selected the Basic Authentication radio button, specify the information in the Basic Authentication section of

General Settings. Save the values by clicking Save.

Refer to Basic Authentication for more information about this authentication method.

Parameter Description

Username Specify the access key ID of your IAM user account.

Password Specify the secret access key of your IAM user account.

Configure STS Authentication

If you selected the STS Authentication radio button, specify the information in the STS Authentication section of

General Settings. Save the values by clicking Save.

Refer to STS Authentication with an IAM User for more information about this authentication method.

Parameter Description

Region Specify your AWS region.

DB username Specify the username of your IAM user account.

STS: AWS Access

Key ID

Specify the access key ID of your IAM user account.

STS: AWS Access

Key Secret

Specify the secret access key of your IAM user account.

STS: Role ARN Specify the ARN of the <read_resources_role> you created for the service account. See

Create an IAM Role for STS Authentication for details.

STS Duration Duration of the role session in seconds.
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Configure STS Authentication with an AWS IAM Role

To use STS authentication with an AWS IAM role, specify the information in the IAM Role Authentication

section of General Settings. Save the values by clicking Save.

Parame-
ter

Description

Auth Type Select AWS IAM.

Authen-

tication

Profile

Select the authentication profile you created in Admin Settings.

Role ARN Provide the ARN of the role that gives access to the Amazon resource.

External

ID

Provide the External ID you added to the role that gives access to the Amazon resource.

STS Dura-

tion

Provide the STS token duration in seconds. This value must be less than or equal to

the Maximum session duration of the IAM role that provides access to the Amazon

resource(s).

Test Connection

Under Test Connection, click Test to validate network connectivity.

• If the test connection fails, make sure the JDBC URI and Service Account credentials are entered correctly.

• If the test connection fails with an error similar to the following:

Caused by: com.Simba.Athena.support.exceptions.GeneralException: [Simba]AthenaJDBC An error

has been thrown from the AWS Athena client. Access denied when writing to the location: s3://dmf-

alation-sand/1c294091-13ef-47a6-8d2a-6150a5d3bd25.txt

then check the user account permissions on the AWS side. Make sure it has been granted the Glue permission

GetCatalogImportStatus.

• Check that the user account has been granted the List and Read actions for the Athena service.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.
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Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The OCF Athena data source supports default MDE.

Custom query-based extraction is not supported.

Compose

For details about configuring the Compose tab of the Settings page, refer to Configure Compose for OCF Data Sources.

OCF Athena data sources support the SSO authentication flow for Compose. For information on how to set it up, refer

to OCF Connector for Amazon Athena: SSO with Compose.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

For information on configuring QLI, refer to OCF Connector for Amazon Athena: Query Log Ingestion.

Troubleshooting

Refer to Troubleshooting for information about logs.

6.22.3 OCF Connector for Amazon Athena: Query Log Ingestion

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Query log ingestion (QLI) from Amazon Athena uses AWS CloudTrail events and requires AWS CloudTrail to be

enabled on the AWS account.
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QLI Configuration in AWS

1. Verify that the CloudTrail for your AWS account logs Amazon Athena queries. The event type StartQueryExecution

should be logged.

2. In Amazon Athena, create an external table using the SQL query example below. The external table can be created

in any available database, including the Default database. When using the template, replace placeholder values

with actual values for the table name and the CloudTrail S3 bucket name.

CREATE EXTERNAL TABLE AwsDataCatalog.default.alation_qli (

eventversion STRING,

userIdentity STRUCT< type:STRING,

principalid:STRING,

arn:STRING,

accountid:STRING,

invokedby:STRING,

accesskeyid:STRING,

userName:STRING,

sessioncontext:STRUCT< attributes:STRUCT< mfaauthenticated:STRING,

creationdate:STRING>,

sessionIssuer:STRUCT< type:STRING,

principalId:STRING,

arn:STRING,

accountId:STRING,

userName:STRING>>>,

eventTime STRING,

eventSource STRING,

eventName STRING,

awsRegion STRING,

sourceIpAddress STRING,

userAgent STRING,

errorCode STRING,

errorMessage STRING,

requestParameters STRING,

responseElements STRING,

additionalEventData STRING,

requestId STRING,

eventId STRING, resources ARRAY<STRUCT< ARN:STRING,

accountId: STRING, type:STRING>>,

eventType STRING,

apiVersion STRING,

readOnly STRING,

recipientAccountId STRING,

serviceEventDetails STRING,

sharedEventID STRING,

vpcEndpointId STRING

)

PARTITIONED BY (

daterange string)

ROW FORMAT SERDE 'com.amazon.emr.hive.serde.CloudTrailSerde'

STORED AS INPUTFORMAT 'com.amazon.emr.cloudtrail.CloudTrailInputFormat'

OUTPUTFORMAT 'org.apache.hadoop.hive.ql.io.HiveIgnoreKeyTextOutputFormat'

LOCATION 's3://<bucket>/AWSLogs/<account>/CloudTrail/<region>'

TBLPROPERTIES (

(continues on next page)
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(continued from previous page)

'projection.enabled' = 'true',

'projection.daterange.type' = 'date',

'projection.daterange.format' = 'yyyy/MM/dd',

'projection.daterange.interval' = '1',

'projection.daterange.interval.unit' = 'DAYS',

'projection.daterange.range' = '2022/03/01,NOW',

'storage.location.template' = 's3://<bucket>/AWSLogs/<account>/CloudTrail/

<region>/${daterange}'

);

3. We recommend creating a QLI view from the external table and using view-based QLI on the Alation side.

Alternatively, you can use custom query-based QLI, which does not require creating a view. When using the view

SQL below, make sure to substitute placeholder values with real values.

If objects in queries are not fully qualified, the queries will not be parsed in Alation even if you pass in

defaultDatabases = awsdatacatalog. If objects in your queries are partially qualified, include

the following REPLACE script to replace every schema name in the query SQL with the two-part

identifier. Example:

REPLACE

(REPLACE

(REPLACE

(REPLACE

(json_extract_scalar

(requestParameters, '$.queryString'),

'schema1','awsdatacatalog.schema1'),

'schema2','awsdatacatalog.schema2'),

'schema3','awsdatacatalog.schema3'),

'schema4', 'awsdatacatalog.schema4')

AS queryString

4. Save the fully qualified name of the QLI view. You will need to specify it in Alation when configuring QLI.

QLI View SQL

CREATE OR REPLACE VIEW awsdatacatalog.default.test_QLI_view AS

SELECT (

CASE CAST(useridentity.type AS VARCHAR)

WHEN 'AssumedRole'

THEN SUBSTR(useridentity.principalid, position(':' IN useridentity.principalid)+1)

WHEN 'IAMUser'

THEN useridentity.username

ELSE useridentity.username

END

) AS userName

,'' AS defaultDatabases

,json_extract_scalar(responseElements, '$.queryExecutionId') AS sessionId

,replace(eventtime, 'T', ' ') AS sessionStartTime

,replace(eventtime, 'T', ' ') AS startTime

,json_extract_scalar(requestParameters, '$.queryString') AS queryString

,0 AS seconds

(continues on next page)
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,false as cancelled

FROM default.alation_qli

WHERE eventname = 'StartQueryExecution'

AND CAST(ErrorCode AS VARCHAR) IS NULL;

QLI Configuration in Alation

On the Query Log Ingestion tab, you can select the QLI options for your data source and schedule the QLI job if

necessary.

Table-Based QLI

Table-based QLI uses the view created from the external QLI table.

In the Table Name field under Connector Settings > Query Extraction, specify the name of the view in which the

query logs are available. Make sure that the service account has permissions to select from this view. The table name

must be provided in the following format: database.schema.view_name.

Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for custom query-based QLI, Alation will query the system table storing query

history or the table you’ve created to enable QLI every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the QLI

table.

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since the connector expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE

filter. These parameters are not actual column names and should stay as is. They are expected by the connector and will

be substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on

schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.
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QLI Query Template

SELECT (

CASE CAST(useridentity.type AS VARCHAR)

WHEN 'AssumedRole'

THEN SUBSTR(useridentity.principalid, position(':' IN useridentity.principalid)+1)

WHEN 'IAMUser'

THEN useridentity.username

ELSE useridentity.username

END

) AS userName

,'' AS defaultDatabases

,json_extract_scalar(responseElements, '$.queryExecutionId') AS sessionId

,replace(eventtime, 'T', ' ') AS sessionStartTime

,replace(eventtime, 'T', ' ') AS startTime

,json_extract_scalar(requestParameters, '$.queryString') AS queryString

,0 AS seconds

,false as cancelled

FROM default.alation_qli

WHERE eventname = 'StartQueryExecution'

AND CAST(ErrorCode AS VARCHAR) IS NULL

AND daterange>=date_format(cast(STARTTIME as timestamp),'%Y/%m/%d')

AND daterange<date_format(cast(ENDTIME as timestamp),'%Y/%m/%d');

Perform QLI

To perform QLI on demand:

1. Under the Automated and Manual Query Log Ingestion section on the Query Log Ingestion tab, make sure

that the Enable Automated Query Log Ingestion toggle is off.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to begin QLI.

Schedule QLI

You can schedule QLI to be performed automatically on the schedule you set:

1. Under the Automated and Manual Query Log Ingestion section on the Query Log Ingestion tab, enable the

Enable Automated Query Log Ingestion toggle.

2. Under Automated Query Log Ingestion Time, set a schedule by specifying values in the week, day and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.
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6.22.4 OCF Connector for Amazon Athena: SSO with Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

For Amazon Athena, Alation supports SSO with a SAML 2.0-compliant IdP and AWS IAM for Compose, dynamic

sampling and profiling, query forms, and data upload.

If you have multiple Athena data sources, SSO authentication should be configured for each specific data source.

Multiple data sources can use one and the same AuthService configuration object if authentication goes through the

same authentication application in the same IdP.

Note: This configuration requires access to the backend of the Alation server. For Alation Cloud Service

instances, create a support ticket with Alation requesting the configuration of SSO for Compose.

To configure SSO authentication for Compose:

1. Create an authentication application for Alation in your IdP: Compose SSO for AWS Data Sources: Create an

Authentication Application.

2. Create an authentication object for the AWS IAM plug-in of AuthService. You can either create it on the backend

of the Alation server or in the Alation user interface.

• Backend: Compose SSO with AWS Sources: Configure AWS IAM Plug-in

• User interface: Authentication Configuration Methods for External Systems

3. Get your Amazon Athena data source ID. The data source ID can be obtained from the URL of the Data Source

Catalog page: How to Find Data Source ID.

4. Configure Compose to use the IAM plug-in authentication object. This configuration is performed on the backend

of the Alation server.

To configure Compose to use the IAM plug-in authentication object:

1. Use SSH to connect to the Alation host.

2. Enter the Alation shell, and then enter the Django shell:

sudo /etc/init.d/alation shell

alation_django_shell

3. From the Django shell, run the code given below, substituting the placeholder values <ds_id> and <config_-

name>with your real values. As the result, the configuration object of the AuthService IAM plug-in with config_-

name = <config_name> will apply to a Compose connection to Athena when the connection URI contains the

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider parameter.

• <ds_id>—Data source ID

• <config_name>—config_name value of the configuration object in the AWS IAM plug-in of

the AuthService that has been created for your IdP.

AuthServiceConfiguration.objects.create(

ds_id=<ds_id>,

method_name='aws_iam',

config_name='<config_name>',

jdbc_config={

'auth_obj_to_jdbc_param_map':{

(continues on next page)
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'AWSCredentialsProviderArguments': '{AWSAccessKey},

{AWSSecretKey},{AWSSessionToken}'

},

'jdbc_uri_enabler_patterns': [

'AwsCredentialsProviderClass\\=com\\.example\\.

CustomSessionCredentialsProvider'

],

'jdbc_uri_to_auth_service_args_map': {

'role': [

'preferred_role=(arn:aws:iam::[^:]+:role/[^;]+)'

]

},

'require_strict_jdbc_uri_to_auth_service_args_map': False

})

4. (Optional) Run the command below to check that the Compose configuration object has been created for your

Amazon Athena data source, substituting the placeholder values <ds_id> and <config_name> with real values.

The command will output the number of Compose configurations that exist for a data source, the aws_iam

AuthService method and the specific AuthService config_name:

AuthServiceConfiguration.objects.filter(ds_id=<ds_id>, method_name='aws_iam

', config_name='<config_name>').count()
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Important: We recommend creating one Compose configuration that uses the same config_name per

data source.

5. Exit the Django shell: exit.

6. Exit the Alation shell: exit.

Configure the Amazon Athena Data Source Settings

Next, complete the configuration in the Alation user interface:

1. Log in to the Alation user interface as a Server Admin or a Data Source Admin for your Amazon Athena data

source.

2. Open the Settings > Compose page of the Amazon Athena data source.

3. Create a new Compose connection or edit the default one. To create a new connection, click +Add on the right of

the Compose connections section and specify a title for the connection and the URL.

• Give the connection a meaningful name so that it can be recognized by users in the list of

connections in Compose.

• Add the following parameter to the URI (required to enable authentication redirection from

Compose to the IdP):

AwsCredentialsProviderClass=com.example.

CustomSessionCredentialsProvider**

Format:

awsathena://<your_AWS_URL>:443;S3OutputLocation=s3://<your S3 location>;

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider

Example:

awsathena://athena.us-east-1.amazonaws.com:443;S3OutputLocation=s3://user-

s3-location;AwsCredentialsProviderClass=com.example.

CustomSessionCredentialsProvider

1102 Chapter 6. Open Connector Framework



Alation User Guide

Note: If SSO is the only type of authentication that users are allowed to use in Compose, edit the default Compose con-

nection by adding the AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider

parameter.

After this configuration is done, users will be able to create and use SSO-enabled connections in Compose. They will

connect to Amazon Athena with the AWS role returned in the SAML assertion response from the IdP. If a user is

assigned multiple roles and they would like to connect with a specific role only, they will be able to select one of their

roles before login. See How to Specify an IAM Role for Connection below for more information.

Test the Configuration

Test Connection in Compose

You can test with a user account that exists in the IdP and has access to Amazon Athena.

For steps to log in Compose using an SSO-enabled connection, see Authenticate to AWS Data Sources with SSO.

If the token request fails, the UI will display an error and connection will not be established. See Troubleshoot SSO

Authentication with AWS Data Sources.

Test Dynamic Profiling

This test applies if dynamic profiling is enabled for your Amazon Athena data source:

1. Go to the Alation catalog and open the catalog page of a column.

2. Click Run Profile. The Connection Settings dialog should pop up.

3. Select the SSO-enabled connection from the list of connections.

4. If there is currently no active STS token, a new browser tab should open where you will be redirected to the

identity provider login page.

5. Enter your credentials.

6. Upon authentication, the tab will close and you will be able to profile the column.
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Test Data Upload

Similarly, you can test the data upload.

1. Go the the Amazon Athena data source page in the catalog.

2. On the upper right, click More, and then click Upload Data.

3. Try to test-upload a table.

How to Specify an IAM Role for Connection

AWS STS allows authenticated users to assume a role and returns temporary credentials that can be used to establish a

connection to Amazon Athena.

If the SAML assertion response returns multiple roles for a user, they will be able to select one of their roles from the

list roles when they are connecting to the data source:

Note that the role selection can be disabled: Disable Role Selection for SSO-Enabled Data Sources. When role selection

is disabled, the driver will assume the first role from the list returned in the SAML response from the IdP unless the

preferred_role parameter is included into the URI.

The Compose connection URI for Amazon Athena can include a preferred_role URI parameter that accepts the value

of the AWS role ARN. The preferred_role parameter can be specified by a Server Admin who creates a Compose

connection in the data source settings or can be specified by a Compose user who creates a new database connection in

Compose.

Format:

awsathena://<your_AWS_URL>:443;S3OutputLocation=s3://<your S3 location>;

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider;

preferred_role=<role_ARN>

Note: The preferred_role parameter is an Alation-specific parameter and is not the same as the preferred_role

property of the Simba JDBC driver for Amazon Athena. This parameter is used by Compose to pass the AWS role ARN

to Alation AuthService.

The role ARN specified in preferred_role must be listed in SAML assertion associated with the authorization request

handled by AuthService. If not, AuthService will issue an error. The Role a user specifies in the connection URI must

match the role received in the SAML response from the IdP.

1104 Chapter 6. Open Connector Framework



Alation User Guide

6.23 AWS Glue OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for AWS Glue.

6.23.1 AWS Glue OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for AWS Glue was developed by Alation and is available as a Zip file that can be uploaded and

installed in the Alation application.

To download the AWS Glue OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog AWS Glue as a data source on Alation on-prem and Cloud Service instances.

It uses the AWS Glue API to connect to your AWS Glue instance and extract metadata. The connector is compiled

with all necessary libraries to make API calls to AWS. No separate code or drivers are required. After the metadata is

extracted, it is represented in the data catalog as a hierarchy of catalog pages under the parent data source. Alation users

can leverage the full catalog functionality to search for and find the metadata, curate the corresponding catalog pages,

enrich the catalog with documentation about the data source, and exchange information with other catalog users.

Team

You may need the assistance of your AWS admin to configure this connector.

• AWS administrator:

– Creates a service account for Alation

– Creates the required policy

– Provides the connection information.

• Alation administrator:

– Installs the connector

– Creates and configures an AWS Glue data source in the catalog.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.
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Feature Scope Availability

Authentication

AWS IAM user Authentication with an IAM user access key and secret Yes

AWS IAM role Authentication with an STS token for an AWS IAM role Yes*

* Authentication with the AWS IAM role is supported from connector version 1.0.4.

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on default extraction queries in the

connector code

Yes

Custom query-based

MDE

Extraction of metadata based on extraction queries provided by a

user

No

Extracted metadata objects

Data Source Data source object in Alation that is parent to extracted metadata Yes

Schemas List of AWS Glue databases Yes

Tables List of AWS Glue tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments Yes

Primary keys Primary key information for extracted tables No

Foreign keys Foreign key information for extracted tables No

Sampling and Profiling No

Query Log Ingestion (QLI) No

Lineage No

Compose No

Object Mapping

AWS Glue Object Alation Object

AWS Glue database Schema

AWS Glue table Table

AWS Glue column Column

6.23.2 AWS Glue OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Authentication

The OCF connector for AWS Glue supports several authentication methods:

• Basic Authentication

• STS Authentication with an IAM User

• STS Authentication with an IAM Role
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Basic Authentication

Basic authentication requires an AWS IAM user and the access key ID and secret access key for this user.

To use basic authentication, create an AWS IAM user account for Alation and save the values of the access key ID,

secret access key, AWS region, and user ARN.

Grant the IAM user the required permissions (see Permissions for IAM User Account below).

Permissions for IAM User Account

Grant the user account you created for Alation the required permissions by creating and attaching these policies:

• Policy for the Glue service

– "glue:GetDatabase"

– "glue:GetDatabases"

– "glue:GetTable"

– "glue:GetTableVersions"

– "glue:GetTables"

– "glue:GetConnection"

– "glue:GetConnections"

– "glue:GetJob"

– "glue:GetJobs"

• Policy for the S3 service

– "s3:ListBucket"

– "s3:ListAllMyBuckets"

– "s3:GetBucketAcl"

STS Authentication with an AWS IAM User

STS Authentication with an IAM user requires an IAM user account and an AWS role.

To use this type of authentication:

1. Create an IAM user and assign it the required permissions as it’s described in Basic Authentication.

2. Perform the configuration described in Create an IAM Role for STS Authentication below.
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Create an IAM Role for STS Authentication

To set up STS authentication with an IAM user:

1. In the AWS IAM service, create IAM policies for the S3 and Glue services as described in Basic Authentication.

2. Create an IAM role selecting the Type of Trusted Entity to be AWS Service and Use Case to be EC2. To this

role, attach the policies that grant the required permissions. This role will be assumed by the service account

when performing MDE from your AWS Glue data source.

3. Edit the Trust Relationship of this role and add the ARN of the IAM user account that you created for Alation as

Principal.

4. Save the ARN of this role. It is required for the next configuration steps in Alation.

5. See Using Region-Specific Endpoint next.

Using Region-Specific Endpoint

From connector version 1.0.4, you can use the region-specific STS endpoint or the global endpoint.

Using the global STS endpoint does not require any specific configuration.

To use the region-specific endpoint, make sure it is active under your AWS account. To check this:

1. Under AWS IAM, go to Access Management > Account settings.

2. Under the Security Token Service (STS) section, in the Endpoints table, make sure that the STS endpoint for

your AWS region is active or activate it.
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STS Authentication with an AWS IAM Role

STS authentication with an AWS IAM role does not require an IAM user. This authentication method uses an instance

profile that assumes a role allowing access to Amazon resources. This authentication method works for authenticating

across AWS accounts.

Note: This authentication method is available with connector version 1.1.1.6409 or newer.

To configure STS authentication with an AWS IAM role, use the steps in Configure Authentication via

AWS STS and an IAM Role. To provide access to the data source via an IAM role, use the permissions

information in Permissions for IAM User Account.

Configuration in Alation

STEP 1: Install the Connector

Alation On-Prem

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Service Cloud instances, Alation Connector Manager is available by default.

1. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.
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5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is AWS Glue OCF Connector.

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Application Settings

Skip this section as it’s not applicable to AWS Glue data sources.

Connector Settings

Under the Connector Settings section of the General Settings tab, populate the data source connection information

and save the values by clicking Save.

Parameter Description

AWS Region Specify your AWS region of the account under which your AWS Glue resource is located.

Basic Authentication Default. Leave this radio button selected if you are going to configure basic authentication.

STS Authentication Select this radio button to configure STS authentication with an IAM user.
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Important: If you are going to Configure STS Authentication with an AWS IAM Role, disregard the Basic

Authentication and STS Authentication radio buttons. They will not apply. Only provide a valid JDBC

URI.

Configure Basic Authentication

If you selected the Basic Authentication radio button, specify the information in the Basic Authentication section of

General Settings. Save the values by clicking Save.

Refer to Basic Authentication for more information about this authentication method.

Parameter Description

AWS Access Key ID Specify the access key ID of the service account.

AWS Access Key Secret Specify the access key secret of the service account.

Configure STS Authentication

If you selected the STS Authentication radio button, specify the information in the STS Authentication section of

General Settings. Save the values by clicking Save.

Refer to STS Authentication with an IAM User for more information about this authentication method.

Parameter Description

Region-

Specific

Endpoint

Select this checkbox if you prefer to use the STS endpoint specific to your AWS region. The regional

endpoint has to be active under your AWS account.

Leave this checkbox clear to use the global endpoint.

STS: AWS Ac-

cess Key ID

Specify the access key ID of the service account.

STS: AWS Ac-

cess Key Se-

cret

Specify the access key secret of the service account.

Role ARN Specify the ARN of the role you created following the steps in Create an IAM Role for STS

Authentication.

STS Duration Specify the STS duration value, in seconds. The default value is 3600 seconds.

Configure STS Authentication with an AWS IAM Role

To use STS authentication with an AWS IAM role, specify the information in the IAM Role Authentication

section of General Settings. Save the values by clicking Save.
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Parame-
ter

Description

Auth Type Select AWS IAM.

Authen-

tication

Profile

Select the authentication profile you created in Admin Settings.

Role ARN Provide the ARN of the role that gives access to the Amazon resource.

External

ID

Provide the External ID you added to the role that gives access to the Amazon resource.

STS Dura-

tion

Provide the STS token duration in seconds. This value must be less than or equal to

the Maximum session duration of the IAM role that provides access to the Amazon

resource(s).

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Skip this section as it’s not applicable to AWS Glue data sources.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. For AWS Glue data sources, Alation supports full and selective default MDE. Custom query-based MDE is not

supported.

Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration options.
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Sampling and Profiling

Not supported.

Query Log Ingestion

Not supported.

Compose

Not supported.

6.24 Amazon S3 OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: With Alation version 2023.3.5 or newer and Amazon S3 OCF connector version 3.9.0 or newer, Alation

has introduced an enhanced user interface for configuring the Amazon S3 file system source settings.

This section contains topics that explain how to install and configure the Amazon S3 OCF connector.

6.24.1 Amazon S3 Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

February 14, 2024

Amazon S3 Connector: Version 3.9.0

Compatible Alation Version - 2023.1.6 or higher

Enhancements

With Alation version 2023.3.5 and Amazon S3 OCF connector version 3.9.0, Alation has introduced an enhanced user

interface for configuring the Amazon S3 data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.5. However, you will

view the old user interface with Alation versions prior to 2023.3.5.

The documentation for the new Amazon S3 OCF Connector experience is available at: Amazon S3 OCF Connector.

The enhanced user interface provides the following features:
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Better User Experience

The enhanced Amazon S3 user interface provides better navigation and multiple visual cues, making it easy to configure

and manage Amazon S3 data source.

Easy to Connect

The Amazon S3 user interface now provides a step-by-step process to connect to your Amazon S3 data source easily

and quickly.

Additional Error-Prevention Checks

The Amazon S3 user interface now includes added checks to avoid obvious configuration mistakes. The user interface

also includes text to assist and provide cues while configuring.

Detailed Error Reports and Troubleshooting Support

The improved Amazon S3 user interface makes troubleshooting easier for metadata extraction and query log ingestion,

as you can now have a detailed error report for both processes. The report contains a detailed error description and steps

to resolve the issue.

6.24.2 Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2022.3.5

Overview

The OCF connector for Amazon S3 is developed by Alation and is available for download from Alation’s Customer

Portal (Customer Portal homepage > Connectors).

Use this connector to catalog S3 buckets as a file system source in Alation.

The connector offers these capabilities:

• Metadata extraction — Extract and catalog S3 objects, such as buckets, and the content of buckets, such as

folders and files. Users will be able to discover, search, browse, and curate S3 objects as Alation objects in the

Alation user interface.

• Column or Schema extraction — Extract and catalog column headers found in semi-structured file formats.

Currently supported for Parquet, CSV, PSV, and TSV. Users can search and curate the column headers cataloged

from each file as column objects. The column or schema extraction may be a time-intensive operation as it

involves reading individual files.

• File sampling — As a catalog user, initiate S3 file sampling, on-demand. This operation will retrieve randomly

sampled rows of data from the file, providing a deeper insight into the file’s structure and data.
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To retrieve the S3 bucket metadata, the connector reads from an Amazon S3 inventory. For more information about

inventories, refer to Amazon S3 Inventory in AWS documentation.

Note: When you run MDE, the Amazon S3 OCF connector obtains the list of inventory files from the latest manifest.json

file for the respective bucket. Manifest files are available at the following location in the destination bucket:

destination-prefix/source-bucket/config-ID/YYYY-MM-DDTHH-MMZ/manifest.json

For more information about manifest.json file, refer to Inventory manifest in AWS documentation.

Team

The following administrators are required to install this connector:

• Amazon S3 administrator:

– Performs the required configuration in S3, such as configuring the inventory and providing access for Alation.

– Creates an IAM user and roles to authorize read-only access to the data and inventory buckets.

– Assists in collecting the necessary configuration information from AWS.

• Alation Server Admin:

– Installs the Alation Connector Manager if required.

– Installs the connector.

– Adds and configures the S3 file system source in Alation.

Scope

The table below shows the catalog features supported by this connector. For version support information, refer to Support

Matrices.

Feature Availability

Core Capabilities

Metadata extraction (MDE) via basic authentication

(AWS Access Key and Secret Key)

✓

Metadata extraction (MDE) via AWS IAM role and

IAM user-based STS authentication

✓

Column extraction ✓

Search ✓

Catalog page curation ✓

Catalog sets x

Propagation of trust flags x

Popularity x

Sampling

File sampling via basic authentication or SSO ✓

File sampling via STS authentication x

Extracted Metadata

Folders ✓

Files ✓

Columns ✓
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6.24.3 Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prior to configuring and using the connector in Alation, you must perform the following steps:

Note: We’ll refer to the buckets to be cataloged as the source buckets and to the inventory bucket that stores the

inventory reports as the inventory or destination bucket.

• Configure the Inventory — Create the destination bucket to store the inventory reports.

– Additionally, consider the recommendations in Scale Amazon S3 OCF Connector when configuring the

inventory.

• Configure Required Permissions — Give Alation access and collect the authentication information. Set permissions

required for Metadata Extraction.

• Configure Server-Side Encryption (optional) — Perform additional configuration if you are using an encryption

type other than SSE-S3 (default).

• Set Up Incremental MDE (optional) — Configure incremental MDE using a Lambda function. Each consecutive

incremental MDE job will only extract new metadata and metadata updates, but not all accessible metadata.

Important: Incremental extraction is a resource consuming event. Review the prerequisites listed

in Set Up Incremental MDE and the additional cost you may incur within your AWS account before

you proceed, if you have not already done so. Alation recommends using this feature only when the

volume of incremental changes is less compared to the total number of objects extracted. Example:

10K incremental changes over 5 million objects.

Configure the Inventory

Metadata extraction from an Amazon S3 file system source uses inventory reports of Amazon S3 buckets. The inventory

reports are stored in a dedicated S3 bucket used for the inventory only. During metadata extraction, Alation will extract

the inventory reports stored in the inventory bucket and stream the metadata to the catalog.

Note: To have metadata from the inventory extracted properly into Alation, you’ll need to put the inventory into an

inventory bucket.

Inventories from many source buckets can be delivered to a single destination bucket.

1116 Chapter 6. Open Connector Framework



Alation User Guide

The inventory or destination bucket for storing inventory reports can either be created manually using the steps provided

below or using a Terraform script.

• Configure the Inventory Manually

• Configure Inventory with a Terraform Script

Configure the Inventory Manually

You require the privileges of an AWS administrator to create new buckets and configure inventory for buckets with data.

Following are the steps involved in configuring the inventory manually:

1. Create an S3 Bucket to Store Inventory Reports

2. Configure the S3 Inventory

Note: It may take AWS up to 48 hours to deliver the first report into the destination bucket. You will need to ensure

that all the inventory reports that you want ingested into Alation have been delivered to your destination bucket before

you are able to extract the metadata.

Create an S3 Bucket to Store Inventory Reports

To create a bucket:

1. Create a dedicated bucket to be used as the destination bucket for the S3 bucket inventory reports that you want to

ingest into Alation. Create this bucket in the same AWS region as your source buckets. The destination bucket

should not be used for any other purpose or storing any other content. Alation expects that the destination bucket

only stores the inventory reports.

Example:

alation-destination-bucket

2. Create a folder called inventory inside the inventory or destination bucket.

Configure the S3 Inventory

Important: The S3 inventory must be configured for every source bucket that you want ingested into the

catalog.

To configure the inventory:

1. Follow the steps in Configuring inventory using the S3 console to configure the S3 inventory.

2. Under Report details, set Destination to your destination bucket with the inventory folder path in the format

s3://<Destination_Bucket_Name>/inventory.

Note: Make sure there is no trailing slash / symbol at the end of the path.

3. Set Frequency to Daily or Weekly. Frequency must match the metadata extraction schedule you will set in

Alation.
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4. Set Output Format as CSV.

5. Set Status as Enable.

6. Optionally, populate additional fields:

• Size

• Last modified

7. It may take AWS up to 48 hours to deliver the first report into the destination bucket. Before extracting the

metadata, ensure that all the inventory reports that you want ingested into Alation have been delivered to your

destination bucket.

Configure Inventory with a Terraform Script

Alation can provide a Terraform script that can be used to configure the necessary AWS resources such as a destination

bucket for inventory reports and a Lambda function for incremental extraction. Find the information about it in Use

Terraform to Set Up Inventory and Incremental MDE.

Configure Required Permissions

Configure permissions for:

• Authentication

• Metadata Extraction

Configure Permissions for Authentication

The OCF connector for Amazon S3 supports several authentication methods:

• Basic Authentication

• STS Authentication with an IAM User

• STS Authentication with an IAM Role

Basic Authentication

Basic authentication requires an AWS IAM user and the access key ID and secret access key for this user.

Create an AWS IAM User

To use basic authentication, create an AWS IAM user account for Alation and save the values of the access key and

secret access key to a secure location.

Grant the IAM user the required permissions (see Permissions for IAM User Account).

1118 Chapter 6. Open Connector Framework



Alation User Guide

Permissions for IAM User Account

The user account requires read-only access to the source and destination buckets:

For more information, see Grant Permissions for Metadata Extraction.

Below, find an example of an IAM policy allowing the required actions for all S3 buckets in an account. You can adjust

this example to include only the necessary resources: the destination and source buckets. Refer to Allowing an IAM

user access to one of your buckets in AWS documentation for more information.

Example:

{

"Version": "2012-10-17",

"Statement":

[

{

"Effect": "Allow",

"Action": [

"s3:Get*",

"s3:List*"

],

"Resource": "*"

}

]

}

STS Authentication with an IAM User

STS authentication with an IAM user requires an IAM user and role.

Note: File sampling is not supported with STS authentication.

Create an IAM User

To configure STS authentication with an IAM user:

1. Create an AWS IAM role.

2. To this role, assign a policy with the access to the following:

• Read-only access to the destination bucket.

• Read-only access to the source buckets.

Note: If you don’t intend to perform schema extraction or incremental MDE, you can

provide read-only access to the destination bucket only.

3. Create a user in AWS IAM with the following policy:
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{

"Version": "2012-10-17",

"Statement": [

{

"Effect": "Allow",

},

"Action": "sts:AssumeRole",

"Resource": "{ARN_OF_THE_ROLE}"

]

}

4. Note down the ARN of the user.

5. Open the properties of the role you created in step 2 and go to the Trust Relationship

section. Add trusted entities as shown below:

{

"Version": "2012-10-17",

"Statement": [

{

"Effect": "Allow",

"Principal": {

"AWS": "{ARN_OF_THE_USER}"

},

"Action": "sts:AssumeRole"

}

]

}

STS Authentication with an AWS IAM Role

STS authentication with an AWS IAM role uses an instance profile that assumes a role allowing access to Amazon

resources. This authentication method works for authenticating across AWS accounts.

Note: STS Authentication with an AWS IAM role is available with connector version 3.8.5.6552 or newer.

To configure STS authentication with an AWS IAM role, use the steps in Configure Authentication via

AWS STS and an IAM Role. To provide access to the data source via an IAM role, use the permissions

information in Permissions for IAM User Account.

Grant Permissions for Metadata Extraction

Grant permissions for:

• Metadata Extraction (Without Incremental Sync)

• Incremental Sync, Column or Schema Extraction, and Sampling
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For Metadata Extraction (Without Incremental Sync)

You must have listBucket and getObject IAM permissions to inventory or destination bucket.

• listBucket - Required to list the inventory files and manifest files from the inventory or destination bucket.

• getObject - Required to read the inventory CSV files from the inventory or destination bucket.

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "s3:ListBucket",

"Resource": [

"arn:aws:s3:::{YOUR_DESTINATION_BUCKET}",

]

},

{

"Sid": "VisualEditor1",

"Effect": "Allow",

"Action": "s3:GetObject",

"Resource": [

"arn:aws:s3:::{YOUR_DESTINATION_BUCKET}/*",

]

}

]

}

For Incremental Sync, Column or Schema Extraction, and Sampling

You must have listBucket and getObject IAM permissions to inventory or destination bucket and all source buckets.

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "s3:ListBucket",

"Resource": [

"arn:aws:s3:::{YOUR_SOURCE_BUCKET_1}",

"arn:aws:s3:::{YOUR_SOURCE_BUCKET_2}",

"arn:aws:s3:::{YOUR_SOURCE_BUCKET_N}",

"arn:aws:s3:::{YOUR_DESTINATION_BUCKET}",

]

},

{

"Sid": "VisualEditor1",

"Effect": "Allow",

"Action": "s3:GetObject",

"Resource": [

(continues on next page)
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(continued from previous page)

"arn:aws:s3:::{YOUR_SOURCE_BUCKET_1}/*"

"arn:aws:s3:::{YOUR_SOURCE_BUCKET_2}/*"

"arn:aws:s3:::{YOUR_SOURCE_BUCKET_N}/*"

"arn:aws:s3:::{YOUR_DESTINATION_BUCKET}/*",

]

}

]

}

For Incremental Sync:

• listBucket - Deletes the parent folder if all the child folders are deleted.

• getObject - Allows using doesObjectExist while deleting the directory.

For Schema Extraction and Sampling:

• listBucket - Retrieves columns on source buckets for CData Parquet driver.

• getObject - Reads actual objects to find its columns for CData driver.

Scale the Amazon S3 Connector

You can use various approaches to scale the Amazon S3 OCF connector while setting up the inventory and later

configuring the connector in Alation. For example, you can create prefixes. Find more information in Scale Amazon S3

OCF Connector.

Configure Server-Side Encryption

Alation supports the SSE-S3 (default) and SSE-KMS encryption types:

• SSE-S3 does not require any additional configuration.

• SSE-KMS requires additional permission configuration. See Configure Server-Side Encryption.

Set Up Incremental MDE

If you choose to enable incremental sync, you must configure incremental sync in Amazon S3. For more information,

Set Up Incremental MDE for details.

6.24.4 Set Up OCF Connector for Amazon S3

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the OCF connector for Amazon S3 and configure a new file system source,before you start using the connector.
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Install the Connector

Alation On-Premise

1. If this has not been done on your instance, install Alation Connector Manager: Install Alation Connector Manager.

2. Make sure that the connector Zip file which you downloaded from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page. Refer to Manage Connector Dashboard for details.

Alation Cloud Service

Note: Alation Connector Manager is available by default on all Alation Cloud Service instances. There is no need to

separately install it.

1. Make sure that the OCF connector Zip file that you downloaded from Alation Connector Hub is available on your

local machine.

2. Install the connector on the Connectors Dashboard page. Refer to Manage Connector Dashboard for details.

Configure a New File System Source

To create a new file system source:

1. Log in to the Alation instance.

2. On the top right, click Apps and then Sources.

3. On the Sources page that opens, click Add on top right, and from the list of source types select File System. The

Add a File System screen will open.

4. From the File System Type dropdown, select the appropriate connector.

5. Provide a Title for your file system source and click the Add File System button. You will be navigated to the

Settings page of your new file system source.
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6.24.5 Configure Connection to File System Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you install the Amazon S3 OCF connector, you must configure the connection to the Amazon S3 file system

source.

The various steps involved in configuring the Amazon S3 OCF data source connection setting are:

• Provide Access

• Connect to Data Source

Provide Access

On the Access tab, set the file system visibility as follows:

• Public File System - The file system will be visible to all users of the catalog.

• Private File System - The file system will be visible to the users allowed access to the file system by file system

Admins.

Add new File System Admin users in the File System Admins section.
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Connect to Data Source

To connect to the data source, you must perform these steps:

1. Configure Authentication

2. Configure Proxy Settings (Optional)

3. Test the Connection

4. Configure Logging (Optional)

Important: The Alation user interface displays standard configuration settings for credentials and connection informa-

tion stored in the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager to

hold such information, the user interface will change to include the following buttons adjacent to the respective fields:

By default, you see the user interface for Standard. In the case of Vault, instead of the actual credential information,

you must select the source and provide the corresponding key. For details, see Configure Secrets for OCF Connector

Settings.

Configure Authentication

Alation supports Basic authentication, STS authentication with an IAM user, and STS authentication with an IAM

role. Before configuring authentication in Alation, ensure that you configure access and permissions for the selected

authentication type. For information, see the Configure Permissions for Authentication section in Prerequisites.
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Configure Basic Authentication

Note: Before configuring the Basic authentication in Alation, ensure that you assign the required permissions for IAM

user account. For more information, see the Configure Permissions for Authentication section in Prerequisites.

To configure Basic authentication, perform these steps:

Connector Version 3.9.0 and Newer

From Alation version 2023.3.5 and connector version 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the General Settings tab.

2. In the Step 1:Configure authentication section, specify a valid, active, and accessible AWS region in Region.

For example, us-east-1. To use FIPS endpoints for GovCloud, prefix fips- in region: fips-us-east-1.

The S3 endpoint uses the AWS region to connect to Amazon S3. To view the list of valid AWS regions,

see Regional endpoints.

3. Select Basic and provide the following details:

Parameter Description

AWS Access

Key ID

Provide the AWS access key ID of the IAM user with basic authentication access.

Ensure that the IAM user has access to the destination bucket.

AWS Access

Key Secret

Provide the AWS secret access key.

4. Click Save.

Connector Versions Prior to 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the General Settings tab.

2. Go to the Connector Settings > File System connection section.

3. Specify a valid, active, and accessible AWS region in Region. For example, us-east-1. To use FIPS endpoints

for GovCloud, prefix fips- in region: fips-us-east-1.

4. Select Basic Authentication and provide the following details:

Parameter Description

AWS Access

Key ID

Provide the AWS access key ID of the IAM user with basic authentication access.

Ensure that the IAM user has access to the destination bucket.

AWS Access

Key Secret

Provide the AWS secret access key.

5. Click Save.
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Configure STS-IAM User Authentication

Note: Before configuring the STS-IAM User authentication in Alation, ensure that you assign the required permissions

for IAM user account. For more information, see the Configure Permissions for Authentication section in Prerequisites.

To configure STS-IAM User authentication, perform these steps:

Connector Version 3.9.0 and Newer

From Alation version 2023.3.5 and connector version 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the General Settings tab.

2. In the Step 1:Configure authentication section, specify a valid, active, and accessible AWS region in Region.

For example, us-east-1. To use FIPS endpoints for GovCloud, prefix fips- in region: fips-us-east-1.

The S3 endpoint uses the AWS region to connect to Amazon S3. To view the list of valid AWS regions,

see Regional endpoints.

3. Select STS-IAM User and provide the following details:

Parameter Description

AWS Access Key ID Provide the AWS access key ID of the IAM user

with STS authentication access. Make sure that

the IAM user has access to the inventory bucket.

AWS Access Key Secret Provide the AWS secret access key.

Role ARN Provide the IAM role with the required permis-

sions

Use Region-Specific Endpoint Turn on the Use Region-Specific Endpoint tog-

gle to use regional endpoints for STS request.

When turned off, then the global endpoints will

be used for STS request. For information on

valid STS Endpoints, see STS Endpoints

STS Duration
Provide the duration of the role session in seconds. Default

value: 3600 seconds.

4. Click Save.

Connector Versions Prior to 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the General Settings tab.

2. Go to the Connector Settings > File System connection section.

3. Specify a valid, active, and accessible AWS region in Region. For example, us-east-1. To use FIPS endpoints

for GovCloud, prefix fips- in region: fips-us-east-1.

4. Select STS Authentication and provide the following details:
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Parameter Description

STS: AWS

Access Key

ID

Provide the AWS access key ID of the IAM user with STS authentication access.

Make sure that the IAM user has access to the destination bucket.

STS: AWS

Access Key

Secret

Provide the AWS secret access key.

Role ARN Provide the IAM role to assume with the required permissions

STS Duration Provide the duration of the role session.

Region-

Specific

Endpoint

Select the Region-Specific Endpoint checkbox to use regional endpoints for STS

request. If this checkbox is unselected, then the global endpoints will be used for

STS request.

5. Click Save.

Configure STS Authentication with an AWS IAM Role

Note: Before configuring the STS-IAM Role authentication in Alation, ensure that you assign the required permissions

for IAM user account. For more information, see the Configure Permissions for Authentication section in Prerequisites.

To configure STS-IAM Role authentication, perform these steps:

Connector Version 3.9.0 and Newer

From Alation version 2023.3.5 and connector version 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the General Settings tab.

2. In the Step 1:Configure authentication section, specify a valid, active, and accessible AWS region in Region.

For example, us-east-1. To use FIPS endpoints for GovCloud, prefix fips- in region: fips-us-east-1.

The S3 endpoint uses the AWS region to connect to Amazon S3. To view the list of valid AWS regions,

see Regional endpoints.

3. Select STS-IAM Role and provide the following details:

Parame-
ter

Description

Authen-

tication

Profile

Select the authentication profile you created in Admin Settings.

Role ARN Provide the ARN of the role that gives access to the Amazon resource.

External

ID

Provide the External ID you added to the role that gives access to the amazon resource.

STS Dura-

tion

Provide the STS token duration in seconds. This value must be less than or equal to

the Maximum session duration of the IAM role that provides access to the Amazon

resources.

4. Click Save.

Connector Versions Prior to 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the General Settings tab.
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2. Go to the Connector Settings > File System connection section.

3. Specify a valid, active, and accessible AWS region in Region. For example, us-east-1. To use FIPS endpoints

for GovCloud, prefix fips- in region: fips-us-east-1.

4. Select IAM Role Authentication and provide the following details:

Parame-
ter

Description

Auth Type Select AWS IAM

Authen-

tication

Profile

Select the authentication profile you created in Admin Settings.

Role ARN Provide the ARN of the role that gives access to the Amazon resource.

External

ID

Provide the External ID you added to the role that gives access to the amazon resource.

STS Dura-

tion

Provide the STS token duration in seconds. This value must be less than or equal to

the Maximum session duration of the IAM role that provides access to the Amazon

resources.

5. Click Save.

Configure Proxy Settings

If you are using an HTTP proxy to access your S3, specify the proxy settings. These proxy fields support basic proxy

and auth proxy modes.

To configure the proxy settings, perform these steps:

Connector Version 3.9.0 and Newer

From Alation version 2023.3.5 and connector version 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the General Settings tab.

2. In the Proxy configuration section, provide the following details:

Pa-
rame-
ter

Description

Proxy

Host

Specify the proxy host to access S3 via the proxy server. This optional field should be

used only if S3 is connected using a proxy.

This field is required for Basic Proxy and Auth Proxy modes.

Proxy

Port

Specify the proxy port number. This optional field should be used only if S3 is connected

using a proxy.

This field is required for Basic Proxy and Auth Proxy modes.

Proxy

User-

name

Specify the proxy username. This optional field should be used only if S3 is connected

using a proxy.

This field is required only for Auth Proxy mode.

Proxy

Pass-

word

Specify the proxy username. This optional field should be used only if S3 is connected

using a proxy.

This field is required only for Auth Proxy mode.

3. Click Save.
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Connector Versions Prior to 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the General Settings tab.

2. Go to the Connector Settings > File System connection section.

3. Provide the following details:

Pa-
rame-
ter

Description

Proxy

Host

Specify the proxy host to access S3 via the proxy server. This optional field should be

used only if S3 is connected using a proxy.

This field is required for Basic Proxy and Auth Proxy modes.

Proxy

Port

Specify the proxy port number. This optional field should be used only if S3 is connected

using a proxy.

This field is required for Basic Proxy and Auth Proxy modes.

Proxy

User-

name

Specify the proxy username. This optional field should be used only if S3 is connected

using a proxy.

This field is required only for Auth Proxy mode.

Proxy

Pass-

word

Specify the proxy username. This optional field should be used only if S3 is connected

using a proxy.

This field is required only for Auth Proxy mode.

4. Click Save.

Test the Connection

The connection test checks Amazon S3 connectivity. Alation uses the connection information that you provide to

confirm that a connection can be established.

After configuring authentication and providing the proxy details, if applicable, test the connection.

Connector Version 3.9.0 and Newer

From Alation version 2023.3.5 and connector version 3.9.0

To validate the network connectivity, go to General Settings > Test connection of the Settings page of your file system

source and click Test.

Alation performs the following checks before establishing the connection:

• The AWS region provided is accessible, valid, and active in the user’s AWS account.

• The AWS credentials provided are valid.

• The S3 endpoint of the given region is accessible.

• In case of STS based authentication, the STS endpoint is accessible.

Connector Versions Prior to 3.9.0

To validate the network connectivity, go to General Settings > Test connection of the Settings page of your file system

source and click Test.

A dialog box appears confirming the status of the connection test.
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Configure Logging

To set the logging level for your Amazon S3 OCF file system source logs, perform these steps:

Connector Version 3.9.0 and Newer

From Alation version 2023.3.5 and connector version 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the General Settings tab.

2. In the Connector logs section, select a logging level for the connector logs.

3. Click Save.

The available log levels are based on the Log4j framework.

Connector Versions Prior to 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the General Settings tab.

2. In the Logging Configuration section, select a logging level for the connector logs.

3. Click Save.

The available log levels are based on the Log4j framework.

You can view the connector logs in Admin Settings > Server Admin > Manage Connectors > Amazon S3 OCF

connector.

6.24.6 Configure Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: With Alation version 2023.3.5 or newer and Amazon S3 OCF connector version 3.9.0 or newer, Alation

has introduced an enhanced user interface for configuring Metadata Extraction.

Version 3.9.0 or Newer

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: In version 3.9.0, Alation has redesigned the user interface of the Metadata Extraction tab. The new

interface will be available if you install or upgrade the connector on Alation version 2023.3.5 or newer.
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Overview

Metadata extraction (MDE) is the process of fetching file system information, such as files and columns. Alation queries

your database to retrieve this metadata, which becomes catalog objects. You can initiate MDE on demand or schedule it

for regular catalog updates.

Configure MDE in Alation

Metadata extraction (MDE) reads S3 inventory reports to extract buckets, folders and files. Alation will retrieve this

metadata, which will become catalog objects. You can initiate MDE on demand or schedule it for regular catalog

updates. Optionally, you can use column extraction and incremental extraction based on your requirements.

Note: Folders at the last level of a directory that have no name and are empty cannot be extracted.

Steps involved in metadata extraction are:

1. Provide Inventory Bucket Name

2. Test Access and Fetch Buckets

3. Select Buckets for Extraction

4. Enable Incremental Sync (Optional)

5. Run Extraction

6. Run Column Extraction (Optional)

Important: The Alation user interface displays standard configuration settings for credentials and connection informa-

tion stored in the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager to

hold such information, the user interface will change to include the following buttons adjacent to the respective fields:
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By default, you see the user interface for Standard. In the case of Vault, instead of the actual credential information,

you must select the source and provide the corresponding key. For details, see Configure Secrets for OCF Connector

Settings.

Provide Inventory Bucket Name

Note: When you run MDE, the Amazon S3 OCF connector obtains the list of inventory files from the latest manifest.json

file for the respective bucket. Manifest files are available at the following location in the inventory bucket:

destination-prefix/source-bucket/config-ID/YYYY-MM-DDTHH-MMZ/manifest.json

For more information about manifest.json file, refer to Inventory manifest in AWS documentation.

To provide the bucket name, perform these steps:

1. On the Settings page of Amazon S3 file system source, go to the Metadata Extraction tab.

2. In the Step 1:Provide inventory bucket name section, provide the name of the destination bucket that hosts the

inventory reports.

3. Click Save.

Note: The wait time is 24 to 48 hours for the first inventory report to be generated once the inventory function is set. If

you run MDE before the inventory report generation then Alation will not extract any data.

Test Access and Fetch Buckets

Before fetching the datasets for extraction, Alation tests if the user account has the required permissions to run metadata

extractions.

Perform these steps to test access and fetch buckets:

1. On the Settings page of Amazon S3 file system source, go to the Metadata Extraction tab.

2. In the Step 1: Test access and Fetch buckets section, provide the name of the destination bucket that hosts the

inventory reports.

3. Click Run.

The retrieved list of buckets appear in the Buckets table under the Select buckets for extraction

section of the Metadata Extraction page.
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Select Buckets for Extraction

Select buckets for extraction, to which you have access, instead of extracting all the buckets. When selecting buckets for

extraction, you retrieve the metadata only for the selected buckets. This makes the extraction quicker and consumes

fewer resources than extracting all the buckets.

By default, all the buckets Alation fetches from the file system source are selected for extraction. You can adjust the

selection of by:

• Selecting Buckets Using Filters

• Selecting Buckets Manually

Important: If you do not select any bucket manually or using filters, Alation extracts all the buckets when you run the

metadata extraction.

Select Buckets Using Filters

If you want to apply extraction filters, perform these steps:

1. On the Settings page of your Amazon S3 file system source, go to the Metadata Extraction tab.

2. Under the Select buckets for extraction section, turn on the Enable advanced settings toggle.

3. Select the required extraction filter option from the Extract drop down:

a. Only selected buckets — Extracts metadata only from the selected buckets. This is the default

value.

b. All buckets except selected — Extracts metadata from all buckets except the selected buckets.

4. To delete the buckets from previous extraction that are not part of the current bucket selection, select

the Keep the catalog synchronized with the current selection of buckets checkbox.

5. Create a filter.

a. From the first drop down, select Bucket.

b. Select the filter criteria (Contains, Starts with, Ends with, Regex).

c. Specify the keyword to look for from the bucket.

Use this option if you frequently change buckets or if you use extensive metadata.

You can add multiple filters by clicking the Add another filter link.

Note: You must use rules if you plan to schedule MDE.

6. Click Apply filters.

The Buckets table displays the selected buckets that match the rules that you had set.

Note: After applying rules, you cannot manually adjust the selection of buckets.
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Select Buckets Manually

If you opt to manually select the buckets for extraction, perform these steps:

1. On the Settings page of your Amazon S3 file system source, go to the Metadata Extraction tab.

2. Under the Select buckets for extraction section, turn off the Enable advanced settings toggle, if not disabled

already.

3. Select the required datasets from the list in the Buckets table.

Alternatively, you can select a bucket by searching for the specific bucket from the table using either

the bucket name or any keyword or string in the bucket name.

After you have selected the buckets, your selection count is displayed on top of the Buckets table.

Enable Incremental Sync

Note: This is Optional.

For more information, see Set Up Incremental MDE

Run Extraction

Under the Run extraction section (General Settings > Metadata Extraction), click Run Extraction now to extract

metadata on demand. By default, if you don’t select any buckets in the Select buckets for extraction step, Alation

extracts metadata for all buckets.

The status of the extraction action is logged in the Extraction job status table under the Job History tab.

Schedule Extraction

You can also schedule the extraction. To schedule the extraction, perform these steps:

1. On the Settings page of your Amazon S3 file system source, go to the Metadata Extraction tab.

2. Under the Run extraction section, turn on the Enable extraction schedule toggle.

3. Using the date and time widgets, select the recurrence period and day and time for the desired MDE

schedule. The next metadata extraction job for your file system source will run on the schedule you

have specified.

Note: Here are some of the recommended schedules:

• Schedule extraction to run for every 12 hours at the 30th minute of the hour.
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• Schedule extraction to run for every 2 days at 11:30 PM.

• Schedule extraction to run every week on the Sunday and Wednesday of the week.

• Schedule extraction to run for every 3 months on the 15th day of the month.

View the MDE Job History

You can view the status of the extraction actions after you run the extraction or after Alation triggers the MDE as per the

schedule. Also, you can view the status of the buckets retrieved from the Test Access and Fetch datasets step.

To view the status of extraction, go to Metadata Extraction > Job History on the Settings page of your amazon S3

OCF file system source. The Extraction job status table is displayed.

The Extraction job status table logs the following status:

• Did Not Start - Indicates that the metadata extraction did not start due to configuration or other issues.

• Succeeded - Indicates that the extraction was successful.

• Partial Success - Indicates that the extraction was successful with warnings. If Alation fails to extract some of the

objects during the metadata extraction process, it skips them and proceeds with the extraction process, resulting

in partial success.

• Skipped - Indicates that the job was skipped as the previous extraction job was not completed.

• Failed - Indicates that the extraction failed with errors.

Click the View Details link to view a detailed report of metadata extraction. If there are errors, the Job errors table

displays the error category, error message, and a hint (ways to resolve the issue). Follow the instructions under the Hints

column to resolve the error.
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In some cases, the Generate Error Report link is displayed above the Job errors table. Click the Generate Error

Report link to generate an archive (.zip) containing CSV files for different error categories, such as Data and Connection

errors. Click Download Error Report to download the files.

Run Column Extraction

Note: This is optional. Ensure that the MDE is successfully completed before performing column extraction.

After you successfully complete the Metadata Extraction, you can additionally extract the column information for CSV,

PSV, TSV, and Parquet files already cataloged in Alation. Column extraction enables file sampling.

A column extraction job extracts and catalogs column headers found in semi-structured file formats, such as Parquet,

CSV, PSV, and TSV.

Note: Column extraction is a time consuming operation due to the nature of processing as it involves reading individual

files.

To run column extraction, perform these steps:

1. On the Settings page of your Amazon S3 file system source, go to the Metadata Extraction tab.

2. Expand the Column extraction section, and provide the following information:

Pa-
rame-
ter

Description

CSV

File

Delim-

iter

Select the CSV file delimiter within all the CSV files in the file system source from the

dropdown. The default delimiter value is COMMA.

Use

Schema

Path

Pattern

Turn on the Use Schema Path Pattern toggle to extract columns only at the folder level.

When the Use Schema Path Pattern is turned on, the Column extraction job does not

match any individual CSV, PSV, TSV, or Parquet files. It will only match the files which

are valid for given schema path pattern.

Schema

Path

Pattern

Provide the Schema Path Pattern for schema extraction. For more information, refer to

Schema Path Pattern.

3. Click Save.

4. Click Run column extraction.

You can view the status of column extraction in the Extraction job status table under the Job History tab.
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Versions Prior to 3.9.0

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Configure metadata extraction on the Metadata Extraction tab of the settings. You can configure extraction to be full

or incremental. Incremental extraction requires additional configuration in Amazon S3.

Note: Folders at the last level of a directory that have no name and are empty cannot be extracted.

Connector Settings

Metadata Extraction Configuration

Specify the metadata extraction configuration settings and click Save:

Note: When you run MDE, the Amazon S3 OCF connector obtains the list of inventory files from the latest manifest.json

file for the respective bucket. Manifest files are available at the following location in the destination bucket:

destination-prefix/source-bucket/config-ID/YYYY-MM-DDTHH-MMZ/manifest.json

For more information about manifest.json file, refer to Inventory manifest in AWS documentation.
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Pa-
ram-
e-
ter

Description

Des-

tina-

tion

Bucket

Name

Provide the name of the destination bucket that hosts the inventory reports.

Note: The wait time is 24 to 48 hours for the first inventory report to be generated once the inventory function

is set. If you run MDE before the inventory report generation then Alation will not extract any data.

In-

cre-

men-

tal

Sync

Select this checkbox to extract only the new object additions or deletions. However, the first extraction is

always a full metadata extraction.

Important: Ensure that you have performed the necessary configurations in S3 before enabling the

Incremental Sync checkbox. The required S3 configuration can be done in two ways: manually or using a

Terraform script.

For details, refer Set Up Incremental MDE

Schema Extraction Configuration

A schema extraction job will extract and catalog column headers found in semi-structured file formats, such as Parquet,

CSV, PSV, and TSV. Note that schema extraction may be a time-intensive operation as it involves reading individual

files.

Under Schema extraction configuration, specify the schema extraction configuration settings and click Save.
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Pa-
rame-
ter

Description

CSV

File De-

limiter

Select the CSV file delimiter within all the CSV files in the file system source from the dropdown. The

default delimiter value is COMMA.

Use

Schema

Path

Pattern

Enable the Use Schema Path Pattern checkbox to extract schema (columns/headers) for folders matching

the pattern.

When the Use Schema Path Pattern is enabled, the Schema Extraction job will not match any individual

CSV/PSV/TSV/ Parquet files. It will only match the files which are valid for given schema path pattern.

Schema

Path

Pattern

Provide the Schema Path Pattern for schema extraction. For more information, refer to Schema Path

Pattern.

Selective Extraction

On the Metadata Extraction tab, you can select the buckets to include or exclude from extraction. Enable the Selective

Extraction toggle if you want only a subset of buckets to be extracted.

To extract only specific buckets:

1. Click Get List of Buckets to first fetch the list of buckets. The status of this action will be logged in the Extraction

Job Status table at the bottom of the Metadata Extraction tab.

2. When bucket synchronization is complete, a drop-down list with the available buckets will become enabled.

3. Select one or more buckets as required.

4. Check if you are using the correct filter option. Available filter options are described below:

Filter Option Description

Extract all Buckets except Extract metadata from all buckets except from the selected buckets.

Extract only these Buckets Extract metadata only from the selected buckets.

5. Click Run Extraction Now to extract metadata. The status of the extraction action is also logged in the Job

History table at the bottom of the page.
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Run Extraction

Extraction Scheduler

If you want to automatically update the metadata extracted into the catalog, under Automated and Manual Extraction,

turn on the Enable Automated Extraction switch and select the day and time when metadata must be extracted. The

metadata extraction will be automatically scheduled to run on the selected schedule.

Important: When you configure incremental MDE, we recommend scheduling it to run on a daily basis.

If you run the MDE job weekly or bi-weekly, incremental extraction will need to process the events for the

last seven or 15 days, which is likely to slow it down.

Do not use the incremental sync if the MDE schedule is set to run weekly or bi-weekly.

Schema Extraction

After you have extracted the bucket metadata, you can additionally extract the schema information for CSV, PSV, TSV

and Parquet files. Schema extraction enables file sampling.

Schema extraction uses the configuration described in Schema Extraction Configuration.

To perform schema extraction:

1. Ensure that you have configured schema extraction under the Schema extraction configuration section. If your

data files are in the CSV format, ensure that you’ve selected the correct delimiter in the CSV File Delimiter field.

2. Click Run Schema Extraction to extract the schema (column headers) for each Parquet, PSV, TSV, or CSV files.

6.24.7 Set Up Incremental MDE

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can configure metadata extraction (MDE) to be incremental. This means that each consecutive MDE job will extract

new metadata and metadata updates but not the full scope of selected metadata.

Important: Incremental extraction is a resource consuming event. Review the prerequisites listed in this

section and the additional cost you may incur within your AWS account before you proceed, if you have not

already done so.

Alation recommends using this feature only when the volume of incremental changes is less compared to

the total number of objects extracted. Example: 10K incremental changes over 5 million objects.
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If you enable incremental sync for MDE, the very first MDE job will extract all accessible metadata. However, consecutive

MDE jobs will extract new metadata and metadata updates, not the full scope of selected metadata.

Note: If you are using Alation’s Terraform script to configure the inventory, the same script can be used to set up

incremental MDE. For more information, see the Configure Inventory with a Terraform Script section in Prerequisites.

Configure Incremental Sync

Before enabling incremental Sync for MDE, review these considerations:

• Incremental extraction is recommended when the bucket size is very large but only a few changes happen to its

contents daily.

• The time required for incremental extraction depends on the number of incremental events and the number of

affected objects. The more incremental events there are, the longer time may be required. According to Alation’s

internal MDE performance analysis:

– It may take about 85 minutes to process 100K incremental events.

– Full extraction (non-incremental) may take five to six hours to process 50M objects.

• Incremental MDE has a number of limitations:

– As part of configurations for incremental extraction, you’ll be required to create event notifications for the

source buckets. If you already have event notifications set up on the source buckets, you will not be able to

use incremental extraction.

– The last modification time will not be displayed for the folder objects.

– The last modified timestamp for files for incremental events will be displayed as the time.

To configure incremental sync for MDE, you will need to perform configurations in Amazon S3 and in Alation:

• Perform Configuration in Amazon S3

• Enable Configuration in Alation

Perform Configuration in Amazon S3

Use the step in this section to configure incremental MDE manually.

Note: You can also use a Terraform script provided by Alation: Use Terraform to Set Up Inventory and

Incremental MDE.

Create an IAM Role for a Lambda Function

Create an IAM role for the Lambda function you’ll create later. Attach the AWS managed policy AWSLambdaBasicEx-

ecutionRole and adjust the Resource value to the destination bucket created in Create an S3 Bucket to Store Inventory

Reports. The role provides write access to the destination bucket.

Refer to Lambda execution role in AWS documentation for more details.

Policy example:
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{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "s3:PutObject",

"Resource": "arn:aws:s3:::alation-destination-bucket/*"

}

]

}

Create a Lambda Function

You’ll need to create a Lambda function to write event notifications to the destination bucket. The function must be

created in the same AWS region as the destination bucket:

1. Open the Lambda service from your S3 console and follow the steps given below to create the Lambda function

in the same region as the destination bucket:

2. Select Create Function.

3. Select Use a blueprint option and s3-get-object-python template option. Click Configure.

4. Enter the Function name. Example: capture-events-for-alation.

5. In Execution role, choose Use an existing role and select the IAM role created in Step 1.
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6. Click Create function.

7. Replace the code in the window shown below with the code provided here. Make sure to use the correct destination

bucket name.

Code to replace:

"""

Copyright (C) Alation - All Rights Reserved

"""

import json

import boto3

import hashlib

from datetime import datetime

s3 = boto3.client('s3')

def lambda_handler(event, context):

print("Received event: " + json.dumps(event, indent=2))

bucket = event['Records'][0]['s3']['bucket']['name']

(continues on next page)
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(continued from previous page)

# Using md5 hash of a filepath to store as a key

filePath = bucket + "/" + event['Records'][0]['s3']['object']['key']

print("File Path: " + filePath)

key = hashlib.md5(filePath.encode()).hexdigest()

print("Key: " + key)

date = datetime.utcnow().strftime("%Y-%m-%d")

try:

response = s3.put_object(

Body=json.dumps(event),

# Update the destination bucket name

Bucket='alation-destination-bucket',

Key='incremental_sync/' + bucket +'/' + date + '/' + key + '.

json',

)

print(response)

except Exception as e:

print(e)

raise e

8. Click Deploy after replacing the code.

Create Event Notifications

Important: Perform this configuration for each source bucket.

To create an event notification:

1. Open the source buckets where you want to create an event configuration. For each bucket, perform the following:

2. Go to Properties > Event Notifications and click Create event notification.

3. Provide the Event name.
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4. Select the type of events that need to be captured from this source bucket.
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5. Under Destination, select Lambda function.

6. Under Specify Lambda function, select Choose from your Lambda functions.

7. Select the Lambda function that is created in Create a Lambda Function from the dropdown list.
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Enable Configuration in Alation

To enable incremental sync, perform these steps:

Connector Version 3.9.0 and Newer

From Alation version 2023.3.5 and connector version 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the Metadata Extraction tab.

2. Expand the Incremental sync section and turn on the Incremental sync toggle.

Note: Incremental sync is applicable for Metadata Extraction and Column Extraction.

Connector Versions Prior to 3.9.0

1. On the Settings page of your Amazon S3 file system source, go to the Metadata Extraction tab.

2. Go to the Connector Settings > Metadata/Schema extraction configuration section.

3. Select the Incremental Sync checkbox.

4. Click Save.
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6.24.8 Use File Sampling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Connector supports on-demand end user driven sampling for a file. File sampling is supported for parquet, PSV, TSV,

and CSV file formats. File sampling is supported with basic authentication (access key and secret key) and SSO

authentication. The Amazon S3 user must have Read access to the file to sample it.

Successful execution of column or schema extraction is a prerequisite to file sampling.

When schema extraction is run with Schema Path Pattern, folders are identified as logical schemas. In this case, end

users will be able to initiate sampling for folders identified as logical schemas with relevant columns cataloged for the

folder.

Note: File sampling is not supported with STS authentication.

Basic Authentication for Sampling

To perform sampling:

1. Go to the Samples tab of the catalog page of a file and click Credential Settings.

2. Click Select > Add New button.
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3. Select Basic Authentication from the Authentication Type dropdown. Provide Credential Name, AWS Access

Key ID and AWS Access Key Secret. Click Save.

4. Click Authenticate. You will be redirected to the catalog page.

5. Click the Run Sample button on the catalog page to see sampled data.
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SSO Authentication for Sampling

Prerequisites

1. Create and configure a client application in the identity provider (IdP). Refer to Create an Authentication

Application for Alation in the IdP.

2. Configure the IdP in AWS. Refer to Create an Identity Provider in AWS.

3. Configure an authentication profile in Alation. Refer to AWS IAM.

a. Make sure that you provide the correct Config Name that is used while setting up the IdP application.

b. Make sure that you specify the SAML 2.0 redirect URL from the IdP.

4. If you are using the proxy connection, perform the following:

a. Enter the Alation shell:

sudo /etc/init.d/alation shell

b. Run the following command to list down the existing extra_flags in Alation’s Auth Server. This command

returns the Existing_Config value. Note down this value.

alation_conf authserver.extra_flags

c. If you are using the Basic Proxy mode, run the following command to set the proxyHost and proxyPort

parameters. Replace the Existing_Config with the value that you noted down in step b:

alation_conf authserver.extra_flags -s " <Existing_Config> -Dhttps.

proxyHost=<Proxy_Host> -Dhttp.proxyHost=<Proxy_Host> -Dhttps.proxyPort=

<Proxy_Port_Number> -Dhttp.proxyPort=<Proxy_Port_Number>"

If there is no Existing_Config, run the following command:

alation_conf authserver.extra_flags -s " -Dhttps.proxyHost=<Proxy_Host> -Dhttp.

proxyHost=<Proxy_Host> -Dhttps.proxyPort=<Proxy_Port_Number> -Dhttp.proxyPort=

<Proxy_Port_Number>"

d. If you are using the Auth Proxy mode, run the following command to set the proxyHost, proxyPort,

proxyUser, and proxyPassword. Replace the Existing_Config with the value that you noted down in

step b:

alation_conf authserver.extra_flags -s " <Existing_Config> -Dhttps.

proxyHost=R<Proxy_Host> -Dhttp.proxyHost=R<Proxy_Host> -Dhttps.proxyPort=

<Proxy_Port_Number> -Dhttp.proxyPort=<Proxy_Port_Number> -Dhttps.

proxyUser=<Proxy_Username>-Dhttp.proxyUser=<Proxy_Username> -Dhttps.

proxyPassword=<Proxy_Password> -Dhttp.proxyPassword=<Proxy_Password>"

If there is no Existing_Config, run the following command:

alation_conf authserver.extra_flags -s " -Dhttps.proxyHost=R<Proxy_Host> -Dhttp.

proxyHost=R<Proxy_Host> -Dhttps.proxyPort=<Proxy_Port_Number> -Dhttp.proxyPort=<

Proxy_Port_Number> -Dhttps.proxyUser=<Proxy_Username>-Dhttp.proxyUser=<Proxy_Use

rname> -Dhttps.proxyPassword=<Proxy_Password> -Dhttp.proxyPassword=<Proxy_Passwo

rd>"

e. Restart Auth Server.
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Note: Before restarting, make sure that there are no ongoing jobs, since restarting will affect the

ongoing jobs.

alation_supervisor restart java:authserver

Perform Sampling

To perform sampling:

1. Go to the Samples tab of the catalog page of a file and click Credential Settings.

2. Click Select > Add New button.

3. Select SSO Authentication from the Authentication Type dropdown. Provide the credential name and choose

the relevant Plugin Config Name. Click Save.
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4. Click Authenticate and you will be redirected to the IdP login page.

5. Login to IdP with your IdP credential.
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6. Click the Run Sample button on the catalog page to see sampled data.

6.24.9 Configure Server-Side Encryption

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Server-side encryption is the encryption of data at its destination by the application or service that receives it. More

details in Protecting data with server-side encryption in AWS documentation.

To perform metadata extraction, incremental extraction, and sampling of encrypted files in Alation, you may need to set

additional permissions to the service account:
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• The default server-side encryption is with Amazon S3 managed keys (SSE-S3). It does not require any additional

permissions (no action required).

• If you are using KMS keys (SSE-KMS), additional configuration is required: Configure Access with SSE-KMS

Note: Server-side encryption with customer-provided keys (SSE-C) is not currently supported by Alation.

Configure Access with SSE-KMS

This section provides information about the permissions that need to be set if you use the KMS key for server-side

encryption. You will need to do the following:

• Attach additional permissions to the KMS key

• Attach additional permissions to the IAM user (Basic authentication) or IAM role (STS authentication) you are

using in Alation

• Grant additional permissions to actual users who will perform dynamic sampling in Alation

• Attach additional permissions to the IAM role for Lambda function. This is applicable only if you are using the

incremental extraction feature.

Refer to the sections below for details.

Attach Additional Permissions to the KMS Key

The policy on the KMS key must include the kms:GenerateDataKey action, which will allow generating a key from

the S3 service for source buckets. You can append this permission to the existing policy.

See the permission example below. When using this example, replace {ACCOUNT_ID} with your account ID and

SOURCE_BUCKET_{N} with your source bucket name.

{

"Sid": "Allow Amazon S3 use of the customer managed key",

"Effect": "Allow",

"Principal": {

"Service": "s3.amazonaws.com"

},

"Action": "kms:GenerateDataKey",

"Resource": "*",

"Condition": {

"StringEquals": {

"aws:SourceAccount": "{ACCOUNT_ID}"

},

"ArnLike": {

"aws:SourceARN": [

"arn:aws:s3:::{SOURCE_BUCKET_1}",

"arn:aws:s3:::{SOURCE_BUCKET_2}"

]

}

}

}
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Attach Additional Permissions to the IAM User or Role

If you are using an IAM user for basic authentication or an IAM role for STS authentication, add the following permission

to the IAM user or IAM role to decrypt the KMS key used in source buckets and destination buckets:

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "kms:Decrypt",

"Resource": [

"arn:aws:kms:us-east-1:{ACCOUNT_ID}:key/{KEY_ID}"

]

}

]

}

Grant Additional Permissions to Users

For dynamic sampling, the permission to decrypt the KMS key used in the source buckets must be assigned to the user

who performs the dynamic sampling user.

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "kms:Decrypt",

"Resource": [

"arn:aws:kms:us-east-1:{ACCOUNT_ID}:key/{KEY_ID}"

]

}

]

}

Grant Additional Permissions to the IAM Role for the Lambda Function

If the IAM role is used in a Lambda function, add the following permission to the IAM role:

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "kms:GenerateDataKey",

"Resource": [

"arn:aws:kms:us-east-1:{ACCOUNT_ID}:key/{KEY_ID_OF_KEY_B}"

]

}
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Use cases

The Same Key for Source and Destination Buckets

Criteria

• Source buckets have the SSE-KMS encryption enabled using a KMS key key-A.

• Destination bucket has the SSE-KMS encryption enabled using a KMS key key-A.

Steps

1. Create a KMS key key-A, see How to set up SSE KMS in S3 bucket?.

• You must choose key type as symmetric and key usage as encrypt and decrypt.

2. Create a source bucket with SSE-KMS encryption enabled by selecting KMS key key-A.

3. Create a destination bucket with SSE-KMS encryption enabled by selecting KMS key key-A.

4. Update the KMS key-A policy to allow access from the source bucket to use the key.

a. Go to the KMS service and click Customer-managed keys.

b. Search for your key key-A.

c. Edit the key policy and append the below permission. Make sure that you do not remove

the existing permission codes. Replace ACCOUNT_ID with your account_id and

SOURCE_BUCKET_{N} with the source bucket name.

{

"Sid": "Allow Amazon S3 use of the customer managed key",

"Effect": "Allow",

"Principal": {

"Service": "s3.amazonaws.com"

},

"Action": "kms:GenerateDataKey",

"Resource": "*",

"Condition": {

"StringEquals": {

"aws:SourceAccount": "{ACCOUNT_ID}"

},

"ArnLike": {

"aws:SourceARN": [

"arn:aws:s3:::{SOURCE_BUCKET_1}",

"arn:aws:s3:::{SOURCE_BUCKET_2}"

]

}

}

}

d. Save the policy.

5. If configuring incremental MDE, follow the steps in Set Up Incremental MDE to set up the Lambda

function with the following modifications:
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• While setting up the inventory configuration, choose the destination bucket created in

step 3.

• While setting up the IAM role for the lambda function, along with the PutObject

permission append the below permission. Replace the DESTINATION_BUCKET with

your destination bucket name, ACCOUNT_ID with your account ID and KEY_ID with

your key ID.

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "kms:GenerateDataKey",

"Resource": [

"arn:aws:kms:us-east-1:{ACCOUNT_ID}:key/{KEY_ID}"

]

},

{

"Action": [

"s3:PutObject"

],

"Effect": "Allow",

"Resource": [

"arn:aws:s3:::{DESTINATION_BUCKET}/*"

]

}

]

}

6. When setting up authentication (Configure Access and Permissions), append the following additional

permission to support SSE-KMS. Replace ACCOUNT_ID and KEY_ID with your account_id and

key_id. If you are using STS auth, make sure to add the below permission to your STS Role.

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "kms:Decrypt",

"Resource": [

"arn:aws:kms:us-east-1:{ACCOUNT_ID}:key/{KEY_ID}"

]

}

]

}

7. Perform MDE, schema extraction, and sampling.

• For sampling to work, assign the policy created in step 6 to the user (IAM or SSO) who is going

to perform sampling.
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Different Keys for Source and Destination Buckets

Criteria

• Source buckets have the SSE-KMS encryption enabled using a KMS key key-A.

• The destination bucket has the SSE-KMS encryption enabled using a KMS key key-B.

Steps

1. Create KMS keys key-A and key-B. See How to set up SSE KMS in S3 bucket? in Amazon documen-

tation.

• You must choose key type as symmetric and key usage as encrypt and decrypt.

2. Create a source bucket with the SSE-KMS encryption enabled by selecting the KMS key key-A.

3. Create a destination bucket with SSE-KMS encryption enabled by selecting the KMS key key-B.

4. Update the KMS key-B policy to allow access from the source bucket to use the key.

a. Go to the KMS service and click Customer-managed keys.

b. Search for your key key-B.

c. Edit the key policy and append the below permission. Make sure that you do not

remove the existing permission codes. Replace ACCOUNT_ID with your account ID and

SOURCE_BUCKET_{N} with the source bucket name.

{

"Sid": "Allow Amazon S3 use of the customer managed key",

"Effect": "Allow",

"Principal": {

"Service": "s3.amazonaws.com"

},

"Action": "kms:GenerateDataKey",

"Resource": "*",

"Condition": {

"StringEquals": {

"aws:SourceAccount": "{ACCOUNT_ID}"

},

"ArnLike": {

"aws:SourceARN": [

"arn:aws:s3:::{SOURCE_BUCKET_1}",

"arn:aws:s3:::{SOURCE_BUCKET_2}"

]

}

}

}

d. Save the policy.

5. If configuring incremental MDE, follow the steps in Set Up Incremental MDE to set up an inventory

and a Lambda function with the following modifications:

• While setting up the inventory configuration, choose the destination bucket created in

step 3.
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• While setting up the IAM role for lambda function, along with the PutObject permission

append the below permission. Replace the DESTINATION_BUCKET with your

destination bucket name, ACCOUNT_ID with your account_id and KEY_ID with

your key_id of key-B.

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "kms:GenerateDataKey",

"Resource": [

"arn:aws:kms:us-east-1:{ACCOUNT_ID}:key/{KEY_ID_OF_

KEY_B}"

]

},

{

"Action": [

"s3:PutObject"

],

"Effect": "Allow",

"Resource": [

"arn:aws:s3:::{DESTINATION_BUCKET}/*"

]

}

]

}

6. When setting up authentication (Configure Access and Permissions), append the following additional

permission to support SSE-KMS, append the following additional permission to support SSE-KMS.

Replace ACCOUNT_ID and KEY_ID with your account ID and key ID. If you are using STS authentica-

tion, make sure to add the below permission to your STS role.

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "kms:Decrypt",

"Resource": [

"arn:aws:kms:us-east-1:{ACCOUNT_ID}:key/{KEY_ID_OF_KEY_A}",

"arn:aws:kms:us-east-1:{ACCOUNT_ID}:key/{KEY_ID_OF_KEY_B}"

]

}

]

}

7. Perform MDE, schema extraction and sampling.

• For sampling to work, assign the policy created in step 6 to the user (IAM or SSO) who is going

to perform sampling.
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Different Encryption Types for Source and Destination Buckets

Criteria

• Source buckets have the SSE-KMS encryption enabled using a KMS key key-A.

• The destination bucket has the default SSE-S3 encryption.

• Enable the SSE-KMS encryption using KMS key key-B while doing inventory configuration of the source bucket.

Steps

1. Create KMS keys key-A and key-B. See How to set up SSE KMS in S3 bucket?.

• You must choose the key type as symmetric and key usage as encrypt and decrypt.

2. Create a source bucket with the SSE-KMS encryption enabled by selecting KMS key key-A.

3. Create a destination bucket with the SSE-KMS encryption.

4. Update the KMS key-B policy to allow access from the source bucket to use the key.

a. Go to the KMS service and click Customer-managed keys.

b. Search for your key key-B.

c. Edit the key policy and append the below permission. Make sure that you do not

remove the existing permission codes. Replace ACCOUNT_ID with your account ID and

SOURCE_BUCKET_{N} with the source bucket name.

{

"Sid": "Allow Amazon S3 use of the customer managed key",

"Effect": "Allow",

"Principal": {

"Service": "s3.amazonaws.com"

},

"Action": "kms:GenerateDataKey",

"Resource": "*",

"Condition": {

"StringEquals": {

"aws:SourceAccount": "{ACCOUNT_ID}"

},

"ArnLike": {

"aws:SourceARN": [

"arn:aws:s3:::{SOURCE_BUCKET_1}",

"arn:aws:s3:::{SOURCE_BUCKET_2}"

]

}

}

}

d. Save the policy.

5. If configuring incremental MDE, follow the steps in Set Up Incremental MDE to set up an inventory

and a Lambda function with the following modifications:

• Choose the destination bucket created in step 3.
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• Choose the encryption mode to be SSE-KMS and choose the key key-B.

6. When setting up authentication (Configure Access and Permissions), append the following additional

permission to support SSE-KMS. Replace ACCOUNT_ID and KEY_ID with your account ID and key

ID of key-A and key-B. If you are using STS authentication, make sure to add the below permission

to your STS role.

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": "kms:Decrypt",

"Resource": [

"arn:aws:kms:us-east-1:{ACCOUNT_ID}:key/{KEY_ID_OF_KEY_A}",

"arn:aws:kms:us-east-1:{ACCOUNT_ID}:key/{KEY_ID_OF_KEY_B}"

]

}

]

}

7. Perform MDE, schema extraction, and sampling.

• For sampling to work, assign the policy created in step 6 to the user (IAM or SSO) who is going

to perform sampling.

6.24.10 Scale Amazon S3 OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Scaling a connector is sometimes required when dealing with large data sets. You can follow the recommended best

practices to use Amazon S3 OCF connector at scale.

Inventory Prefix

You can use the inventory name prefix approach to catalog only the objects that are required. This allows you to catalog

more relevant data.

Use Inventory Prefix

After configuring the S3 inventory for the S3 connector, you need to configure the Amazon S3 inventory to use prefixes.

On how to configure the inventory, refer to Configure Inventory.

To configure the use of prefixes:

1. In the inventory configuration, go to Inventory scope > Prefix.

2. Add a prefix that you want to include in the inventory report.

Refer to the screenshot below that displays three inventory configurations to match with the prefix in the Scope column:
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The Amazon S3 OCF connector will then ingest the relevant data into Alation.

Sample Scenario

Consider a bucket, domain-data, in S3 that contains multiple folders and has the following folder tree structure:

L– domain-data

|— cache

| |— 2023-01-01

| L– 2023-01-02

|— dev-env

| |— database

| | L– tables

| | |— customer

| | |— engineering

| | L– sales

| |— dummy

| L– sample

|— logs

| |— 2022

| L– 2023

|— prod-env

| |— database

| | L– tables

| | |— customer

| | |— engineering

| | L– sales

| |— dummy

| L– sample

|— test-env

| |— database

| | L– tables

| | |— customer

| | |— engineering

| | L– sales

| |— dummy

| L– sample

L– uat-env

|— database

| L– tables

| |— customer

| |— engineering

| L– sales

(continues on next page)
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(continued from previous page)

|— dummy

L– sample

You might be interested in cataloging only the following directories and their subdirectories:

• prod-env/database/tables

• uat-env/database/tables

To achieve this, you can create two inventory reports to catalog only the objects that are under these directories:

• One with the prefix: prod-env/database/tables

• Second with the prefix: uat-env/database/tables

Schema Path Pattern

You can use the schema path pattern approach to extract columns in CSV (TSV/PSV) and Parquet files. The goal is to

identify the logical schema and use it as a schema path pattern.

Use Schema Path Pattern

1. Analyze the data stored in S3 bucket(s) and identify each logical schema. For more information, refer to Schema

Path Pattern.

2. Create regular expressions (regex) consisting of single or multiple patterns.

3. Go to Metadata Extraction > Schema Extraction configuration.

4. Enable Use Schema Path Pattern and add the created regex. For more information, refer to Schema Extraction

Configuration.

5. Run the schema extraction job. This will use the defined pattern in the logical schema for extraction.

Sample Scenario

Consider the customer and engineering data sets in an enterprise application that are divided in the logical schema.

The customer data is partitioned by date whereas the engineering data is partitioned using the Hive partition style.

tables

|— customer

| |— 2023-01-01

| | |— data1.csv

| | L– data2.csv

| L– 2023-01-02

| |— data1.csv

| L– data2.csv

|— engineering

| |— country=IN

| | L– state=GJ

| | |— data1.parquet

| | L– data2.parquet

| L– country=US

| L– state=CA

(continues on next page)
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(continued from previous page)

| |— data1.parquet

| L– data2.parquet

In the customer table, the metadata (or columns) in data1.csv and data2.csv files are the same across 2023-01-01 and

2023-01-02. Similarly, in the engineering table, the metadata (or columns) of the data1.parquet and data2.parquet

file are the same across country=IN/state=GJ and country=US/state=CA.

Now, if you extract columns for each CSV or Parquet file, it would lead to an overhead of hundreds of files.

The best approach is to extract columns of any one CSV file for the customer data table and any one Parquet file for the

engineering table.

Multiple File System Sources

You can use this approach to organize the Amazon S3 data in the Alation catalog with less interaction to other FS data

sources in Alation. The goal is to efficiently manage data in Alation.

Sample Scenario

Consider a dataset stored in Amazon S3 that includes multiple domains:

• Region (APAC, ASIA, and so on)

• Organization (Sales, Customer, and so on)

The best approach is to create two file system sources in Alation:

• One for a specific region, for example, APAC.

– If for the APAC region, there are fewer updates to the S3 data, you can configure a separate job schedule for

this file system source. For other regions, you might need to configure more frequent job schedules. This

approach will ensure that you don’t need to run frequent extractions on the buckets that have few updates.

• Second for a specific domain, for example, Sales.

– If you no longer need the data for any of the specific domains, you can easily delete the corresponding file

system source without impacting any other domain as domains are cataloged as separate file system sources.

6.24.11 Use Terraform to Set Up Inventory and Incremental MDE

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation can provide a Terraform script that can be used to create the necessary AWS resources such as destination

bucket for inventory reports and setting up Lambda function to perform incremental extraction for the Amazon S3 OCF

connector. Create a ticket with Alation Support about receiving the Terraform script.

To perform the required configuration for an S3 OCF file system source using Terraform, install Terraform version

1.0.10 or above. The Terraform script will need some inputs.

Terraform script structure:
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The following table provides the description of each file in the script:

File Name Purpose

ReadMe.md This file provides the basic information about the Terraform script.

backend.tfvars This file will be used to maintain Terraform backend state.

terraform.tfvars This file will have the parameters details which needs to be provided by the

user.

source-bucket-list.json This file will have the list of buckets in a json format.

lambda/template/alation-s3-

lambda.tftpl

A template file with lambda function definition.

setup-s3-ocf.tf Actual script file that will create all the resources.

Prerequisite

1. Create a bucket in Amazon S3 to maintain a Terraform state. This bucket will store the Terraform

state information remotely so if multiple users are using the same script then it will be consistent.

2. Create a new user with the following access to run the terraform script:

• Create bucket, edit/view existing buckets (buckets that are to be cataloged in Alation).

• Create an IAM policy and role with the following access:

– IAMFullAccess

– AmazonS3FullAccess

– AWSLambda_FullAccess

• Lambda function

These permissions are required to create and /or update these entities with the script.

3. Update the backend.tfvars file with the following information:
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Variable name Sample value Description

bucket terraform-state-management-bucket The bucket that was created to store

the Terraform state

key tf-state/terraform.tfstate Terraform state will be stored in

this key. It is not recommended to

change the key if it is not required.

region us-east-1 AWS region

access_key XXXXX AWS Access Key of the user created

for Terraform.

secret_key XXXXX AWS Access Secret Key

4. Update the terraform.tfvars file with below information:

Variable name Sample value Description

aws_access_key XXXXX AWS Access Key of the user created

for Terraform.

aws_secret_key XXXXX AWS Access Secret Key

aws_region us-east-1 AWS region

target_bucket_for_inventory alation-destination-bucket Provide a unique name for the desti-

nation bucket. A destination bucket

where inventory and incremental

data will be stored. This bucket will

be created by the Terraform script.

incremental_sync true / false True - Set as true if you want to use

the incremental sync feature. If set

as true, then the script will create a

lambda function and its related re-

sources.

False - Set as false if you don’t want

to use the incremental sync feature.

If set as false, then the script will cre-

ate only the inventory configuration.

lambda_function_name alation-s3-lambda-function Provide a unique name for the des-

tination bucket. This is applicable

only if the incremental_sync is set to

true.

The following optional variables can be added in the terraform.tfvars file if required.

Variable name Sample value Description

inventory_frequency Daily If you want to change the inventory

frequency then you can change it to

Weekly. Make sure that the frequery

match with the metadata extraction

schedule.

inventory_enablement false Set this to false if you want to disable

inventory.

5. Update the source-bucket-list.json file with a list of buckets. The buckets that are added to

this file must exist in Amazon S3.

Example:
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[

"bucket-1",

"bucket-2"

]

Execute the Terraform Script

Sequentially execute the following commands:

• terraform init --backend-config=backend.tfvars

• terraform apply -auto-approve

Note: To review the changes made by the Terraform script, execute terraform plan before terraform apply

-auto-approve.

The following table provides the purpose of optional commands that can be executed only if required:

Command Purpose

terraform destroy -auto-approve To remove all the resources created using Terraform

script.

terraform apply -auto-approve To add/remove a new bucket, update the

source-bucket-list.json file and add/remove

the bucket, then execute this command.

terraform apply -auto-approve To add a new bucket, update the source-bucket-list.

json file and add the bucket, then execute this com-

mand.

terraform apply -refresh-only -auto-approve terraform

apply -auto-approve

If a bucket is deleted from Amazon S3 and still present

in source-bucket-list.json file:

• Remove the bucket from source-bucket-list.

json file

• Execute this command to keep Terraform script in

sync

6.24.12 Migrate a Native S3 Source to OCF

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Migrate Native File System Sources to OCF.
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6.24.13 Troubleshoot the OCF S3 Connector Configuration

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Terraform Configuration

1. AWS Error while executing a script:

• Make sure that you have provided a valid permission to the user which is used in the script

2. Bucket missing error:

• Make sure the buckets present in the source-bucket-list.json file exist in S3

3. Access denied error:

• Make sure you have required access while executing a script

• Make sure you have added a correct region

4. Cannot create a bucket error:

• Make sure you have given required permission and also a unique name to target_bucket_for_inventory

5. Cannot create a Lambda function error:

• Make sure you have given required permission and also a unique name to lambda_function_name

Alation Configuration

Note: Prior to using this section, Alation recommends you to refer to the error messages displayed in the user interface

and take suggested actions.

1. Test connection issue:

• Ensure the AWS region provided is accessible, valid, and active in the user’s AWS account

• Ensure the AWS access key and secret key are correct

• Ensure you have provided the correct region and the S3 endpoint of the region is accessible

• Make sure the user has access as described in Configure Permissions for Authentication

• For STS-based authentication, ensure the STS endpoint is accessible

2. No inventory reports found:

• Ensure the destination or inventory bucket is exist, is correct, and has required permissions

• Ensure the inventory bucket is in the same region as specified in the General Settings tab

• Ensure If the inventory folder has folders that have reports of the source buckets for which inventory was

configured.

• If the destination bucket is correct then wait 48 hours after setting up inventory for inventory generation and

try again

3. MDE or filter extraction failure due to access issue:

• Make sure the user has access to destination bucket
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4. Duplicate columns when column name contains special characters:

• After you upgrade the Amazon S3 OCF connector to version 3.8.6 or later, you may notice duplicate columns

for columns with names containing special characters. To remove duplicates, enable Remove Buckets from

the catalog that are not captured by the lists below before you run the next schema extraction.

Note: This will also remove all the buckets that are not part of the selective extraction list.

5. MDE or bucket list error:

• Error:

– File is initialized without providing a rootPath

– File path can’t be null or empty

• Troubleshooting:

– Do not reuse buckets for the destination inventory bucket for this connector

– Ensure that all buckets in the destination bucket are named properly

– Verify the Inventory Configuration for each source bucket you are ingesting

– If there is already a bucket path that has a blank name or a forward slash / in the destination inventory

bucket, remove it. Review the inventory configuration for each source bucket

Lambda Function Logs

1. Go to Amazon S3 console > Lambda Functions section.

2. Select the lambda function that you have created and go to the Monitor section.

3. Click View Logs in Cloudwatch. It will open in a new tab.

4. In Cloudwatch, search for a particular log based on a date or prefix.

Also refer to Troubleshooting.

6.25 Azure Blob Storage OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for Azure Blob Storage.

6.25.1 Azure Blob Storage OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for Azure Blob Storage was developed by Alation and is available as a Zip file that can be uploaded

and installed in the Alation application.

Note: The first released version of the connector (1.0.0.2428) is compatible with Alation release 2022.4. Newer

connector versions may require newer Alation releases:
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• Version 2.0.0.2863 (compatible with Alation version 2023.1)—Supports schema extraction for the CSV, TSV,

PSV, and Parquet files. Supports dynamic sampling with basic or OAuth authentication.

• Version 2.2.0.4373 (compatible with Alation version 2023.1)—Improves schema extraction. Individual files that

are not covered by a schema path pattern will be excluded from schema extraction.

To download the Azure Blob Storage OCF connector package, go to the Alation Connector Hub available from the

Customer Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to

the Customer Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal,

contact Alation Support.

Azure Blob Storage connector supports these storage account types:

• Azure Blob Storage

• Azure Data Lake Storage Gen 2

The connector should be used to catalog Azure Blob Storage as a file system source in Alation. The connector extracts

metadata and logical schemas from data files stored on the account:

• Metadata extraction—The connector will catalog Azure Blob Storage objects, such as containers, and the content

of containers, such as directories and files. It enables users to discover, search, browse, and curate extracted Azure

Blob Storage metadata objects in the Alation user interface.

• Schema extraction—The connector will extract and catalog column headers from semi-structured file formats.

Schema extraction is currently supported for CSV, TSV, PSV, and Parquet file formats.

Team

The following administrators are required to install this connector:

• Alation Server Admin:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Installs the connector.

– Creates and configures the Azure Blob Storage file system source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

• Azure Blob Storage user with the administrator privileges:

– Configures Azure Blob inventory.

– Provides the access key or a shared access signature token.

– Assists in configuring OAuth authentication for sampling.

Scope

The table below describes which metadata objects are extracted by this connector and which operations are supported.
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Feature Availability

Core Capabilities

Automated metadata extraction (MDE) Yes

Custom query-based MDE No

Column Extraction Yes

(CSV, PSV, TSV, and Parquet file formats)

Search Yes

Catalog page curation Yes

Catalog sets No

Propagation of trust flags No

Popularity No

Authentication

Access Key Yes

Shared Access Signature Yes

Azure Service Principal Yes*

Azure AD (OAuth 2.0) Supported for dynamic file sampling

SSL No

LDAP No

Technical Metadata

Files Yes

Columns Yes

Catalog Features

Dynamic file sampling Yes

Query log ingestion Not applicable

Compose Not applicable

Lineage Not applicable

* Azure service principal authentication is not supported for Dynamic File Sampling.

6.25.2 Azure Blob Storage OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for Azure Blob Storage uses the blob inventory feature of Azure Storage. Alation reads the latest

inventory report from a destination container and streams metadata to the catalog.
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Required Information

The following information is required for configuring an Azure Blob Storage OCF file system source in Alation:

• Name of the destination storage container that stores the Blob inventory. For details, see Configuration in Azure

Portal.

• Connection information—Azure Blob Storage OCF connector uses the standard Java SDK v12 to communicate

with Azure. Alation Server Admin configuring extraction for an Azure Blob Storage file system source will need

to know:

– Storage account name

– The authentication information—See Authentication.

– Endpoint suffix—See Check Endpoints in Azure in Azure documentation.

• If you are going to use sampling with OAuth, then Azure AD application information for configuring OAuth

authentication in Alation. See Sampling with Azure OAuth Authentication.

Configuration in Azure Portal

Before adding your Azure Blob Storage file system source to Alation, perform the required configuration in Azure portal.

You will need to create a destination container to store the inventory reports and an inventory rule for this container.

Create a Destination Container

A destination container should be a new and separate container within the storage account that does not contain any data

files. It will serve as a destination to store the blob inventory for performing metadata extraction in Alation.

To create a destination container:

Under your storage account, create a container to be used as a destination container. Alation does not have specific

requirements for the Public access level configuration or any of the fields under the Advanced properties. Select the

values that are recommended by your organization’s policy or use the defaults.

6.25. Azure Blob Storage OCF Connector 1173

https://learn.microsoft.com/en-us/azure/china/resources-developer-guide#check-endpoints-in-azure


Alation User Guide

Create Inventory Rule for Source Containers

Alation relies on Azure Storage blob inventory reports for metadata and schema extraction and sampling. Reports are

generated based on inventory rules. An inventory rule provides a list of containers, blobs, blob versions, and snapshots in

your storage account, along with their associated properties. It can generate an output report in either comma-separated

values (CSV) or Apache Parquet format on a daily or weekly basis, depending on the configuration. Alation supports

inventory reports in the CSV format only.

On the Blob inventory page under your storage account, create an inventory rule for source containers. Refer to Enable

Azure Storage Blob Inventory Reports in Azure documentation for more information about the blob inventory feature

and steps to create an inventory rule.

For the rule you create for Alation, use this information:

• Container—Select the destination container you created for Alation.

• Object type to inventory—Select Blob.

• Blob types—Select Block blobs and Append blobs.

• Blob inventory fields—See Fields in Inventory below.

• Inventory frequency—Select Weekly or Daily if the data in the container updates frequently.

• Export format—Select CSV.

• Prefix match—Optionally, add a prefix match to filter blobs in your inventory report.
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Note: The inventory report becomes available after a time period of up to 48 hours after the inventory rule is created or

updated. When the inventory report has been delivered to your destination container, proceed with configuration on the

Alation side.

Azure creates one directory per rule in the destination container. The directory structure will be similar to the following:

yyyy/MM/dd/HH-mm-ss/<rule_name>/<rule_name>-<file_name>.

For each inventory rule there will be three files:

1. <rule_name>-manifest.checksum

2. <rule_name>-manifest.json

3. <rule_name>.csv

When the connector receives an extraction request, it will collect the first level of folders <yyyy> from the destination

container and sort them in reverse order. For each <yyyy> folder, it will search the next level of folder hierarchy and sort

the folders in reverse order. This action will be repeated until we get to the folder structure for <HH-mm-ss>. Once the

<HH-mm-ss> level is reached, the connector will search for the folder that matches the rule name specified in Alation as
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the inventory rule. When the rule name matches, the connector will extract metadata based on the most recent CSV file

<rule_name>.csv.

Fields in Inventory

Refer to the table below for information about required and optional fields to include into an inventory report. The

required fields must be included for extraction to succeed. You can include optional fields too to extract more metadata.

If you do not include an optional field, then the corresponding metadata will not be available in Alation.

Azure Blob Storage ADLS Gen 2 Storage Is required?

Name Name Yes

Content length Content length No

Last modified Last modified No

Creation time Creation time No

n/a HDI folder status Yes

Authentication

For metadata and schema extraction, Alation supports authentication using a shared access signature token (default),

Azure Service Principal, or the storage account access key.

Using Shared Access Signature

You will need to generate a SAS token to give Alation access. Refer to Shared Access Signature in Azure documentation

for more information.

When generating a token, provide the following level of access:

• Allowed Services—Select Blob.

• Allowed Resource Types—Select Service, Object, Container.

• Allowed Permissions—Select Read and List.

The token will need to be specified in the corresponding field in your file system source settings in Alation.
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Using Account Access Key

Refer to Use Account Access Key in Azure documentation for more information.

Using Azure Service Principal

Refer to Azure Service Principal Authentication for more information.

Configuration in Alation

Step 1: Install the Connector

Alation On-Prem

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Service Cloud instances, Alation Connector Manager is available by default.

1. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Step 2: Create and Configure a New File System Source

Adding a file system source requires the role of Server Admin.

1. Log in to Alation.

2. From the Apps menu on top right, select Sources. The Sources page will open.

3. On the upper right, click +Add and in the drop list that opens, click File System. The Add a File System page

will open.

4. From the File System Type dropdown, select Azure Blob Storage OCF Connector.

5. Provide a Title for the file system source and, optionally, a Description, and click on Add File System. You will

be navigated to the Settings page of your new file system source.
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Access

On the Access tab, set the file system visibility as follows:

• Public File System—The file system source will be visible to all users of the catalog.

• Private File System—The file system source will be visible to users allowed access by File System Admins.

You can add more File System Admin users in the File System Admins section if required.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.
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Connector Settings

Under Connector Settings > File System Connection, specify the connection information. Click Save to save your

values.

Pa-
ram-
eter

Description

Stor-

age

Ac-

count

Name

Specify the name of the storage account.

Auth

Type

Select OAuth Client Credential from the drop-down to use Azure Service Principal as the auth type.

In the Authentication Profiles drop-down that appears, select the name of the authentication profile of the

service principal.

Note: This field is available from connector version 2.4.1.

Note: This field is applicable only for Azure Service Principal auth type.

Use

Shared

Ac-

cess

Sig-

na-

ture

(SAS)

Select Use Shared Access Signature checkbox to authenticate using shared access signature (SAS).

Ac-

cess

Key/Shared

Ac-

cess

Sig-

na-

ture

Specify the access key or shared access signature if the Use Shared Access Signature checkbox is selected.

Stor-

age

End-

point

Suf-

fix

Specify the Storage Endpoint Suffix corresponding to your Azure cloud account region. The default value is

core.windows.net (default for Azure Global).
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Storage Endpoint Suffix

In Azure Portal, on the storage account page, scroll the left-hand menu down to Settings > Endpoints. On the

Endpoints page, look for Primary Endpoint for your account type. You will find the full blob service URL, for example

https://alationdemoadlsgen2.blob.core.windows.net. The suffix comes after blob..

In your file system source settings in Alation, under Connector Settings, you provide the Storage Account Name. In

the URL example above, it’s alationdemoadlsgen2. Alation will append “.blob.” and then the Storage Endpoint

Suffix to complete the URL.

Logging Configuration

From the Log Level dropdown list, select the log level to generate logs. Click Save to save your choice.

The available log levels are based on the Log4j framework.

Test Connection

Under Test Connection, click Test to validate network connectivity to Azure.

1180 Chapter 6. Open Connector Framework



Alation User Guide

Deleting the Data Source

You can delete your data source from the General Settings tab. Under Delete Data Source, click Delete to delete it.

Metadata Extraction

Configure metadata extraction (MDE) on the Metadata Extraction tab of the Settings page. You can perform a full or

selective extraction, followed by schema extraction for the files in the catalog.

Note: Before extracting metadata, ensure that you have performed the configuration on the Azure portal side. See

Configuration in Azure Portal for more details.

To configure metadata extraction:

1. On the Metadata Extraction tab of the settings page, fill in the fields under Connector Settings > Metadata

extraction configuration.
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Pa-
ram-
e-
ter

Description

Des-

tina-

tion

Con-

tainer

Required field. MDE will fail if it’s left empty.

Specify the name of the destination container that stores the inventory reports. More on the

destination container: Create a Destination Container.

The destination container must contain the inventory report. MDE will fail if you run it

before the inventory report is generated. The wait time may be 24 to 48 hours for the first

inventory report to be generated after configuring the inventory function for an Azure storage

account.

In-

ven-

tory

Rule

Name

Required field. MDE will fail if it’s left empty.

Specify the inventory rule name.

2. Click Save to save the information you specified.

You can perform full extraction or selective extraction.

Full Extraction

To perform full extraction, click Run Extraction Now under Automated and Manual Extraction. This will extract

metadata from all containers present in the inventory report.

Selective Extraction

To perform selective extraction, perform the configuration under Selective Extraction:

1. Enable the toggle Select Containers to Include or Exclude from Extraction.

2. Click Get List of Containers to fetch the list of containers from your storage account. The status of this action

will be logged in the Extraction Job Status table at the bottom of the Metadata Extraction tab.

3. When container synchronization is complete, the plus icon to the left of the Get List of Containers button will

become enabled.

4. Click the plus icon and select containers to extract.

5. Check if you are using the correct extraction filter option. Available filter options are described below:

Filter Option Description

Extract all containers except Extract metadata from all containers except the selected containers.

Extract only these containers Extract metadata only from the selected containers.

6. Click Run Extraction Now under Automated and Manual Extraction to extract metadata. The status of the

extraction action is logged in the Job History table at the bottom of the page. Extraction time will depend on the volume

of the metadata you are extracting. After completing metadata extraction, you can perform schema extraction for the

data files you cataloged.
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Schema Extraction

A schema extraction job will extract the schema (column headers) for CSV, TSV, PSV, and Parquet files you cataloged

with metadata extraction.

Note: Schema extraction is first available with connector version 2.0.0.2863 and was improved in connector

version 2.2.0.4373 (compatible with Alation version 2023.1).

Schema extraction should be performed after performing metadata extraction. The metadata extraction job extracts all or

selected containers, the directory structure in those containers, and file information. Schema extraction will additionally

extract column header information for extracted files.

Understanding Schema Extraction

A schema extraction job extracts the logical schema (column headers) either at the file level or at the parent directory

level, depending on configuration.

Extracting the logical schema for every file can be time- and resource-consuming if the volume of extracted file metadata

is large. In addition, extracting column headers for every file may not be the optimal approach if your data is partitioned

and all files in directories have identical column composition.

For partitioned data, you can use a schema path pattern to extract and represent the logical schema of the files on the

directory level.

Schema extraction is configured using the fields under the Schema extraction configuration section of the Metadata

Extraction tab.

You can enable schema path patterns using the Use Schema Path Pattern checkbox.

By default, the Use Schema Path Pattern checkbox is clear, which means you are not using schema path patterns.

When you run a schema extraction job without selecting the Use Schema Path Pattern checkbox, Alation will read

each individual file in each directory that was previously extracted with metadata extraction and extract column headers

for each individual file. This information will become available under the Columns tab on the catalog page of each file

object.

When you select the Use Schema Path Pattern checkbox and specify a schema path pattern, Alation will use this

pattern to find matching directories and assume that all files in the directories have identical column structure. The

schema extraction job will only stream column headers from one file—the first file in the list of files in this directory in

the inventory report. The column information will be displayed at the level of the schema path pattern directory and not

at the file level.

Important: If you specify a schema path pattern that covers only some of the extracted directories, Alation

will not extract column information at the file level for the files the parent directories of which are not

covered by the schema path pattern you specified.

Refer to Schema Path Pattern for information on how to write schema path patterns.

Let’s look at an example. Let’s assume that we have the following metadata structure under a storage account that we

want to catalog:

schema-extraction/CE/resourceset-usecase1

schema-extraction/CE/resourceset-usecase1/warehouse

schema-extraction/CE/resourceset-usecase1/warehouse/production-database

schema-extraction/CE/resourceset-usecase1/warehouse/production-database/sales_

data (continues on next page)
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(continued from previous page)

schema-extraction/CE/resourceset-usecase1/warehouse/production-database/sales_

data/file1.csv

schema-extraction/CE/resourceset-usecase1/warehouse/production-database/sales_

data/file2.csv

schema-extraction/CE/resourceset-usecase1/warehouse/production-database/sales_

data/file3.csv

schema-extraction/CE/resourceset-usecase2

schema-extraction/CE/resourceset-usecase2/warehouse

schema-extraction/CE/resourceset-usecase2/warehouse/production-database

schema-extraction/CE/resourceset-usecase2/warehouse/production-database/product_

data

schema-extraction/CE/resourceset-usecase2/warehouse/production-database/product_

data/product_data_1.csv

schema-extraction/CE/resourceset-usecase2/warehouse/production-database/product_

data/product_data_2.csv

schema-extraction/CE/resourceset-usecase2/warehouse/production-database/product_

data/product_data_3.csv

schema-extraction/CE/resourceset-usecase2/warehouse/production-database/sales_

data

schema-extraction/CE/resourceset-usecase2/warehouse/production-database/sales_

data/sales_data_1.csv

schema-extraction/CE/resourceset-usecase2/warehouse/production-database/sales_

data/sales_data_2.csv

schema-extraction/CE/resourceset-usecase2/warehouse/production-database/sales_

data/sales_data_3.csv

After we perform the first metadata extraction job, Alation will extract the containers, the directory structure in each

extracted container, and data file information for each directory containing data files. It won’t extract column information

for any of the files yet.

Next, we can extract schema information by running a schema extraction job. Our options are:

• Enable the Schema Path Pattern feature and specify a schema path pattern—Alation will detect logical schemas

using the schema path pattern and extract column header information on the level of parent directories. The

column information will appear on the Columns tab for the directory the path to which matches the schema path

pattern you specified in the settings.

• Run a schema extraction job without enabling the Schema Path Pattern feature—Alation will read all extracted

files and extract column information for each extracted file. The column information will appear on the Columns

tab on the catalog page of each file object. This operation may be very resource-intensive if you have extracted a

large volume of metadata.

Let’s assume we want to use a schema path pattern. The pattern for this specific example can be the following:

schema-extraction/CE/resourceset-usecase[0-9]/warehouse/production-database/

(sales|product)_data)

This pattern configures Alation to detect schemas in directories with the names matching the expression of the pattern.

After we run a schema extraction job based on this pattern, the column information will appear at the level of the

directories listed below under the Column tab on the directory catalog page:

• schema-extraction/CE/resourceset-usecase1/warehouse/production-database/

sales_data

• schema-extraction/CE/resourceset-usecase2/warehouse/production-database/

product_data
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• schema-extraction/CE/resourceset-usecase2/warehouse/production-database/

sales_data.

The column information will not appear on catalog pages of the file objects:

Perform Schema Extraction

To run a schema extraction job:

1. Configure the options under Schema extraction configuration. Save your values by clicking Save.
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Pa-
ram-
e-
ter

Description

CSV

File

De-

lim-

iter

For CSV files, select a delimiter. The delimiter you select will apply to all extracted CSV

files.

The default delimiter value is COMMA.

For TSV and PSV files, tab and pipe will be used as a delimiter respectively. You cannot

change the delimiter for TSV and PSV files.

Use

Schema

Path

Pat-

tern

Select this checkbox to filter directories to be extracted as schemas. When you select this

checkbox and specify a schema path pattern below, the schema extraction job will extract

schema information at the directory level, for directories that match the pattern, without

reading each individual file.

If you leave this checkbox clear and run a schema extraction job, Alation will extract column

information for each extracted data file, analyzing each file. See Understanding Schema

Extraction for more details.

Schema

Path

Pat-

tern

If you have selected the Use Schema Path Pattern checkbox, also specify a schema path

pattern. If you leave the Use Schema Path Pattern checkbox clear, this field will not apply.

2. Under Schema Extraction, click Run Schema Extraction. The schema extraction job will retrieve column

header information which will become available on the Columns tab on catalog pages of directories or files,

depending on your configuration. The status of the schema extraction job is logged in the Job History table at the

bottom of the page.

Order of Extraction Jobs

The metadata you see under your Azure Blob Storage file system source depends on the order in which you run schema

extraction jobs. If you run several schema extraction jobs with different settings, as a result, you may see column header

data at different object hierarchy levels in the user interface. For example, if you run a schema extraction job without

specifying a schema path pattern first, Alation will make the column header information available for every individual

file you have extracted into the catalog. If you specify a schema path pattern next and rerun the schema extraction job,

this time the column header information will be made available on the directory level, but it won’t be removed from the

individual file level, and you will see it at both levels.

If you wish to remove the column header information from the individual file level, only leaving it at the directory level,

you can do the following:

1. On the file system source settings page, open the Metadata Extraction tab.

2. Under Selective Extraction, enable the toggle Remove Containers from the catalog that are not captured by

the lists below.

3. Under Schema extraction configuration, check your schema path pattern settings to ensure you have the desired

configuration.

4. Rerun the schema extraction job by clicking Run Schema Extraction under Schema Extraction. This should

remove the columns information from the individual file level and only leave it available under the directory level

that is specified in the schema path pattern.

6.25. Azure Blob Storage OCF Connector 1187



Alation User Guide

Schedule Metadata Extraction

If you wish to automatically update the metadata extracted into the catalog, under Automated and Manual Extraction,

enable the Enable Automated Extraction toggle and select the day and and set a desired schedule. The next metadata

extraction will be automatically run based on the schedule you set.

Note that schema extraction jobs cannot be scheduled and can only be run manually on demand.

Sampling

Note: Sampling is available with Azure Blob Storage OCF Connector version 2.0.0.2863 or newer and Alation version

2023.1.

File sampling is supported for CSV, TSV, PSV, and Parquet file formats. The files must end with .csv, .tsv, .psv,

and .parquet. A .txt file that holds a TSV table will not have its schema extracted or be sampled.

File sampling is supported with Basic Authentication (access key or SAS token) or OAuth authentication.

Only dynamic sampling is supported. Each user performing sampling will need to authenticate against Azure to sample

the files.

Sampling can be performed on the Samples tab of a directory or a file object. This depends on how the schema

information was extracted: on the file or directory level.

Note: See Understanding Schema Extraction for details on configuration options for schema extraction.

Sampling with Basic Authentication

To perform sampling:

1. Open the catalog page of the file or directory you want to sample.

Note: Sampling is supported for CSV, TSV, PSV, and Parquet file formats.

2. Open the Samples tab.

3. Click Credential Settings.

2. Click Select > Add New button.
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3. Select Azure Basic Authentication from the Authentication Type dropdown. Provide Access Key or Shared

Access Signature if the Use Shared Access Signature checkbox is selected.

4. Click Save.

5. Click Authenticate. You will be redirected to the catalog page.

6. Click the Run Sample button on the catalog page to see sampled data.
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Sampling with Azure OAuth Authentication

For sampling, you can set up authentication with Azure AD using the OAuth 2.0 authentication protocol. To retrieve a

sample, users will need to use their Azure AD credentials.

Required Permissions for Users

Service principals (users who are going to run sampling) must have at least the Storage Blob Data Reader permission.

A service principal must have this role even when it is the Owner of the storage account.

Step 1: Register Application in Azure AD

Perform the steps below to provision a service principal in Azure portal. As you register your app, we also recommend

collecting configuration values you’ll need in Alation.

1. Sign in to Azure Portal using your Azure account.

2. Select Azure Active Directory > App registrations > New registration.

3. Specify a name for the app registration.

4. Under Supported account types, select Single tenant.

5. Under Redirect URI, select Web as the app type and specify the Redirect URI using this format:

https://<hostname>/auth/callback/?method=oauth&config_name=<config_name>

where:

• <hostname>—Hostname of your Alation instance

• <config_name>—Name of the OAuth configuration object you will need to create in Alation.

At this point, you can give it any name and save the value. In Alation, you will use this value later

when creating the OAuth configuration object.

Example: https://sandbox.alation.com/auth/callback/?method=oauth&config_-

name=azure_conf

6. Click Register to complete the app registration. The Overview page will be displayed.

7. Under Essentials, locate Application (client) ID, copy, and save it.

8. Go to the Endpoints tab. Copy the OAuth 2.0 authorization endpoint (v2) and the OAuth 2.0 token endpoint

(v2) and save them. Make sure that you copy version 2 (v2) of the endpoints.
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9. From the menu on the left, under Manage, select API permissions.

10. Click Add a permission.

11. In the Request API permissions dialog that opens, select APIs my organization uses.

12. In the search box, type Azure Storage and then select this permission. The Azure Storage permission configuration

page will open.

13. Under Permission, select the user impersonation checkbox and click Add permissions.

14. By default, this permission does not require admin consent. If this has been customized by your organization and

admin consent is required, then grant admin consent. Your configured permissions should look like this:

15. From the menu on the left, under Manage, select Certificates & secrets.

16. Click New client secret to add a new client secret. Type the description, select an expiry period as per your

organization’s policy and click Add.

17. Copy the client secret and save it. It will no longer be available in the Azure user interface after you leave this

page. You will need this value for configuration on the Alation side.

Next, continue the configuration in Alation. You should have collected these values from Azure portal:

• Client ID

• Client secret

• The <config_name> value you added to the Redirect URL

• OAuth 2.0 authorization endpoint (v2)

• OAuth 2.0 token endpoint (v2).
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Step 2: Create OAuth Plugin

Create the OAuth configuration object, or an OAuth plugin, in Alation:

1. Log in to Alation as Server Admin.

2. On the top right, click on the three gears icon to open Admin Settings.

3. In the Server Admin section of the setting, click on Authentication to open the Authentication page.

4. Under the Authentication Configuration Methods for External Systems section, click on Add Configuration

and in the dropdown list that opens, click OAuth. A new OAuth plugin configuration page will open.

Note: For more information about Authentication Configuration Methods for External Systems,

see Authentication Configuration Methods for External Systems.

5. Fill in the required details:

• Method—Check that it is set to OAuth.

• Config Name—Use the value you added to the Redirect URL as <config_name>.

• Client Id—The client ID of the Azure AD application.

• Client Secret—The client secret of the Azure AD application.

• Scope—Use value https://storage.azure.com/user_impersonation.

• Subject—Leave as is. This field is not used by the Azure Blob Storage OCF connector.

• Token Buffer time—Specify a custom buffer time or leave as is to use the default value (5 minutes).

• Grant type—Use value auth_code.

• PKCE Verifier—Leave as is. This field is not used by the Azure Blob Storage OCF connector.

• Authorize and Token Endpoint URLs—Use the corresponding OAuth 2.0 v2 URLs from the Overview >

Endpoints page of your Azure application.

• Redirect URL—Use format https://<hostname>/auth/callback/?method=oauth&config_-

name=<config_name>.

• User Info Endpoint URL—Use value https://graph.microsoft.com/oidc/userinfo.

6. Click Save.

Note: Users performing sampling in Alation will need to know the value of Config Name.

Perform Sampling with OAuth

To perform sampling:

1. Open the catalog page of the file or directory you want to sample.

Note: Sampling is supported for CSV, TSV, PSV, and Parquet file formats.

2. Open the Samples tab.

3. Click Credential Settings.
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4. Click Select > Add New button.

5. Select Azure OAuth Authentication from the Authentication Type dropdown. Provide Credential Name and

choose the relevant Plugin Config Name.

6. Click Save.

7. Click Authenticate. You will be redirected the Azure AD login page.
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8. Login to Azure AD with your Azure AD credentials.

9. Click the Run Sample button on the catalog page to see sampled data.
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Limitations

1. Incremental extraction is not supported.

2. The object Owner value will not be extracted.

3. The last modification time value is not extracted for Azure Blob Storage folders.

Troubleshooting

Test Connection Issues

1. Make sure the Azure Storage account access key or SAS is correct.

2. Make sure you have provided the correct endpoint suffix.

No Inventory Reports Found

1. Make sure that the destination container is correct.

2. If the destination container is correct, then wait for 48 hours after setting up inventory for inventory report

generation and try again.

MDE Fails Due to Access Issue

Make sure the user account has access to the destination container.

Note: More troubleshooting recommendations can be found in Troubleshooting.

6.25.3 Azure Blob Storage OCF Connector: Azure Service Principal Authentication

Available from Alation version 2023.3.1

Azure service principal authentication method is supported from Azure Blob Storage connector version 2.4.1 and

Alation version 2023.3.1. Use the steps in the following sections to configure service principal authentication in Azure

Blob Storage and in Alation.

Setup in Azure Portal

Perform the following steps to create an application in the Azure portal:

1. In the Azure portal, go to Azure Active Directory > App registrations.

2. Click New registration.
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3. Provide a Name for the application and click Register.

4. Copy the Client ID and OAuth 2.0 token endpoint (v2) to a secure location on your local machine. You’ll need

this information later when configuring authentication in Alation.
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5. Go to API permissions.

6. Click Add a permission and select Azure Storage.

7. Select the user_impersonation permission.
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8. Go to Certificates & secrets and click New client secret to generate a new client secret. Save the client secret on

your local machine.
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Assign a Role

Once you have the app, perform the following steps to link the app to the storage account from which you want to extract

the data and assign a role to the app:

1. Go to the storage account from which you want to extract the data into Alation.

2. Click Access Control (IAM) > + Add > Add role assignment.

3. Select the Storage Blob Data Reader permission and click Next.

4. Click + Select members and select the app that you have created. Click Review + assign.
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Setup in Alation

Create an Authentication Profile

Perform the following steps in Alation:

1. Log in to Alation.

2. Go to Admin Settings > Server Admin > Authentication.

3. Under Authentication Configuration Methods for External Systems, click the Add Configuration button.

4. In the list that opens, select OAuth. The OAuth authentication profile editor will open in a new browser tab.

5. Add these values:

• Config Name — Provide a name for the authentication profile you are creating, for example

azure_blob_sp.

• Client ID — Specify the client ID that you copied in step 3 of Setup in Azure Portal.

• Client Secret — Specify the client secret that you copied in step 8 of Setup in Azure Portal.

• Scope — Provide the scope as https://storage.azure.com/.default.

• Subject — Not applicable.

• Token Buffer Time — Not applicable.

• Grant Type — Select credentials_flow from the drop-down.

• PKCE Verifier — Leave the check box selected.

• Authorize Endpoint URL — Provide a placeholder URL, for example, www.mock_url.com.

• Redirect URL — Provide a placeholder URL, for example, www.mock_url.com.

• Token Endpoint URL — Specify the token endpoint URL that you copied in step 3 of Setup in

Azure Portal.

• User Info Endpoint URL — Provide a placeholder URL, for example, www.mock_url.com.
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6. Click Save.

7. Open the settings page of your Azure Blob Storage source and configure authentication with the Azure service

principal. Refer to Connector Settings.

6.26 Azure Databricks OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Azure Databricks OCF connector.
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6.26.1 Azure Databricks OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

December 27, 2023

Azure Databricks OCF Connector: Version 2.0.5

Fixed Issues

Azure Databricks OCF Connector Misses Processing the Last Query

Azure Databricks runs queries on different threads. These queries are logged into log files that are processed by the

OCF connector. Howevetr, while processing, the connector misses processing the last query. This results in missing

lineage from the catalog.

With this fix, the missing lineage from the last query is now generated for the Azure Databricks OCF connector.

December 20, 2023

Azure Databricks OCF Connector: Version 2.0.4

Fixed Issues

QLI Extraction Fails to Ingest Queries

QLI extraction for Azure Databricks OCF connector fails with NA_LOCATION_INFO error and does not return any

query statement to ingest.

You can now successfully run the QLI extraction.

6.26.2 Azure Databricks OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for Azure Databricks was developed by Alation and is available as a Zip file that can be uploaded

and installed in the Alation application. The connector is compiled together with the required database driver, so no

additional effort is needed to procure and install the driver.

To download the Azure Databricks OCF connector package, go to the Alation Connector Hub available from the

Customer Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to

the Customer Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal,

contact Alation Support.

This connector should be used to catalog Azure Databricks or Azure Databricks on Azure Government Cloud as a

data source on Alation on-premise and Alation Cloud Service instances. It extracts and catalogs such database objects

as tables, views, and columns. After the metadata is extracted, it is represented in the data catalog as a hierarchy of

catalog pages under the parent data source. Alation users can leverage the full catalog functionality to search for and
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find the extracted metadata, curate the corresponding catalog pages, create documentation about the data source, and

exchange information about it.

Team

The following administrators are required to install this connector:

• Alation administrator

– Installs the connector.

– Creates and configures the Azure Databricks data source in the catalog.

• Azure Databricks administrator

– Creates a service account for Alation.

– Provides the JDBC URI to access metadata.

– Provides access to schemas and tables to extract metadata.

– Assists with configuring Query Log Ingestion (QLI).

– Assists with configuring OAuth authentication for Compose.

Scope

The table below shows which metadata objects are extracted by this connector and which features are supported.

Feature Scope Availability

Authentication

Token-based authentication Authentication using Databricks per-

sonal access tokens

Yes

Metadata extraction (MDE)

Default MDE Extracts metadata based on default

extraction queries in the connector

code

Yes

Custom query-based MDE Extracts metadata based on custom

extraction queries provided by user

No

Extracted metadata objects

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column comments Column comments Yes

Column data types Column data types No

Views List of views Yes

Source comments Source comments Yes

Primary keys Primary key information for ex-

tracted tables

No

Foreign keys Foreign key information for ex-

tracted tables

No

Functions Function metadata No

Function definitions Function definition metadata No

Sampling and Profiling

continues on next page

6.26. Azure Databricks OCF Connector 1203



Alation User Guide

Table 2 – continued from previous page

Feature Scope Availability

Table sampling Extracts data samples from extracted

tables

Yes

Column sampling Extracts data samples from extracted

columns

Yes

Deep column profiling Profiling of specific columns with

the calculation of value distribution

stats

Yes

Dynamic profiling Table and column profiling by in-

dividual users who use their own

database accounts to retrieve the pro-

files

Yes

Custom query-based table sampling Ability to use custom queries for

sampling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for

sampling specific columns

Yes

Query Log Ingestion (QLI)

File-based QLI Ingestion of query history based on

log files that contains query history

data

Yes

Table-based QLI Ingestion of query history based on a

table that contains query history data

Yes

Query-based QLI Ingestion of query history based on

a custom query

No

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in in-

gested queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Compose

Customer-managed (on-premise) in-

stances

Compose on on-premise Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose via Agent is supported

from connector version 1.1.0.4607.

Yes

Personal Access Token (PAT) au-

thentication in Compose

Authentication in Compose with

username and password

Yes

SSO through OAuth in Compose Authentication in Compose with

OAuth via Azure Active Directory

OAuth authentication is supported

from connector version 1.0.1.2340.

Yes
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6.26.3 Azure Databricks OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Connectivity

Open outbound TCP port 443 to the Azure Databricks server.

Service Account

In Azure Databricks, create a service account for Alation. Refer to Manage users - Azure Databricks.

Permissions for Metadata Extraction and Profiling

The service account must have the following permissions to perform MDE and profiling:

• Can Attach permission to connect to the cluster. Refer to Permission Requirements in Microsoft documentation

for more details.

• Optionally, Can Restart permission to automatically trigger the cluster to start if its state is terminated while

connecting.

• Workspace access—Refer to Manage users.

• Cluster-level access—Refer to Cluster access control.

By default, all cluster users have access to all data stored in a cluster’s managed tables unless table access control is

enabled for that cluster. The table access control option is only available for high-concurrency clusters. Refer to Table

Access Control for more information.

If the Table Access Control option is enabled on the cluster:

• Grant the SELECT privilege on all schemas and all their tables and views in a catalog.

GRANT USAGE ON CATALOG <catalog-name> TO `<user>@<domain-name>`;

GRANT SELECT ON CATALOG <catalog-name> TO `<user>@<domain-name>`;

• Grant the SELECT privilege on a specific schema and all its tables and views.

GRANT USAGE ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

GRANT SELECT ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

• Grant the SELECT privilege on specific tables and views in a schema.

GRANT USAGE ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

GRANT SELECT ON TABLE <schema-name>.<table-name> TO `<user>@<domain-name>`;

GRANT SELECT ON VIEW <schema-name>.<view-name> TO `<user>@<domain-name>`;

Refer to Data object privileges for more information.
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Authentication

The connector supports token-based authentication. Follow the steps in Databricks documentation to generate a personal

access token for the service account and save it in a secure location:

• Databricks personal access tokens for workspace users

You will use the personal access token as password when configuring your data source connection from Alation.

JDBC URI

The JDBC URI string you provide in Alation depends on the connector version:

• Newer versions 2.0.0 and later use the Databricks JDBC driver.

• Older versions below version 2.0.0 use the JDBC Spark driver.

If you are using a Databricks cluster, get the JDBC URI as documented in Azure Databricks: Get connection details for

a cluster.

If you are using a Databricks SQL warehouse (SQL endpoints), get the JDBC URI as documented in Azure Databricks:

Get connection details for a SQL warehouse.

When specifying the JDBC URI in Alation, remove the jdbc: prefix.

Note: The property UseNativeQuery=0 is required for custom query-based sampling and profiling.

Without this property in the JDBC URI, custom query-based sampling or profiling will fail. If you are not

using custom query-based sampling and profiling in your implementation of this data source type, you can

omit this property from the JDBC URI string.

Find more information in ANSI SQL-92 query support in JDBC in Azure Databricks documentation.

Connection String for Databricks JDBC Driver

Find more information in Databricks JDBC driver in Azure Databricks documentation.

Format

databricks://<hostname>:443/default;transportMode=http;ssl=1;httpPath=<databricks_http_-

path_prefix>/<databricks_cluster_id>;AuthMech=3;UseNativeQuery=0

Example

databricks://adb-900784758547414.14.azuredatabricks.net:443/default;transportMode=http;

ssl=1;httpPath=sql/protocolv1/o/900734538547414/1012-1275722-nju5lmv8;AuthMech=3;

UseNativeQuery=0
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Connection String for Spark JDBC Driver

Find more information in JDBC Spark driver in Databricks documentation.

Format

spark://<hostname>:443/default;transportMode=http;ssl=1;httpPath=<HTTP_Path>;AuthMech=3;

UseNativeQuery=0

Example

spark://adb-900784758547414.14.azuredatabricks.net:443/default;transportMode=http;

ssl=1;httpPath=sql/protocolv1/o/900734538547414/1012-1275722-nju5lmv8;AuthMech=3;

UseNativeQuery=0

Configuration of Query Log Ingestion

Query log ingestion (QLI) requires configuration in both Databricks and Alation. See Azure Databricks OCF Connector:

Query Log Ingestion on how to configure QLI.

Connector Installation and Creating a Data Source

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.
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Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Azure Databricks OCF Connector.

Next, configure the settings of your data source:

• Access

• General Settings

• Add-On OCF Connector for dbt

• Metadata Extraction

• Sampling and Profiling

• Query Log Ingestion
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab:

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.
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Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Username Use the value token.

Password Paste the personal access token for the service account.

Logging Configuration

Select the logging level for the connector logs and save the values you provided by clicking Save in this section. The

available log levels are based on the Log4j framework.

Param-
eter

Description

Log

Level

Select the log level to generate logs. The available options are INFO, DEBUG, WARN,

TRACE, ERROR, FATAL, ALL.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.
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Add-On OCF Connector for dbt

The dbt connector can be used as an add-on with another OCF connector to extract and catalog descriptions and lineage

from dbt models, sources, and columns in dbt Core or dbt Cloud. See Add-On OCF Connector for dbt on how to use

this connector.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.
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Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

If you want to configure OAuth authentication for Compose, additionally see Azure Databricks OAuth for User Connec-

tions.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Important: If you are going to use custom query-based sampling and profiling, ensure that the JDBC

URI includes the UseNativeQuery=0 property. If you enable dynamic profiling, then users should ensure

that their individual connections also include this property.
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Query Log Ingestion

On the Query Log Ingestion tab, you can select the QLI options for your data source and schedule the QLI job if

necessary. Refer to Azure Databricks OCF Connector: Query Log Ingestion for details about QLI from Azure Databricks.

Troubleshooting

Refer to Troubleshooting.

6.26.4 Azure Databricks OCF Connector: Query Log Ingestion

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Query log ingestion (QLI) is supported for both standard and high concurrency Databricks clusters.

Alation offers two approaches to QLI configuration for Azure Databricks:

• File-based QLI (recommended)—You will need to place the Databricks logs in a container under an Azure

Storage account. Alation connects to the storage account to retrieve, parse, and ingest the query history information

from the logs.

• Table-based QLI—You will need to off-load the Databricks logs into a dedicated directory on the Databricks

File System (DBFS) or Azure Storage and create an external table and a view on top of the table. Alation will

query the view to retrieve query history into the catalog.

QLI configuration includes steps in Azure Databricks and Alation. Follow this path:

• Review and fulfill the Prerequisite.

• Enable Logging in Databricks.

• Configure File-Based QLI or Configure Table-Based QLI .

• Run QLI .

Prerequisite

The prerequisite is mandatory for file-based QLI and optional for table-based QLI.

For file-based QLI, you must provide storage on Azure Storage for raw Databricks logs to be written to. You will need

to mount the storage container onto DBFS. This makes the logs accessible for Alation to extract. See Supported Azure

Storage Types.

For table-based QLI, you can either use DBFS to store the logs or choose to store them externally on Azure Storage by

creating a mount. Even if you choose to create a mount, you won’t need to provide access to the Azure Storage account

to Alation. In case of table-based QLI, Alation does not directly access log files. It will query a dedicated view that you

create as part of the configuration.
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Supported Azure Storage Types

Alation supports these storage types:

• Azure Blob Storage

• Azure Data Lake Storage Gen 2

• Azure Data Lake Storage Gen 1

We recommend creating a separate dedicated container under a storage account that you have access to for storing the

Databricks logs. Collect the connection information for your storage account before configuring QLI in Alation. You

will need different information, depending on the storage account type.

Azure Blob Storage or Azure Data Lake Storage Gen 2

For Blob Storage or Azure Data Lake Storage Gen 2 account types, Alation supports authentication with access keys or

shared access signatures. Authentication via a service principal is currently not supported.

Prepare the following authentication information for configuration of QLI in Alation:

• Storage account name

• Access key or shared access signature

• Container name

• Storage endpoint suffix

Azure Data Lake Storage Gen 1

For Azure Data Lake Storage Gen1 storage accounts, authentication goes via a service principal.

Prepare the following authentication information for configuration of QLI in Alation:

• Azure Data Lake Storage URI

• Tenant ID

• Client ID

• Client secret

• Storage endpoint suffix

Enable Logging in Databricks

QLI configuration requires logging to be enabled on your Databricks cluster.

Warning: Databricks has deprecated init scripts stored on DBFS. Alation previously recommended storing the init

script for enabling the logs on DBFS:

• If you previously configured QLI, you must recreate the init script that enables logging to be stored as a

workspace file. Refer to Recreate Databricks Logging Script Under Workspace.

• If you are initially setting up QLI for an Azure Databricks data source, follow the steps below.
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Perform these steps to enable logging in Databricks. As a result of this configuration, you will set up the log path

directory, enable the DEBUG-level logs, and set a pattern in which logs will be written.

To set up the logs directory:

1. If you are configuring file-based QLI, you must mount external storage on Azure Storage to DBFS, as Alation

cannot reach DBFS directly to read the log files.

Note: If you are configuring table-based QLI, mounting external storage is optional. You can use an

internal cluster log path. If you do not wish to create any mounts, skip this step and go to step 2.

We’ll use an example for a Blob Storage account accessible with the access key. Use the template

below to write the mounting script and test it. Replace the placeholder values with real values:

• <container-name>—Name of the Blob container that you created under a Blob Storage account

to store the logs.

• <storage-account-name>—Name of your Azure Storage account.

• <mount-name>—Name of the mount. You can use the container name to name your mount or

use another name.

• <access-key>—Access key for the storage account.

# Databricks notebook source

# COMMAND ----------

# Set up Mount

dbutils.fs.mount(

source = "wasbs://<container-name>@<storage-account-name>.blob.core.

windows.net",

mount_point = "/mnt/<mount-name>",

extra_configs = {"fs.azure.account.key.<storage-account-name>.blob.core.

windows.net":"<access-key>"})

# COMMAND ----------

# Test Mount

dbutils.fs.ls("/mnt/<mount-name>")

# COMMAND ----------

# Test write to Mount - Check in Azure Portal

dbutils.fs.put("/mnt/<mount-name>/test.txt", "this is a test")

# COMMAND ----------

# Clean up test

dbutils.fs.rm("/mnt/<mount-name>/test.txt")

2. In the Databricks user interface, go to the Configuration tab for your cluster, and expand Advanced Options.

3. Open the Logging tab.

4. Specify Destination and Cluster Log Path:

• Select DBFS as Destination.

• Set Cluster Log Path to your log storage directory:

– For a mounted directory, use format dbfs:/mnt/<mount-name>

Example: dbfs:/mnt/azdb-databricks-logs
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Note: You don’t need to specify the cluster ID when editing the path. It will be auto-appended when

you save your input.

– For an internal DBFS path, use format dbfs:/<directory-name>

Example: dbfs:/cluster-logs

Note: You can only use an internal DBFS path if you are going to configure table-based QLI. You

cannot use it for file-based QLI.

5. Click Confirm to save the value.

6. Next, you will enable logging. Alation recommends using an init script that will automatically run when the

cluster is restarted. You can add the script via the Databricks user interface.

Note: If you cannot use an init script, you can alternatively enable logging using a non-init Python or

Scala script and run it every time you restart the cluster. See Enable Logging Using a Regular Script

below.

To enable logging:

1. Go to your workspace and create a new folder, for example, alation_init_scripts.

Note: You can give the new folder any name. We’re using alation_init_scripts as an example.

2. Set the permissions on the folder to be Can Manage for Admins.

Note: We recommend restricting the permissions to Admins only to ensure that unauthorized users

cannot manage this folder and modify the init script.

3. Create a new file, for example alation_qli_init_sript.sh. Ensure you use the .sh extension.

4. Copy the script given below in the file you created and review the contents to ensure there are no extra spaces or

line breaks that could have been accidentally added while copy-pasting.

Databricks version 11.x and newer

#!/bin/bash

echo "Executing Init script for Alation QLI"

echo "Executing on Driver:"

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/driver/log4j2.xml"

echo "Adjusting log4j2.xml here: ${LOG4J_PATH}"

sed -i '0,/<PatternLayout pattern="%d{yy\/MM\/dd HH:mm:ss} %p %c{1}: %m%n%ex"\/>/s//

<PatternLayout pattern="%d{yyyy-MM-dd HH:mm:ss.SS} [%t] %p %c{1}: %m%n"\/>/' ${LOG4J_

PATH}

sed -i 's/<\/Loggers>/<Logger name="org.apache.spark.sql.execution.SparkSqlParser" level=

"DEBUG"\/><\/Loggers>/' ${LOG4J_PATH}

Databricks versions older than 11.x
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#!/bin/bash

echo "Executing on Driver: $DB_IS_DRIVER"

if [[ $DB_IS_DRIVER = "TRUE" ]]; then

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/driver/log4j.properties"

else

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/executor/log4j.properties"

fi

echo "Adjusting log4j.properties here: ${LOG4J_PATH}"

echo "log4j.logger.org.apache.spark.sql.execution.SparkSqlParser=DEBUG" >> ${LOG4J_PATH}

echo "log4j.appender.publicFile.layout.ConversionPattern=%d{yyyy-MM-dd HH:mm:ss.SS} [%t]

%p %c{1}: %m%n" >> ${LOG4J_PATH}""", True)

5. Configure the cluster to run the init script. Follow these steps in Databricks documentation: Configure a cluster-

scoped init script using the UI.

6. Restart the cluster.

7. Alation does not process active logs. It only ingests archived log files in the .log.gz format. There is a delay

between writing contents to a log file and converting the log file into a compressed .log.gz file. Before you run

QLI in Alation, ensure that your log storage container or the DBFS directory has archived logs.

Next, configure file-based QLI or table-based QLI:

• Configure File-Based QLI

• Configure Table-Based QLI

Enable Logging Using a Regular Script

If for some reason you cannot use init scripts on your cluster, you can use a regular script to enable logging.

Databricks version 11.x and newer

1. Open a Databricks Scala notebook.

2. Copy the contents of the Scala script below to enable DEBUG query logs that contain SQL queries and set the

pattern in which logs have to show up. This Scala script should be run whenever the cluster is started or restarted.

%scala

import org.apache.logging.log4j.LogManager

import org.apache.logging.log4j.core.LoggerContext

import org.apache.logging.log4j.core.config.{Configuration, LoggerConfig}

import org.apache.logging.log4j.core.config.Configurator

import org.apache.logging.log4j.Level

import org.apache.logging.log4j.core.layout.PatternLayout

import org.apache.logging.log4j.core.appender.RollingFileAppender;

import org.apache.logging.log4j.core.appender.RollingFileAppender.Builder;

import org.apache.logging.log4j.core.filter.AbstractFilterable;

import org.apache.logging.log4j.core.config.AppenderRef;

import org.apache.logging.log4j.core.appender.rewrite.RewriteAppender;

import com.databricks.logging.ServiceRewriteAppender;

import org.apache.logging.log4j.core.config.AbstractConfiguration;

Configurator.setRootLevel(Level.DEBUG);

val ctx = LogManager.getContext(false).asInstanceOf[LoggerContext];

(continues on next page)
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(continued from previous page)

val conf = ctx.getConfiguration();

val layout = PatternLayout.newBuilder()

.withConfiguration(conf)

.withPattern("%d{yyyy-MM-dd HH:mm:ss.SS} [%t] %p %c{1}: %m%n")

.build();

val rollingFileAppender = conf.getAppenders().get("publicFile.rolling").

asInstanceOf[RollingFileAppender];

val appenderBuilder: RollingFileAppender.Builder[_] = RollingFileAppender.

newBuilder();

appenderBuilder.setConfiguration(conf)

appenderBuilder.setName(rollingFileAppender.getName())

appenderBuilder.setLayout(layout)

appenderBuilder.withFileName(rollingFileAppender.getFileName())

appenderBuilder.withFilePattern(rollingFileAppender.getFilePattern())

appenderBuilder.withPolicy(rollingFileAppender.getTriggeringPolicy())

appenderBuilder.setBufferedIo(false)

appenderBuilder.setBufferSize(rollingFileAppender.getManager().

getBufferSize())

appenderBuilder.setImmediateFlush(rollingFileAppender.getImmediateFlush())

appenderBuilder.withCreateOnDemand(rollingFileAppender.getManager().

isCreateOnDemand())

val appender = appenderBuilder.build();

val appenderRef = Array(AppenderRef.createAppenderRef(appender.getName(),

null, null));

var policy = new ServiceRewriteAppender();

val rewriteAppender = conf.getAppenders().get("publicFile.rolling.rewrite").

asInstanceOf[RewriteAppender];

val updatedRewriteAppender = RewriteAppender.createAppender(rewriteAppender.

getName(), String.valueOf(rewriteAppender.ignoreExceptions()), appenderRef,

conf, policy, rewriteAppender.getFilter());

rollingFileAppender.stop();

rewriteAppender.stop();

val config = ctx.getConfiguration().asInstanceOf[AbstractConfiguration];

config.removeAppender(rollingFileAppender.getName());

config.removeAppender(rewriteAppender.getName());

conf.addAppender(appender);

conf.addAppender(updatedRewriteAppender);

appender.start();

updatedRewriteAppender.start();

conf.getRootLogger().addAppender(updatedRewriteAppender, null, null);

ctx.updateLoggers();

Databricks versions older than 11.x

1. Open a Databricks Python notebook.

2. Copy the contents of the Python script below to enable DEBUG query logs that contain SQL queries and set
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the pattern in which logs have to show up. This Python script should be run whenever the cluster is started or

restarted.

log4j = spark.sparkContext._jvm.org.apache.log4j

log4j.LogManager.getRootLogger().setLevel(log4j.Level.DEBUG)

ca = log4j.LogManager.getRootLogger().getAppender("publicFile")

ca.setLayout(log4j.PatternLayout("%d{yyyy-MM-dd HH:mm:ss.SS} [%t] %p %c{1}:

%m%n"));

Next, configure file-based QLI or table-based QLI:

• Configure File-Based QLI

• Configure Table-Based QLI

Configure File-Based QLI

File-based QLI is a configuration where Alation will connect to Azure Storage and read and process raw driver logs

stored in a container. The logs are parsed based on a log extraction template in the JSON format. You create the JSON

content as part of the configuration in Alation (described below).

File-based QLI flowchart
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To set up file-based QLI:

1. In Alation, open the Settings page of your Azure Databricks OCF data source.

2. Open the Query Log Ingestion tab.

3. Under Connector Settings and Query Log Ingestion Type, select the File based query log ingestion radio

button.

4. Click Save in this section.

5. Below the Connector Settings section, locate section File Based Log Query Log Ingestion. Select the appropriate

storage type:

• Azure Blob Storage—Select this radio button if your log storage container is under a Blob

Storage or an Azure Data Lake Storage Gen 2 account.

• ADLS—Select this radio button if your log storage container is under an Azure Data Lake Storage

Gen 1 account.

6. Next, you will need to fill in the Log Extraction Configuration JSON field. Use the template given below.

In your JSON content, change the value of the <your-path> key to the path to the folder that stores

the logs in the Azure Storage container, for example:
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/cluster-logs/0130-102557-aft119/driver/

Where:

• /cluster-logs is the subfolder in the Azure Storage container.

• 0130-102557-aft119 is your cluster ID.

• /driver/ is the auto-created directory that stores the log files that Alation will process.

Log Extraction Configuration JSON

{

"folderPath":"<your-path>",

"nThread":"10",

"threadTimeOut":"2000",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP [THREAD] LEVEL LOGGER MESSAGE",

"log4jTimeFormat":"yyyy-MM-dd HH:mm:ss.SSS",

"requiredExtraction":[

{

"fieldName":"extractSqlQuery",

"keyValuePair":

{

"loggerName":"SparkSqlParser",

"regex":"Parsing command:(?<queryString>[\\w\\W]*)"

}

},

{

"fieldName":"extractUserInfo",

"keyValuePair":

{

"loggerName":"audit",

"regex":"ugi=(?:\\(Basic token\\))?(?<userName>[\\S]+)"

}

},

{

"fieldName":"extractTimeTaken",

"keyValuePair":

{

"loggerName":"Retrieve",

"regex":"Execution Time = (?<milliSeconds>[\\d]+)"

}

}

]

}

Note: For more information about this JSON template and the available customization options, refer

to the topic that explains the concept of File-Based Query Log Ingestion.

7. Click Save in this section.

8. Depending on the type of your storage account, configure access to logs in the respective section of the General

Settings tab:

• Configure Azure Blob Storage Connection—Specify information in the Configure Azure Blob Storage
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Connection section if you are storing the logs under a Blob Storage or an Azure Data Lake Storage Gen 2

account.

• Configure ADLS Connection—Specify information in the Configure ADLS Connection section if you are

storing the logs under an Azure Data Lake Storage Gen 1 account.

9. Run QLI .

Configure Azure Blob Storage Connection

The section Configure Azure Blob Storage Connection applies to both Blob Storage and Azure Data Lake Storage

Gen 2 accounts. The user interface currently does not differentiate between these storage account types.

Specify the Blob Storage or Azure Data Lake Storage Gen 2 account authentication details and save the information by

clicking Save.
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Parameter Description

Use Shared Access Signature Select this checkbox to use the shared access signature

for authentication. Leave it clear if using an access key.

Storage Account Name Specify the storage account name.

Access Key/Shared Access Signature Paste the shared access signature if the Use Shared Ac-

cess Signature checkbox is selected. If using an access

key, paste the access key.

Blob Container Specify the Blob container name.

Storage Endpoint Suffix Specify the storage endpoint suffix according to the data

source:

• Azure Databricks: core.windows.net

If you copy the value from endpoint defini-

tions in Databricks, delete blob. and specify

core.windows.net only. The value blob.core.

windows.net will fail as the connector code auto-

matically appends blob. to the value you specify.

• Azure Databricks on Azure Government Cloud:

usgovclosapi.net

Configure ADLS Connection

Under the Configure ADLS Connection section, specify the authentication information for an Azure Data Lake Storage

Gen 1 account and save the information by clicking Save.

Parameter Description

ADLS URI Specify the ADLS URI.

Tenant ID Specify the tenant ID.

Client ID Specify the client ID.

Client Secret Specify the client secret.

Storage Endpoint Suffix Specify the storage endpoint suffix with the following

suffix according to the data source:

• Azure Databricks: windows.net

• Azure Databricks on Azure Government Cloud:

usgovclosapi.net.

Configure Table-Based QLI

The table-based QLI method uses an external table that is created based on the Databricks logs and a view on top of this

table.

You will need to create a log output directory in the cluster log path and run a script that will lift the logs from the logs

storage directory, parse them, and store them in the log output directory. After that, you will create an external table

from the log output directory and a view on top of the table. Alation will read the view to extract query history.

Note: For more information on external tables in Databricks, refer to the corresponding Databricks

documentation.

Table-based QLI flowchart
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Configuration in Databricks

To configure table-based QLI:

1. Ensure that you have enabled logging: Enable Logging in Databricks.

2. In Databricks, create an additional output directory, logs, in the cluster log directory. This directory will be used

to write the parsed logs to. Create this directory before running the Python script in step 3. If it is not created, a

File Not Found error will occur.

dbutils.fs.mkdirs("dbfs:/cluster-logs/<cluster-id>/logs/")

Example:

dbutils.fs.mkdirs("dbfs:/cluster-logs/0130-102557-aft119/logs/")

Note: You can create a mount point for this directory if you prefer using external storage.

2. Open a new Python notebook.
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3. Copy the contents from the Python script below into the notebook cell. The script will consolidate SQL statements

which run over several lines into a single line. Replace the values of input_dir and output_dir with real

values:

• input_dir—The directory you find in the Cluster Log Path that you specified when enabling

the logs.

• output_dir—The logs output directory you created in step 1.

Important: If you are accessing the directories mounted onto the Databricks File System (DBFS),

use the prefix /dbfs/mnt/<mounted-filepath>, for example: /dbfs/mnt/cluster-logs/

0130-102557-aft119/driver/ and /dbfs/mnt/cluster-logs/0130-102557-aft119/logs/

where /mnt/cluster-logs is the mount name.

If you are accessing the log files directly on DBFS, use the DBFS filepath /dbfs/

<file-path>, for example: /dbfs/0130-102557-aft119/driver/ and /dbfs/cluster-logs/

0130-102557-aft119/logs/.

If the file path for input_dir or output_dir is not specified correctly, the script will not be able to

locate the files.

Python script to off-load parsed logs

import gzip

import re

from datetime import datetime, timedelta

input_dir = '/dbfs/mnt/cluster-logs/0130-102557-aft119/driver/'

output_dir = '/dbfs/mnt/cluster-logs/0130-102557-aft119/logs/'

required_logger_line_regex = r'^\d+-\d+-\d+ \d+:\d+:\d+\.\d* \[[^\

]]*?\] \S+ (?:SparkSqlParser|audit): .*'

logger_line_regex = r'^\d+-\d+-\d+ \d+:\d+:\d+\.\d* \[[^\]]*?\] \S+

\S+:.*'

prev_line = ''

line_count = 0

file_date_hour = str((datetime.now() - timedelta(days=0, hours=1)).

strftime('%Y-%m-%d-%H'))

input_file_name = input_dir + 'log4j-' + file_date_hour + '.log.gz'

output_file_name = output_dir + 'log4j-' + file_date_hour + '.log.gz'

print('Transforming log4j-{}.log.gz'.format(file_date_hour))

with gzip.open(input_file_name, 'rt') as fin:

with gzip.open(output_file_name, 'wt') as out:

for line in fin:

line = line.strip()

if not line:

continue

if re.match(required_logger_line_regex, line):

if prev_line:

out.write(prev_line + '\n')

line_count += 1

(continues on next page)
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(continued from previous page)

prev_line = line

else:

if re.match(logger_line_regex, line):

if prev_line:

out.write(prev_line + '\n')

prev_line = ''

line_count += 1

elif re.match(required_logger_line_regex, prev_line):

prev_line = prev_line + r'\n' + line

if prev_line:

out.write(prev_line + '\n')

line_count += 1

print('Lines written: ', str(line_count))

4. Run the script after at least one log file has been created and verify that you get output similar to the following:

• Expected output when the file name is log4j-2019-05-02-10.log.gz and there is no query or user

information in the file:

Transforming log4j-2019-05-02-10.log.gz

Lines written: 0

• Expected output when the file name is log4j-2019-05-02-11.log.gz and query or user information is

present:

Transforming log4j-2019-05-02-11.log.gz

Lines written: 275

5. You must schedule this Python script. We recommend scheduling it to run at or after ten minutes past the hour,

which ensures the availability of archived logs. If the script is scheduled exactly at the hour, archived log files will

not be available, as there is a five-minute delay between writing the contents to the log file and converting the log

file into a compressed .log.gz file.

6. Create an external table with the LOCATION property set to the log output directory (output_dir):

• For setting the LOCATION property to an external storage directory mounted to DBFS, use the pre-

fix /mnt/<mounted_filepath>. Example: /mnt/cluster-logs/0130-102557-aft119/

logs/, where /mnt/cluster-logs is the mount name.

• For setting the LOCATION property to the directory present in DBFS, use the file path. Example:

/0206-072111-lox669/logs/.

Example query to create the external table:

DROP TABLE IF EXISTS databricks_demo.external_log_table;

CREATE EXTERNAL TABLE databricks_demo.external_log_table(

date_time_string STRING,

thread_name STRING,

level STRING,

logger STRING,

message STRING)

ROW FORMAT

SERDE 'org.apache.hadoop.hive.serde2.RegexSerDe'

WITH SERDEPROPERTIES

("input.regex" = "^(\\S+ \\S+) \\[(.*?)\\] (\\S+) (\\S+): (.*?)")

(continues on next page)
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(continued from previous page)

LOCATION

"/mnt/cluster-logs/0130-102557-aft119/logs/";

7. Ensure that the external table is populated with the data from the files stored in the log output directory (output_-

dir) by running a SELECT query on the table, for example:

SELECT * FROM databricks_demo.external_log_table;

8. Create a view that takes this external table as an input and structures the data as required by Alation. See the

example SQL below.

Example query to create the QLI view:

DROP VIEW IF EXISTS databricks_demo.alation_qli;

CREATE VIEW databricks_demo.alation_qli AS

SELECT

distinct *,

CONCAT(userName, '_', startTime) sessionId

FROM (

SELECT

a.date_time_string startTime,

regexp_extract(a.message, "Parsing command: (.*)", 1) queryString,

CASE

WHEN b.message is null THEN 'unknown'

WHEN SUBSTR(b.message, 6, 11) = 'Basic token'

THEN TRIM(SUBSTR(b.message, 18, instr(b.message, 'ip=') - 19))

ELSE TRIM(SUBSTR(b.message, 5, instr(b.message, 'ip=') - 6))

END AS userName

FROM databricks_demo.external_log_table a

LEFT OUTER JOIN databricks_demo.external_log_table b

ON (a.thread_name = b.thread_name)

WHERE a.logger = 'SparkSqlParser'

AND b.logger = 'audit'

AND b.date_time_string > a.date_time_string);

9. Next, perform the configuration in Alation.

Configuration in Alation

To configure table-based QLI:

1. In Alation, open the Settings page of your Azure Databricks OCF data source.

2. Open the Query Log Ingestion tab.

3. Under Connector Settings and Query Log Ingestion Type, select the Table based query log ingestion radio

button.

4. In the field Query to Execute, enter the query given below.

• Replace the placeholder value databricks_demo.alation_qli with the name of your QLI

view in the schema.view format.

• Do not substitute values STARTTIME1 and STARTTIME2. Leave them as is.
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SELECT

SUBSTR(startTime, 1, 19) startTime,

queryString,

userName,

sessionID

FROM databricks_demo.alation_qli

WHERE startTime BETWEEN 'STARTTIME1' AND 'STARTTIME2'

5. Click Save in the Query Log Ingestion Type section. Next, see Run QLI .

Run QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

6.26.5 Azure Databricks OAuth for User Connections

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation supports the OAuth 2.0 protocol for user connections from Compose and the catalog for Azure Databricks and

Azure Databricks Unity Catalog data sources via Azure Active Directory (Azure AD) as the OAuth provider.

A user connection is established by an individual user who wants to access a data source from Alation, as opposed to

the connection established via the service account to extract metadata, query history, or data samples.

Users may need to open an individual connection to perform these actions:

• Compose

– Execute queries

– Execute queries on a schedule

– Run query forms

– Create Excel Live Reports

• Catalog

– Upload data into the data source
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– Perform dynamic sampling of a table or column

– Run a query form

With OAuth enabled and configured, users connecting to Azure Databricks or Azure Databricks Unity Catalog will be

redirected to the Azure AD login screen in a new browser tab. Upon authentication, the login screen will close, and

Alation will establish a connection to the data source.

Note: The OAuth 2.0 protocol provides a secure authorization mechanism for applications and users to

access a resource. Authorization is managed with access tokens issued by an authorization server. The

token holder is allowed to access the resource until the token expires. When an access token has expired, a

refresh token can be requested by the application to retrieve a new access token.

Workflow

To configure OAuth with Compose for your Azure Databricks or Azure Databricks Unity Catalog OCF data sources,

follow this workflow:

• Create Service Principal in Azure Active Directory

• Create Databricks Users

• Configure OAuth for Compose

• Connect in Compose

Create Service Principal in Azure Active Directory

Enabling OAuth for a Databricks data source requires provisioning a service principal in Azure Active Directory. You

will need to collect the following information from the service principal:

• Client ID

• Client secret value

• Authorization endpoint

• Token endpoint

We recommend creating a list with all the required information and storing it securely.

To provision a service principal in Azure Active Directory:

1. Sign in to Azure Portal using your Azure account.

2. Select Azure Active Directory.

3. Go to App registrations and click New registration.

4. In the Name field, specify a name for the application.

5. Under Supported account types, select Single tenant.

6. Under Redirect URI (optional), select Web as the app type and provide the Redirect URI in the format https:/

/<your_Alation_URL>/api/datasource_auth/oauth/callback. For example, https://datacatalog.

alation-test.com/api/datasource_auth/oauth/callback. Make sure there is no forward slash / at the

end of the URI.

1230 Chapter 6. Open Connector Framework

https://learn.microsoft.com/en-us/azure/databricks/dev-tools/service-prin-aad-token#--provision-a-service-principal-in-azure-portal
https://portal.azure.com/


Alation User Guide

7. Click Register to complete the app registration. The Overview page is displayed.

8. Copy and save the Application (client) ID from the Essentials section on the Overview. You’ll need it during the

configuration in Alation.

9. Go to the Endpoints tab. Copy the values of OAuth 2.0 authorization endpoint (v1) and OAuth 2.0 token

endpoint (v1), and save them. Make sure that you copy version 1 (v1) of the authorization and the token endpoints.
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10. From the main menu on the left, select API permissions.

11. Click Add a permission and select APIs my organization uses.

12. Search with the keyword AzureDatabricks and click the AzureDatabricks API. Make sure there is no space

in the search keyword.

13. Select the User Impersonation permission and click Add permissions.

14. On the API permissions page, select Grant admin consent for <Account> and in the pop-up dialog that opens,

click Yes.

15. In the menu on the left, select Certificates & secrets.

16. Click New client secret to add a new client secret. Specify a description, select an expiration period, and click

Add.

17. Copy the client secret value and save it in a safe location. You only have one chance to copy the client secret

value as it won’t be displayed again after you close this page.
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Create Databricks Users

To connect to Azure Databricks or Unity Catalog in Compose, users must exist in Azure Databricks. Perform the

following steps to add the users:

1. In Azure Databricks, go to Admin Settings.

2. Click Add User to add a new user and provide the user email in the dialog box.

3. Select the Admin checkbox for the new user to enable the user to run queries in Compose.

Note: If the Admin permission cannot be granted, the Can Attach To permission should also allow

making connections with OAuth.
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Configure OAuth for Compose

To enable OAuth in Compose for an Azure Databricks data source:

1. In Alation, open the Settings page of your Azure Databricks data source.

2. Go to the Compose tab.

Note: If it’s a Custom DB data source, go to the General Settings tab.

3. Under Compose Connections, modify the default connection or create a new one. To enable OAuth, add

parameters Authmech=11;Auth_flow=0.

Important:

• The Azure Databricks OCF connector supports two JDBC URI formats with Compose

OAuth—spark:// (from connector version 1.x) and databricks:// (from connector ver-

sion 2.x).

• The Databricks Unity Catalog OCF Connector only supports the databricks:// JDBC URI

format with Compose OAuth (from connector version 2.1.x).

Example:

databricks://dbc-32am8401-ac16.cloud.databricks.com:443/default;

transportMode=http;ssl=1;httpPath=/sql/1.0/warehouses/9f5d50hhsaeb0k23;

UseNativeQuery=0;Authmech=11;Auth_flow=0;

4. Under the OAuth Connection section, select the checkbox Enable OAuth 2.0 in Compose. This reveals several

parameters for the OAuth setup.

5. Enter the values into the fields and click Save.
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Field Value

Client ID Provide the client ID.

Client Secret Provide the client secret value.

Request Refresh To-

ken

Select the Request Refresh Token to enable requests for refresh tokens.

Enable PKCE Leave as is (unselected). This setting does not apply to this data source type.

Authorization End-

point

Provide the authorization endpoint.

Token Endpoints Provide the token endpoint.

Default Scope Leave this field blank.

Refresh Scope Leave this field blank.

Username

Field/Claim

Use the value unique_name.

JWT Select this checkbox (required).

Access Token Pa-

rameter name

Use the value Auth_AccessToken.

OAuth Enablers Provide the value Authmech=11&Auth_flow=0. Make sure there is an

ampersand symbol between the parameters.

The screenshot below shows an example of a Compose tab configuration:
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Connect in Compose

After you have completed the configuration, Compose users should be able to connect to Databricks via OAuth-enabled

connections and run queries.

To connect to the database in Compose:

1. Click Connection Settings to open the connection settings dialog.

2. In the Connection Settings dialog that opens, select the OAuth-enabled connection.
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3. From the Connect as (Select User) list, select your user or click Add New (SSO login).

4. The Microsoft login page should open in a new tab. Authenticate with your Azure Databricks credentials.

6.26. Azure Databricks OCF Connector 1237



Alation User Guide

More information about the Connection Setting dialog can be found in Working with Data Source Connections.

Troubleshooting

If your OAuth configuration requires fine-tuning, you will get authorization errors in Alation. The error usually contains

details about possible causes and may include troubleshooting tips.

Refer to the table below for message examples.

Error Description

Authorization terminated unexpectedly This message is shown:

• If the redirect browser window or tab is manually

closed before authorization completes.

• If the Client ID specified in the OAuth configura-

tion is incorrect.

• If the authorization endpoint is incorrect. The error

page will redirect to the URL provided if it exists or

throw the 404 error if no Redirect URL is provided.

The authorization server reported a failed authorization

attempt: <message>

If authorization fails, the authorization server may re-

spond with error details in the error message. Examples:

• Invalid scope defined as Default Scope in the data

source OAuth configuration.

• Invalid scope defined as Refresh Scope in the data

source OAuth configuration.

• The authorization step is canceled by some UI con-

trol on an authorization, authentication, or consent

screen.

• The authorization step is canceled due to an au-

thentication failure.

continues on next page
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Table 3 – continued from previous page

Error Description

Token request failed following successful authorization In some cases after successful authorization, the request

for tokens can fail. This message will be followed by

further details.

There was a problem extracting username information

following successful authorization and token retrieval.

Please check the OAuth settings for the data source

The causes of this error may be:

• The OAuth configuration specifies that the user-

name should be extracted as a JWT claim but:

– The access token can not be decoded as a

JWT.

– No JWT claim is specified in the OAuth con-

figuration.

– The specified claim does not exist in the to-

ken’s claim set.

• The OAuth configuration specifies that the user-

name should not be extracted as a JWT claim but:

– No username field is specified in the OAuth

config.

– The specified field does not exist in the re-

sponse returned from the authorization server

upon token request.

Connection timeout When the cluster is not running, the connection will time

out and return a connection error:

a. Ensure that the cluster is running.

b. Consider increasing the connection timeout sec-

onds in alation_conf (alation.rpc.timeout.

db_connect) to a value higher than your compute

cluster’s boot time. The default timeout is 17.

HTTP Response code: 400

Error Message: Authorization related error response re-

turned, but no token expired message received

Ensure that the signed-in user has permissions to use the

compute cluster in the connection URI.

Log Location

The log entries for OAuth authorization can be found in the file /opt/alation/site/logs/uwsgi.log (path inside

the Alation shell).

6.27 Azure SQL DB OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics explaining how to install and configure the OCF connector for Azure SQL DB.
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6.27.1 Azure SQL DB OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF Connector for Azure SQL DB was developed by Alation and is available as a Zip file that can be uploaded and

installed in the Alation application. The connector is compiled with the required database driver, so no additional effort

is needed to procure and install the driver.

To download the Azure SQL DB OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector can be used to catalog Azure SQL DB as a data source on Alation Cloud Service and on-prem Alation

instances. The connector extracts such Azure SQL DB objects as schemas, tables, columns, synonyms, views, primary

keys, foreign keys, source comments, functions and functions definitions. It enables end users to search and find Azure

SQL DB objects in the Alation user interface.

Team

You may need the assistance of your Azure DBA to configure this connector.

• Azure SQL DB Administrator

– Creates a service account for Alation

– Provides access to public schemas to extract metadata

– Provides the JDBC URI to access metadata

– Assists in configuring query log ingestion by enabling auditing in Azure portal

• Alation Administrator

– Installs the connector

– Creates and configures an Azure SQL DB data source in the catalog.

Scope

The table below shows which metadata objects are extracted by the connector and which Alation functionality is

supported.

Feature Scope Availability

Authentication

Basic authentication Authentication with the username

and password of a service account

(SQL authentication)

Yes

NTLM No

Kerberos and keytab No

LDAP No

SSL No

Azure Key Vault integration No

Metadata extraction (MDE)

continues on next page
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Table 4 – continued from previous page

Feature Scope Availability

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

Yes

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments Yes

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

Yes

Functions Function metadata Yes

Function definitions Function definition metadata Yes

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query log ingestion (QLI)

Table-based QLI Ingestion of query history based on

a table or view that contains query

history data

No

Query-based QLI Ingestion of query history based on

a custom query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

continues on next page
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Table 4 – continued from previous page

Feature Scope Availability

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

For lineage to be generated for views,

Alation expects fully qualified table

names to be present in view defini-

tions

Yes

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose via Agent is supported

from connector version 1.2.1.4776.

Yes

Basic authentication in Compose Authentication in Compose with a

username and password

Yes

SSO authentication in Compose Authentication in Compose with

SSO credentials

No

Alation API support Support for Datasource API and Re-

lational Integration API

Yes

6.27.2 Azure SQL DB OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prerequisite

Network Connectivity

Open the outbound TCP port 1433 to Azure SQL DB (default).

Note: Azure SQL DB instances can listen on non-standard ports. Open the appropriate outbound TCP

ports from the Alation server.
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Service Account

Currently, only SQL authentication has been certified for this data source type by Alation. Kerberos authentication,

NTLM, and SSL support will be certified with upcoming connector versions.

For SQL authentication, create a service account for Alation on the master database.

Example:

CREATE LOGIN [login_value] WITH PASSWORD = [password];

CREATE USER [service_account] FOR LOGIN [login_value];

Create the corresponding user account in Azure SQL DB.

Example:

CREATE USER [login_name] FOR LOGIN [login_name];

Permissions for Metadata Extraction

Grant the service account the VIEW DEFINITION rights on all schemas you want to extract into the data catalog. This

permission allows Alation to extract schema, table, and view metadata.

Example:

GRANT VIEW DEFINITION ON SCHEMA :: schema_name TO [login_name];

Permissions for Sampling and Profiling

If you want to use sampling and profiling, grant the SELECT rights on schemas and tables you want to retrieve samples

from.

Permissions for Query Log Ingestion

For query log ingestion, the service account requires the CONTROL permission to access the sys.fn_get_audit_file

file. See the details in Query Log Ingestion below.

Example:

GRANT CONTROL TO [login_name];

JDBC URI

Minimal Format

sqlserver://<hostname_or_ip>:<port>
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Example

sqlserver://test-101303.database.windows.net:1433;

Incremental MDE from Compose

When users create tables and views in Compose, Alation triggers a background extraction job to make the new table and

view objects available in the catalog. As a result, users will see the corresponding table or view metadata in the data

catalog without re-running MDE on the Settings page of the data source.

Azure SQL DB does not allow the database name in the CREATE VIEW queries. For the incremental MDE from

Compose to work, add the database name as the database parameter to the JDBC URI.

Format

sqlserver://<hostname_or_ip_address>:<port_number>;database=<database_name>;

Example

sqlserver://tf-test-101303.database.windows.net:1433;database=SqlServerAzDB_1;

Note: If the main connection URI does not include the database name, however, in Compose users add the database

name to their Compose connection URI, incremental MDE from Compose will fail with exception.

Configuration in Alation

STEP 1: Install the Connector

Alation On-Prem

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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Alation Cloud Service

Note: On Alation Service Cloud instances, Alation Connector Manager is available by default.

1. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure an New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Azure SQL DB OCF Connector.

Access Tab

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:
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By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Datasource Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Enable SSL Not supported yet

Enable Kerberos Authentication Not supported yet

Keytab Not supported yet

Enable NTLM Not supported yet
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Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The default queries that this connector uses to extract metadata can be found in Extraction Queries for Azure SQL DB.

You can customize these queries to adjust the extraction to your specific needs.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Note: User impersonation in Compose with a kerberized account is not supported yet.

Creating Tables and Views in Compose

To ensure the successful incremental MDE from Compose, use fully qualified table names when creating tables. For

Alation to incrementally extract views created in Compose, both the service account connection JDBC URI and the

Compose connection URI should include the database parameter. For more information on the URI format, see JDBC

URI above.

Example SQL for CREATE TABLE:

CREATE TABLE <DATABASE>.<SCHEMA>.<TABLE> ({column properties});

Example SQL for CREATE VIEW:
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USE <DATABASE>;

CREATE VIEW <SCHEMA>.<VIEW> AS {view condition};

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

The Azure SQL DB data source supports custom query-based query log ingestion (QLI). QLI requires that auditing

should be enabled in Azure.

Important: To use the QLI functionality, ensure that the service account has the CONTROL permis-

sion as it needs to access the sys.fn_get_audit_file. For details, refer to the corresponding Azure

documentation: sys.fn_get_audit_file (Transact-SQL).

Enable Auditing in Azure

To enable auditing in Azure:

1. Log in to the Azure portal and navigate to your Azure resource.

2. Click on Auditing under Security.

3. Switch Enable Azure SQL Auditing to ON.

4. Select the Storage checkbox.

5. Select your Subscription.

6. Select a storage account. The storage account is a container to store the audit files. We recommend creating a new

storage account for Alation. Select general purpose v1 as account kind.

7. Expand Advanced properties.

8. Set the appropriate retention period. For example, you can change the retention period to 1. This assumes that

Alation ingests audit files daily—ensure that you select the corresponding configuration in the data source settings

in Alation.

• With the retention period set to 1, Azure will log one day of query data in the storage. When configuring

query log ingestion in Alation, set the automatic QLI to run daily to ingest this batch of query history. We

recommend a low value for the retention period to avoid filling up the storage account with logs and to

reduce the cost for the resource. Keeping this number as low as possible also helps reduce the amount of

logs to retrieve into Alation per each query log ingestion job.

• If the retention period is set to 0, Azure will store the logs until they get manually deleted (0 is indefinite

storage). This is not a recommended setting.

9. Click on Save. Auditing is now enabled and audited data will be streamed to a binary flat file format (.xel).

Note: The .xel file is stored in the container that was selected in step 6.
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Configure QLI in Alation

QLI can be configured on the Query Log Ingestion tab of the data source Settings page. The template for the QLI

query is given below. You can customize it by adding, removing, or changing the filter, but the columns and their aliases

must remain as is since Alation expects this query structure.

Note:

• When using the example below, substitute the placeholder <container_URI> with the container

URI you find in your container properties, for example: https://testaccountvipra.blob.core.

windows.net/sqldbauditlogs/my_database/.

• Do not substitute the STARTTIME and ENDTIME parameters in the WHERE filter. These parameters

are not actual column names and should stay as is. They are expected by the connector and will be

substituted with the start and end date of the QLI range selected in the user interface when QLI is run

manually or on schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, specify the QLI query.

3. Click Save.

QLI Query Template

SELECT

server_principal_name as userName,

event_time as startTime,

[statement] as queryString,

session_id as sessionId,

event_time as sessionStartTime,

duration_milliseconds as milliSeconds,

'N' as cancelled,

database_name as defaultDatabases

FROM sys.fn_get_audit_file('<container_URI>', default, default)

WHERE event_time BETWEEN (STARTTIME) AND (ENDTIME);

Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.
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5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

Log Location

Refer to Troubleshooting for information about logs.

6.27.3 Extraction Queries for Azure SQL DB

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The default extraction queries for Azure SQL DB are provided below. You can customize them to better suit your

catalog needs. Custom queries can be specified on the Metadata Extraction tab of the data source Settings page under

Metadata Extraction Queries. You can customize all or some of the queries.

Catalog

Ensure that your query has a column labelled as CATALOG in the SELECT list.

SELECT NAME AS 'CATALOG'

FROM

sys.databases

WHERE NAME NOT IN ('''')

AND NAME NOT IN ('msdb' , 'model' , 'resource' , 'tempdb');

Schema

Ensure that your query has columns labelled as CATALOG, SCHEMA in the SELECT list.

SELECT

CATALOG_NAME AS 'CATALOG',

SCHEMA_NAME AS 'SCHEMA'

FROM

INFORMATION_SCHEMA.SCHEMATA

WHERE SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT IN

( 'sys' , 'guest' , 'INFORMATION_SCHEMA' ,

'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');
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Table

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, TABLE_TYPE, REMARKS in the SELECT

list.

SELECT

t.NAME AS TABLE_NAME,

t.CREATE_DATE AS CREATED_DATE,

t.MODIFY_DATE AS ALTER_TIME,

s.NAME AS 'SCHEMA',

SUM(a.USED_PAGES) AS TABLE_SIZE,

CASE

WHEN t.TYPE='AF' THEN 'Aggregate function (CLR)'

WHEN t.TYPE='C' THEN 'CHECK constraint'

WHEN t.TYPE='D' THEN 'DEFAULT (constraint or stand-alone)'

WHEN t.TYPE='F' THEN 'FOREIGN KEY constraint'

WHEN t.TYPE='FN' THEN 'SQL scalar function'

WHEN t.TYPE='FS' THEN 'Assembly (CLR) scalar-function'

WHEN t.TYPE='FT' THEN 'Assembly (CLR) table-valued function'

WHEN t.TYPE='IF' THEN 'SQL inline table-valued function'

WHEN t.TYPE='IT' THEN 'INTERNAL TABLE'

WHEN t.TYPE='P' THEN 'SQL Stored Procedure'

WHEN t.TYPE='PC' THEN 'Assembly (CLR) stored-procedure'

WHEN t.TYPE='PG' THEN 'Plan guide'

WHEN t.TYPE='PK' THEN 'PRIMARY KEY constraint'

WHEN t.TYPE='R' THEN 'Rule (old-style, stand-alone)'

WHEN t.TYPE='RF' THEN 'Replication-filter-procedure'

WHEN t.TYPE='S' THEN 'SYSTEM TABLE'

WHEN t.TYPE='SN' THEN 'Synonym'

WHEN t.TYPE='SO' THEN 'Sequence object'

WHEN t.TYPE='U' THEN 'TABLE'

WHEN t.TYPE='V' THEN 'VIEW'

WHEN t.TYPE='EC' THEN 'Edge constraint'

WHEN t.TYPE='SQ' THEN 'Service queue'

WHEN t.TYPE='TA' THEN 'Assembly (CLR) DML trigger'

WHEN t.TYPE='TF' THEN 'SQL table-valued-function'

WHEN t.TYPE='TR' THEN 'SQL DML trigger'

WHEN t.TYPE='TT ' THEN 'Table type'

WHEN t.TYPE='UQ' THEN 'UNIQUE constraint'

WHEN t.TYPE='X' THEN 'Extended stored procedure'

ELSE t.TYPE

END AS 'TABLE_TYPE',

CONVERT(VARCHAR(MAX), SEP.VALUE) AS REMARKS,

DB_NAME() AS 'CATALOG'

FROM

sys.objects t

LEFT OUTER JOIN sys.indexes i

ON t.OBJECT_ID = i.OBJECT_ID

LEFT OUTER JOIN sys.partitions p

ON i.OBJECT_ID = p.OBJECT_ID

AND i.INDEX_ID = p.INDEX_ID

LEFT OUTER JOIN sys.allocation_units a

ON p.PARTITION_ID = a.CONTAINER_ID

(continues on next page)
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LEFT OUTER JOIN sys.schemas s

ON t.SCHEMA_ID = s.SCHEMA_ID

LEFT JOIN sys.extended_properties SEP

ON t.OBJECT_ID = SEP.MAJOR_ID

AND SEP.minor_id = 0

AND SEP.name = 'MS_Description'

WHERE s.NAME NOT IN

( 'sys' , 'guest' , 'INFORMATION_SCHEMA' , 'db_accessadmin' ,

'db_backupoperator' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin',

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables')

AND s.NAME NOT IN ('''')

AND t.type IN('U')

GROUP BY

t.NAME,

s.NAME,

p.ROWS,

t.CREATE_DATE,

t.MODIFY_DATE,

t.TYPE ,

SEP.VALUE;

View

Ensure your query has columns labelled as CATALOG, SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, 'VIEW' AS

VIEW_TYPE, REMARKS in the SELECT list.

SELECT

TABLE_CATALOG AS 'CATALOG',

TABLE_SCHEMA AS 'SCHEMA',

TABLE_NAME AS 'VIEW_NAME',

VIEW_DEFINITION AS 'VIEW_CREATE_STATEMENT',

'VIEW' AS 'VIEW_TYPE',

SEP.VALUE AS 'REMARKS'

FROM INFORMATION_SCHEMA.VIEWS

LEFT JOIN sys.extended_properties SEP

ON OBJECT_ID(TABLE_NAME) = SEP.MAJOR_ID

AND SEP.minor_id = 0

AND SEP.name = 'MS_Description'

WHERE TABLE_SCHEMA NOT IN ('''')

AND TABLE_SCHEMA NOT IN ( 'sys' , 'guest' , 'INFORMATION_SCHEMA' ,

'db_accessadmin' , 'db_backupoperator' , 'db_datareader' ,

'db_datawriter' , 'db_ddladmin' , 'db_denydatareader' ,

'db_denydatawriter' , 'db_owner' , 'db_securityadmin' ,

'mdw' , 'ssisdb' , 'pdw' , 'QTables');
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Column

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME,

ORDINAL_POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT in the SELECT list.

SELECT

t.NAME as TABLE_NAME,

SCHEMA_NAME(schema_id) AS 'SCHEMA',

c.name AS COLUMN_NAME,

c.max_length AS MAX_LENGTH,

c.precision AS PRECISION,

c.scale AS SCALE,

DB_NAME() AS 'CATALOG',

TYPE_NAME(c.user_type_id) AS TYPE_NAME,

TYPE_NAME(c.user_type_id) AS DATA_TYPE,

c.column_id AS ORDINAL_POSITION,

CONVERT(varchar(max), sep.value) AS REMARKS,

NULL AS COLUMN_DEF,

CASE

WHEN c.is_nullable=1 THEN 'true'

ELSE 'false'

END AS IS_NULLABLE,

NULL AS COLUMN_DEFAULT

FROM

sys.tables AS t

INNER JOIN sys.columns c

ON t.OBJECT_ID = c.OBJECT_ID

LEFT JOIN sys.extended_properties sep

ON t.object_id = sep.major_id

AND c.column_id = sep.minor_id

AND sep.name = 'MS_Description'

WHERE SCHEMA_NAME (t.schema_id) NOT IN ('''')

AND SCHEMA_NAME (t.schema_id) NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables')

UNION

SELECT

t.NAME AS TABLE_NAME,

SCHEMA_NAME(schema_id) AS 'SCHEMA',

c.name AS COLUMN_NAME,

c.max_length AS MAX_LENGTH,

c.precision AS PRECISION,

c.scale AS SCALE,

DB_NAME() AS 'CATALOG',

TYPE_NAME(c.user_type_id) AS TYPE_NAME,

TYPE_NAME(c.user_type_id) AS DATA_TYPE,

c.column_id AS ORDINAL_POSITION,

NULL AS REMARKS,

NULL AS COLUMN_DEF,

CASE

WHEN c.is_nullable=1 THEN 'true'

(continues on next page)
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ELSE 'false'

END AS IS_NULLABLE,

NULL as COLUMN_DEFAULT

FROM

sys.views AS t

INNER JOIN sys.columns c

ON t.OBJECT_ID = c.OBJECT_ID

WHERE SCHEMA_NAME (t.schema_id) NOT IN ('''')

AND SCHEMA_NAME (t.schema_id) NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

Synonym

Ensure your query has columns labeled as SYNONYM_CATALOG, SYNONYM_SCHEMA, SYNONYM_NAME, TABLE_CATALOG,

TABLE_SCHEMA, TABLE_NAME, REMARKS in the SELECT list. The fully qualified name for the synonym base table is

required.

SELECT

DB_NAME() AS SYNONYM_CATALOG,

SCHEMA_NAME(schema_id) AS SYNONYM_SCHEMA,

NAME AS SYNONYM_NAME,

COALESCE (PARSENAME (base_object_name, 3),

DB_NAME (DB_ID ())) AS TABLE_CATALOG,

PARSENAME (base_object_name, 1) AS TABLE_NAME,

COALESCE (PARSENAME (base_object_name, 2),

SCHEMA_NAME (SCHEMA_ID ())) AS TABLE_SCHEMA,

CREATE_DATE,

MODIFY_DATE,

IS_PUBLISHED,

BASE_OBJECT_NAME,

object_id AS SYN_OBJECT_ID,

OBJECT_ID(BASE_OBJECT_NAME) AS BASE_OBJECT_ID,

'' AS 'REMARKS'

FROM

sys.synonyms

WHERE HAS_PERMS_BY_NAME ( BASE_OBJECT_NAME, N'OBJECT', N'SELECT' )= 1

AND SCHEMA_NAME(schema_id) NOT IN ('''')

AND SCHEMA_NAME(schema_id) NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' ,

'db_backupoperator' , 'db_datareader' , 'db_datawriter' ,

'db_ddladmin' , 'db_denydatareader' , 'db_denydatawriter' ,

'db_owner' , 'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' ,

'QTables');
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Primary Key

Ensure your query has columns labeled as CATALOG, SCHEMA, TABLE_NAME, COLUMN_NAME in the SELECT list.

SELECT

KCU.TABLE_CATALOG AS 'CATALOG',

KCU.TABLE_NAME AS 'TABLE_NAME',

KCU.COLUMN_NAME AS 'COLUMN_NAME',

KCU.TABLE_SCHEMA AS 'SCHEMA'

FROM

INFORMATION_SCHEMA.TABLE_CONSTRAINTS TC

JOIN INFORMATION_SCHEMA.KEY_COLUMN_USAGE KCU

ON KCU.CONSTRAINT_SCHEMA = TC.CONSTRAINT_SCHEMA

AND KCU.CONSTRAINT_NAME = TC.CONSTRAINT_NAME

AND KCU.TABLE_SCHEMA = TC.TABLE_SCHEMA

AND KCU.TABLE_NAME = TC.TABLE_NAME

WHERE TC.CONSTRAINT_TYPE = 'PRIMARY KEY'

AND KCU.TABLE_SCHEMA NOT IN ('''')

AND KCU.TABLE_SCHEMA NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin',

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

Foreign Key

Ensure your query has columns labeled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_CATALOG, FK_-

SCHEMA, FK_TABLE, FK_COLUMN in the SELECT list.

SELECT

KF.TABLE_CATALOG AS FK_CATALOG

, KP.TABLE_CATALOG AS PK_CATALOG

, RC.CONSTRAINT_NAME FK_NAME

, KF.TABLE_SCHEMA FK_SCHEMA

, KF.TABLE_NAME FK_TABLE

, KF.COLUMN_NAME FK_COLUMN

, RC.UNIQUE_CONSTRAINT_NAME PK_NAME

, KP.TABLE_SCHEMA PK_SCHEMA

, KP.TABLE_NAME PK_TABLE

, KP.COLUMN_NAME PK_COLUMN

FROM INFORMATION_SCHEMA.REFERENTIAL_CONSTRAINTS RC

JOIN INFORMATION_SCHEMA.KEY_COLUMN_USAGE KF

ON RC.CONSTRAINT_NAME = KF.CONSTRAINT_NAME

JOIN INFORMATION_SCHEMA.KEY_COLUMN_USAGE KP

ON RC.UNIQUE_CONSTRAINT_NAME = KP.CONSTRAINT_NAME

JOIN INFORMATION_SCHEMA.TABLE_CONSTRAINTS TC

ON KP.CONSTRAINT_SCHEMA = TC.CONSTRAINT_SCHEMA

WHERE TC.CONSTRAINT_TYPE ='FOREIGN KEY'

AND KF.TABLE_SCHEMA NOT IN ('''')

AND KF.TABLE_SCHEMA NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin',

(continues on next page)
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'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

Function

Ensure your query has columns labelled as CATALOG, SCHEMA, FUNCTION_NAME, REMARKS in the SELECT list.

SELECT

SPECIFIC_CATALOG AS 'CATALOG',

SPECIFIC_NAME AS FUNCTION_NAME,

SPECIFIC_SCHEMA AS 'SCHEMA',

NULL AS REMARKS

FROM

INFORMATION_SCHEMA.ROUTINES

WHERE SPECIFIC_SCHEMA NOT IN ('''')

AND SPECIFIC_SCHEMA NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

Function Definition

Ensure your query has columns labelled as CATALOG, SCHEMA, FUNCTION_NAME, ARG_NAME, TYPE_NAME, ARG_TYPE,

ARG_DEF,COLUMN_TYPE in the SELECT list.

SELECT

DB_NAME() AS 'CATALOG',

isr.SPECIFIC_SCHEMA AS 'SCHEMA',

isr.SPECIFIC_NAME AS 'FUNCTION_NAME',

isr.ROUTINE_DEFINITION AS 'ARG_DEF',

isp.DATA_TYPE AS 'TYPE_NAME',

isp.DATA_TYPE AS 'ARG_TYPE',

CASE isp.PARAMETER_NAME

WHEN NULL THEN '@RETURN_VALUE'

WHEN '' THEN '@RETURN_VALUE'

ELSE isp.PARAMETER_NAME

END AS 'ARG_NAME',

CASE WHEN (isp.PARAMETER_MODE = 'OUT' AND isp.IS_RESULT = 'YES') THEN 5

WHEN (isp.PARAMETER_MODE = 'OUT' AND isp.IS_RESULT = 'NO') THEN 4

WHEN (isp.PARAMETER_MODE = 'IN' AND isp.IS_RESULT = 'NO') THEN 1

ELSE 3

END AS COLUMN_TYPE

FROM INFORMATION_SCHEMA.ROUTINES AS isr

JOIN sys.objects AS so

ON (type_desc LIKE '%FUNCTION%' OR type_desc LIKE '%PROCEDURE%')

AND so.name = isr.specific_name

JOIN INFORMATION_SCHEMA.PARAMETERS AS isp

ON isp.SPECIFIC_SCHEMA = isr.SPECIFIC_SCHEMA

AND isp.SPECIFIC_NAME = isr.SPECIFIC_NAME

(continues on next page)
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WHERE isr.SPECIFIC_SCHEMA NOT IN ('''')

AND isr.SPECIFIC_SCHEMA NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables')

UNION

SELECT

DB_NAME() AS 'CATALOG',

isr.SPECIFIC_SCHEMA AS 'SCHEMA',

isr.SPECIFIC_NAME AS 'FUNCTION_NAME',

isr.ROUTINE_DEFINITION AS 'ARG_DEF',

isp.DATA_TYPE AS 'TYPE_NAME',

isp.DATA_TYPE AS 'ARG_TYPE',

'@RETURN_VALUE' AS 'ARG_NAME',

5 AS COLUMN_TYPE

FROM INFORMATION_SCHEMA.ROUTINES AS isr

JOIN sys.objects AS so

ON (type_desc LIKE '%FUNCTION%' OR type_desc LIKE '%PROCEDURE%')

AND so.name = isr.specific_name

JOIN INFORMATION_SCHEMA.PARAMETERS AS isp

ON isp.SPECIFIC_SCHEMA = isr.SPECIFIC_SCHEMA

AND isp.SPECIFIC_NAME = isr.SPECIFIC_NAME

AND NOT EXISTS(

SELECT

1

FROM INFORMATION_SCHEMA.PARAMETERS AS isp

WHERE isp.IS_RESULT = 'YES'

AND isp.SPECIFIC_NAME = isr.SPECIFIC_NAME

AND isp.SPECIFIC_SCHEMA = isr.SPECIFIC_SCHEMA)

WHERE isr.SPECIFIC_SCHEMA NOT IN ('''')

AND isr.SPECIFIC_SCHEMA NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

Index

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, COLUMN_NAME, INDEX_NAME, TYPE,

ORDINAL_POSITION in the SELECT list.

SELECT

DB_NAME() AS 'CATALOG',

SCHEMA_NAME(t.schema_id) AS 'SCHEMA',

t.name AS TABLE_NAME,

COL_NAME(ic.object_id, ic.column_id) AS COLUMN_NAME,

i.name AS INDEX_NAME,

i.type_desc AS TYPE,

i.filter_definition AS FILTER_CONDITION,

NULL AS ASC_OR_DESC,

(continues on next page)
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ic.key_ordinal AS ORDINAL_POSITION

FROM

sys.indexes as i

INNER JOIN sys.index_columns AS ic

ON i.object_id = ic.object_id

AND i.index_id = ic.index_id

LEFT OUTER JOIN sys.objects t

ON t.OBJECT_ID = i.OBJECT_ID

WHERE SCHEMA_NAME (t.schema_id) NOT IN ('''')

AND SCHEMA_NAME (t.schema_id) NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

6.28 Azure Synapse Analytics OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install, configure, and use the OCF connector for Azure Synapse

Analytics.

6.28.1 Azure Synapse Analytics OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

January 24, 2024

Azure Synapse Analytics OCF Connector: Version 1.2.5

Fixed Issues

Metadata Extraction Fails With Generic Error

Metadata Extraction fails with the following generic error instead of a specific error message informing the exact issue:

java.util.MissingFormatArgumentException: Format specifier ‘%s’
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6.28.2 Azure Synapse Analytics OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF Connector for Azure Synapse Analytics was developed by Alation and is available as a Zip file that can be

uploaded and installed in the Alation application. The connector is compiled together with the required database driver,

so no additional effort is needed to procure and install the driver.

To download the Azure Synapse Analytics OCF connector package, go to the Alation Connector Hub available from the

Customer Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to

the Customer Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal,

contact Alation Support.

This connector should be used to catalog data resources under Azure Synapse Analytics as data sources in Alation. The

connector catalogs metadata from dedicated SQL pools and serverless SQL pools, such as databases, schemas, tables,

columns, views, and functions.

Note: Serverless SQL pools are supported starting with connector version 1.1.0.

After the metadata is extracted, it is represented in the data catalog as a hierarchy of catalog pages under

the parent data source. Alation users can leverage the full catalog functionality to search for and find the

extracted metadata, curate the corresponding catalog pages, create documentation about the data source,

and exchange information about it.

Team

You may need the assistance of your DBA to configure this data source.

• Azure Synapse Administrator

– Creates a service account for Alation

– Provides a JDBC URI to access metadata

– Provides access to data resources to extract metadata

– Enables auditing for QLI

• Alation Administrator

– Installs the connector

– Creates and configures an Azure Synapse Analytics data source in the catalog

Scope

The table below shows which metadata objects are extracted by the connector and which operations are supported.

Feature Scope Availability

Authentication

Basic authentication Authentication with a service ac-

count created on the database that

uses a username and password

Yes

continues on next page
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Feature Scope Availability

Azure AD Authentication with an Azure AD

user account (Azure username and

password)

Yes

Kerberos Authentication via Kerberos V5 Pro-

tocol

No

NTLM Authentication via NTLM protocol No

Metadata extraction (MDE)

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

Yes

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables

Extraction of external tables is not

supported for dedicated SQL pools.

For serverless pools, only external

tables are supported.

Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments No

Primary keys Primary key information for ex-

tracted tables

No

Foreign keys Foreign key information for extracted

tables

No

Functions Function metadata Yes

Function definitions Function definition metadata Yes

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query log ingestion (QLI)

Table-based QLI Ingestion of query history based on

a table or view that contains query

history data

Yes

continues on next page
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Table 5 – continued from previous page

Feature Scope Availability

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

For lineage to be generated for

views, Alation expects fully qualified

table names in view definitions:

<database_name>.<schema_-

name>.<table_name>

Yes

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose via Agent is supported

from connector version 1.2.0.4838.

Yes

Basic authentication in Compose Authentication in Compose with a

username and password

Yes

SSO authentication in Compose Authentication in Compose with

SSO credentials

No

6.28.3 Azure Synapse OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Configuration

Ports

Open outbound TCP port 1433 to Azure Synapse Analytics (default).

Azure Synapse Analytics can listen on non-standard ports. If you connect Alation to an Azure Synapse Analytics

instance, then open the appropriate outbound TCP ports from the Alation server.
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Connectivity

You may need to whitelist the Alation IP address on your Azure portal if the connectivity test from Alation is unsuccessful.

Service Account

For SQL authentication, create a service account for Alation on the master database and grant it the required permissions.

Example:

CREATE LOGIN [login_value] WITH PASSWORD = [password];

CREATE USER [service_account] FOR LOGIN [login_value];

If using an Azure AD account, grant the required permissions to the AD account.

Note: The connector does not support authenticating with an Azure service principal in Azure AD

(Microsoft Entra ID). Use an AD user account.

Permissions for Metadata Extraction, Sampling, and Profiling

Grant the service account read access on all databases that you want extracted into the catalog. Read access is also

enough for sampling and profiling.

Dedicated SQL Pool

EXEC sp_addrolemember 'db_datareader', '<alation_service_account>'

Note: Refer to Azure documentation for details on database-level roles, for example: Database-level roles.

Serverless SQL Pool

ALTER ROLE db_datareader ADD member '<alation_service_account>';

For sampling and profiling of external tables and views on top of external tables, the service account or—in case of

dynamic profiling— individual users require access to the files under the storage account. For more information about

access to storage accounts, refer to Control storage account access for serverless SQL pool.

On both dedicated and serverless pools, additionally grant the service account the VIEW DEFINITION permissions for

Alation to extract view definitions for views:

GRANT VIEW DEFINITION TO <alation_service_account>;
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Permissions for Query Log Ingestion

For query log ingestion, the service account requires access to the sys.fn_get_audit_file file. The configuration

details are available in Query Log Ingestion below.

Dedicated SQL Pool

For QLI from a dedicated SQL pool, the service account needs the CONTROL permission to access the audit file.

GRANT CONTROL TO <alation_service_account>;

Serverless SQL Pool

For QLI from a serverless SQL pool, the service account needs the CONTROL SERVER permission to access the audit

file.

GRANT CONTROL SERVER TO <alation_service_account>;

JDBC URI

Format

For both SQL authentication and Azure AD username and password authentication, use the following format:

sqlserver://<hostname_or_ip>:<port>

Authentication with an Azure AD account does not require any additional parameters in the URI.

Note: In Azure Portal, the JDBC URL for a resource under Azure Synapse can be found in the resource

properties. Alation only requires the hostname and port information and, optionally, the database name.

The full URL should not be used.

With the JDBC URI in this format, Alation will extract schemas from all data resources under Synapse Analytics that

the service account has been granted access to. You can optionally include the database parameter if you want to

extract metadata from one specific data resource only.

Examples

Dedicated SQL Pool

sqlserver://test99443.sql.azuresynapse.net:1433

sqlserver://test99443.sql.azuresynapse.net:1433;database=test99443
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Serverless SQL Pool

sqlserver://synaptestal102416adity22-ondemand.sql.azuresynapse.net:1433

sqlserver://synaptestal102416-ondemand.sql.azuresynapse.net:1433;database=test1

Configuration in Alation

STEP 1: Install the Connector

Alation On-Prem

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Service Cloud instances, Alation Connector Manager is available by default.

1. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.
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Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Synapse OCF Connector.

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Configure the connection on the General Settings tab.

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.
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Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Azure

Active Di-

rectory

Select this checkbox if you are using an Azure AD account to authenticate on the database. No

additional parameters are required in the URI when you select the checkbox.

Username Specify the service account username.

Password Specify the service account password.

Enable SSL Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link below.

Truststore

Password

Specify the password for the SSL certificate.

Note:

The password will be deleted if the data source connection is deleted.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The default queries that the connector uses to extract metadata can be found in Extraction Queries for Azure Synapse

Analytics. You can customize these queries to adjust the extraction to your needs.
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Incremental Extraction from Compose

After creating tables in Compose, users will see the new table information on the respective catalog page without

re-running MDE.

Compose users should use fully qualified names when creating tables to ensure the successful incremental extraction,

for example:

CREATE TABLE [DATABASE_NAME].[SCHEMA_NAME].[TABLE_NAME] ({column properties});

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Compose

To connect to Synapse Analytics in Compose, Compose users must ensure that a valid database name is included in the

Compose URI in this format:

sqlserver://<hostname_or_ip_address>:<port_number>;database=<DB_Name>

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Query Log Ingestion

The Azure Synapse Analytics data source supports table-based and custom query-based QLI. Both types of QLI require

that auditing should be enabled in Azure.

Important: If using the QLI functionality, ensure that the service account has the CONTROL permis-

sion as it needs to access the sys.fn_get_audit_file. For details, refer to the corresponding Azure

documentation: sys.fn_get_audit_file (Transact-SQL).

Enable Auditing for Azure Synapse

To enable auditing in Azure:

1. Log in to the Azure portal and navigate to your Azure resource.

2. Click on Auditing under Security.

3. Switch Enable Azure SQL Auditing to ON.

4. Select the Storage checkbox.

5. Select your Subscription.

6. Select a storage account. The storage account is a container to store the audit files. We recommend creating a new

storage account for Alation. Select general purpose v1 as account kind.

7. Expand Advanced properties.

8. Set the appropriate retention period. For example, you can change the retention period to 1. This assumes that

Alation ingests audit files daily—ensure that you select the corresponding configuration in the data source settings

in Alation.
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• With the retention period set to 1, Azure will log one day of query data in the storage. When configuring

query log ingestion in Alation, set the automatic QLI to run daily to ingest this batch of query history. We

recommend a low value for the retention period to avoid filling up the storage account with logs and to

reduce the cost for the resource. Keeping this number as low as possible also helps reduce the amount of

logs to retrieve into Alation per each query log ingestion job.

• If the retention period is set to 0, Azure will store the logs until they get manually deleted (0 is indefinite

storage). This is not a recommended setting.

9. Click on Save. Auditing is now enabled and audited data will be streamed to a binary flat file format (.xel).

Note: The .xel file is stored in the container that was selected in step 6.

Table-Based QLI

To go with the table-based QLI option, you will need to create a view on your database to store the query history data.

Use the query format given below to create a view in Azure Synapse Analytics to use for QLI. The view name must be

in the following format: <schema>.<view>.

Note: Substitute the placeholder <container_URI> with the container URI you find in your container

properties, for example:

https://testaccount.blob.core.windows.net/sqldbauditlogs/my_database/

CREATE VIEW <schema>.<view> AS

SELECT

server_principal_name as userName,

event_time as startTime,

[statement] as queryString,

session_id as sessionID,

event_time as sessionStartTime,

duration_milliseconds as milliseconds,

'N' as cancelled,

database_name as defaultDatabases

FROM sys.fn_get_audit_file('<container_URI>', default, default);

In Alation, on the Query Log Ingestion tab of the data source settings, specify the name of the table or view in which

the query logs are available in the Table Name field. Make sure that the service account has the permissions to access

this table or view.

Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for custom query-based QLI, Alation will query the system table storing query

history or the table you’ve created to enable QLI every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the QLI

table.
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The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since the connector expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE

filter. These parameters are not actual column names and should stay as is. They are expected by the connector and will

be substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on

schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.

QLI Query Template

When using the SQL below, substitute the placeholder <container_URI> with the container URI you find in your

container properties, for example: https://testaccountvipra.blob.core.windows.net/sqldbauditlogs/

my_database/.

SELECT

server_principal_name as userName,

event_time as startTime,

[statement] as queryString,

session_id as sessionID,

event_time as sessionStartTime,

duration_milliseconds as milliseconds,

'N' as cancelled,

database_name as defaultDatabases

FROM sys.fn_get_audit_file('<container_URI>', default, default)

WHERE event_time BETWEEN (STARTTIME) AND (ENDTIME);

Automated and Manual QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.
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Note: The hourly schedule for automated QLI is not supported.

Log Location

Refer to Troubleshooting for information about logs.

6.28.4 Extraction Queries for Azure Synapse Analytics

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The default extraction queries for the Azure Synapse data source are provided below. You can customize them to better

suit your catalog needs. Custom queries can be specified on the Metadata Extraction tab of the data source Settings

page under Metadata Extraction Queries.You can customize all or some of the queries.

Catalog

Ensure that your query has a column labelled as CATALOG in the SELECT list.

SELECT NAME AS 'CATALOG'

FROM

sys.databases

WHERE NAME NOT IN ('''')

AND NAME NOT IN ('msdb' , 'model' , 'resource' , 'tempdb');

Schema

Ensure that your query has columns labelled as CATALOG, SCHEMA in the SELECT list.

SELECT

CATALOG_NAME AS 'CATALOG',

SCHEMA_NAME AS 'SCHEMA'

FROM

INFORMATION_SCHEMA.SCHEMATA

WHERE SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT IN

( 'sys' , 'guest' , 'INFORMATION_SCHEMA' ,

'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');
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Table

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, TABLE_TYPE, REMARKS in the SELECT

list.

SELECT

t.NAME AS TABLE_NAME,

t.CREATE_DATE AS CREATED_DATE,

t.MODIFY_DATE AS ALTER_TIME,

s.NAME AS 'SCHEMA',

CASE

WHEN t.TYPE='AF' THEN 'Aggregate function (CLR)'

WHEN t.TYPE='C' THEN 'CHECK constraint'

WHEN t.TYPE='D' THEN 'DEFAULT (constraint or stand-alone)'

WHEN t.TYPE='F' THEN 'FOREIGN KEY constraint'

WHEN t.TYPE='FN' THEN 'SQL scalar function'

WHEN t.TYPE='FS' THEN 'Assembly (CLR) scalar-function'

WHEN t.TYPE='FT' THEN 'Assembly (CLR) table-valued function'

WHEN t.TYPE='IF' THEN 'SQL inline table-valued function'

WHEN t.TYPE='IT' THEN 'INTERNAL TABLE'

WHEN t.TYPE='P' THEN 'SQL Stored Procedure'

WHEN t.TYPE='PC' THEN 'Assembly (CLR) stored-procedure'

WHEN t.TYPE='PG' THEN 'Plan guide'

WHEN t.TYPE='PK' THEN 'PRIMARY KEY constraint'

WHEN t.TYPE='R' THEN 'Rule (old-style, stand-alone)'

WHEN t.TYPE='RF' THEN 'Replication-filter-procedure'

WHEN t.TYPE='S' THEN 'SYSTEM TABLE'

WHEN t.TYPE='SN' THEN 'Synonym'

WHEN t.TYPE='SO' THEN 'Sequence object'

WHEN t.TYPE='U' THEN 'TABLE'

WHEN t.TYPE='V' THEN 'VIEW'

WHEN t.TYPE='EC' THEN 'Edge constraint'

WHEN t.TYPE='SQ' THEN 'Service queue'

WHEN t.TYPE='TA' THEN 'Assembly (CLR) DML trigger'

WHEN t.TYPE='TF' THEN 'SQL table-valued-function'

WHEN t.TYPE='TR' THEN 'SQL DML trigger'

WHEN t.TYPE='TT' THEN 'Table type'

WHEN t.TYPE='UQ' THEN 'UNIQUE constraint'

WHEN t.TYPE='X' THEN 'Extended stored procedure'

ELSE t.TYPE

END AS 'TABLE_TYPE',

CONVERT(VARCHAR(MAX),SEP.VALUE) AS REMARKS,

DB_NAME() AS 'CATALOG'

FROM

sys.objects t

LEFT OUTER JOIN sys.indexes i

ON t.OBJECT_ID = i.OBJECT_ID

LEFT OUTER JOIN sys.partitions p

ON i.OBJECT_ID = p.OBJECT_ID

AND i.INDEX_ID = p.INDEX_ID

LEFT OUTER JOIN sys.schemas s

ON t.SCHEMA_ID = s.SCHEMA_ID

LEFT JOIN sys.extended_properties SEP

(continues on next page)

6.28. Azure Synapse Analytics OCF Connector 1271



Alation User Guide

(continued from previous page)

ON t.OBJECT_ID = SEP.MAJOR_ID

AND SEP.minor_id = 0

AND SEP.name = 'MS_Description'

WHERE s.NAME NOT IN ( 'sys' , 'guest' , 'INFORMATION_SCHEMA' ,

'db_accessadmin' , 'db_backupoperator' , 'db_datareader' ,

'db_datawriter' , 'db_ddladmin' , 'db_denydatareader' ,

'db_denydatawriter' , 'db_owner' , 'db_securityadmin' ,

'mdw' , 'ssisdb' , 'pdw' , 'QTables')

AND s.NAME NOT IN ('''')

AND t.type IN ('U')

GROUP BY

t.NAME,

s.NAME,

p.ROWS,

t.CREATE_DATE,

t.MODIFY_DATE,

t.TYPE ,

SEP.VALUE;

View

Ensure your query has columns labelled as CATALOG, SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, 'VIEW' AS

VIEW_TYPE, REMARKS in the SELECT list.

SELECT

TABLE_CATALOG AS 'CATALOG',

TABLE_SCHEMA AS 'SCHEMA',

TABLE_NAME AS 'VIEW_NAME',

VIEW_DEFINITION AS 'VIEW_CREATE_STATEMENT',

'VIEW' AS 'VIEW_TYPE',

SEP.VALUE AS 'REMARKS'

FROM INFORMATION_SCHEMA.VIEWS

LEFT JOIN sys.extended_properties SEP

ON OBJECT_ID(TABLE_NAME) = SEP.MAJOR_ID

AND SEP.minor_id = 0

AND SEP.name = 'MS_Description'

WHERE TABLE_SCHEMA NOT IN ('''')

AND TABLE_SCHEMA NOT IN ( 'sys' , 'guest' , 'INFORMATION_SCHEMA' ,

'db_accessadmin' , 'db_backupoperator' , 'db_datareader' ,

'db_datawriter' , 'db_ddladmin' , 'db_denydatareader' ,

'db_denydatawriter' , 'db_owner' , 'db_securityadmin' ,

'mdw' , 'ssisdb' , 'pdw' , 'QTables');
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Column

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME,

ORDINAL_POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT in the SELECT list.

SELECT

t.NAME as TABLE_NAME,

SCHEMA_NAME(schema_id) AS 'SCHEMA',

c.name AS COLUMN_NAME,

c.max_length AS MAX_LENGTH,

c.precision AS PRECISION,

c.scale AS SCALE,

DB_NAME() AS 'CATALOG',

CASE WHEN TYPE_NAME(c.user_type_id)='char' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='nchar' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='varchar' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='nvarchar' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='varbinary' THEN (TYPE_NAME(c.user_type_id) + '('

+ CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='decimal' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.max_length AS varchar) + ','+ CAST(c.scale AS varchar)+')')

WHEN TYPE_NAME(c.user_type_id)='numeric' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.max_length AS varchar) + ','+ CAST(c.scale AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='binary' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='datetimeoffset' THEN (TYPE_NAME(c.user_type_id) +

'(' + CAST(c.scale AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='datetime2' THEN (TYPE_NAME(c.user_type_id) + '('

+ CAST(c.scale AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='time' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.scale AS varchar) + ')')

ELSE TYPE_NAME(c.user_type_id)

END AS TYPE_NAME,

TYPE_NAME(c.user_type_id)as DATA_TYPE, c.column_id as ORDINAL_POSITION,

CONVERT(varchar(max), sep.value) AS REMARKS,

NULL as COLUMN_DEF,

CASE WHEN c.is_nullable=1 THEN 'true'

ELSE 'false'

END AS IS_NULLABLE,

NULL AS COLUMN_DEFAULT

FROM

sys.tables AS t

INNER JOIN sys.columns c

ON t.OBJECT_ID = c.OBJECT_ID

LEFT JOIN sys.extended_properties sep

ON t.object_id = sep.major_id

AND c.column_id = sep.minor_id

AND sep.name = 'MS_Description'

WHERE SCHEMA_NAME (t.schema_id) NOT IN ('''')

(continues on next page)
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AND SCHEMA_NAME (t.schema_id) NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables')

UNION

SELECT

t.NAME AS TABLE_NAME,

SCHEMA_NAME(schema_id) AS 'SCHEMA',

c.name AS COLUMN_NAME,

c.max_length AS MAX_LENGTH,

c.precision AS PRECISION,

c.scale AS SCALE,

DB_NAME() AS 'CATALOG',

CASE WHEN TYPE_NAME(c.user_type_id)='char' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='nchar' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='varchar' THEN (TYPE_NAME(c.user_type_id) + '('

+ CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='nvarchar' THEN (TYPE_NAME(c.user_type_id) + '('

+ CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='varbinary' THEN (TYPE_NAME(c.user_type_id) + '(

' + CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='decimal' THEN (TYPE_NAME(c.user_type_id) + '('

+ CAST(c.max_length AS varchar) + ','+ CAST(c.scale AS varchar)+')')

WHEN TYPE_NAME(c.user_type_id)='numeric' THEN (TYPE_NAME(c.user_type_id) + '('

+ CAST(c.max_length AS varchar) + ','+ CAST(c.scale AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='binary' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.max_length AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='datetimeoffset' THEN (TYPE_NAME(c.user_type_id)

+ '(' + CAST(c.scale AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='datetime2' THEN (TYPE_NAME(c.user_type_id) + '(

' + CAST(c.scale AS varchar) + ')')

WHEN TYPE_NAME(c.user_type_id)='time' THEN (TYPE_NAME(c.user_type_id) + '(' +

CAST(c.scale AS varchar) + ')')

ELSE TYPE_NAME(c.user_type_id)

END AS TYPE_NAME,

TYPE_NAME(c.user_type_id)as DATA_TYPE, c.column_id as ORDINAL_POSITION,

CONVERT(varchar(max),sep.value) AS REMARKS,

NULL AS COLUMN_DEF,

CASE WHEN c.is_nullable=1 THEN 'true'

ELSE 'false'

END AS IS_NULLABLE,

NULL AS COLUMN_DEFAULT

FROM

sys.views AS t

INNER JOIN sys.columns c

ON t.OBJECT_ID = c.OBJECT_ID

WHERE SCHEMA_NAME (t.schema_id) NOT IN ('''')

AND SCHEMA_NAME (t.schema_id) NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

(continues on next page)
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'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

Index

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, COLUMN_NAME, INDEX_NAME, TYPE,

ORDINAL_POSITION in the SELECT list.

SELECT

DB_NAME() AS 'CATALOG',

SCHEMA_NAME(t.schema_id) AS 'SCHEMA',

t.name AS TABLE_NAME,

COL_NAME(ic.object_id, ic.column_id) AS COLUMN_NAME,

i.name AS INDEX_NAME,

i.type_desc AS TYPE,

i.filter_definition AS FILTER_CONDITION,

NULL AS ASC_OR_DESC,

ic.key_ordinal AS ORDINAL_POSITION

FROM

sys.indexes as i

INNER JOIN sys.index_columns AS ic

ON i.object_id = ic.object_id

AND i.index_id = ic.index_id

LEFT OUTER JOIN sys.objects t

ON t.OBJECT_ID = i.OBJECT_ID

WHERE SCHEMA_NAME (t.schema_id) NOT IN ('''')

AND SCHEMA_NAME (t.schema_id) NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

Function

Ensure your query has columns labelled as CATALOG, SCHEMA, FUNCTION_NAME, REMARKS in the SELECT list.

SELECT

SPECIFIC_CATALOG AS 'CATALOG',

SPECIFIC_NAME AS FUNCTION_NAME,

SPECIFIC_SCHEMA AS 'SCHEMA',

NULL AS REMARKS

FROM

INFORMATION_SCHEMA.ROUTINES

WHERE SPECIFIC_SCHEMA NOT IN ('''')

AND SPECIFIC_SCHEMA NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');
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Function Definition

Ensure your query has columns labelled as CATALOG, SCHEMA, FUNCTION_NAME, ARG_NAME, TYPE_NAME, ARG_TYPE,

ARG_DEF,COLUMN_TYPE in the SELECT list.

SELECT

DB_NAME() AS 'CATALOG',

isr.SPECIFIC_SCHEMA AS 'SCHEMA',

isr.SPECIFIC_NAME AS 'FUNCTION_NAME',

isr.ROUTINE_DEFINITION AS 'ARG_DEF',

isp.DATA_TYPE AS 'TYPE_NAME',

isp.DATA_TYPE AS 'ARG_TYPE',

CASE isp.PARAMETER_NAME

WHEN NULL THEN '@RETURN_VALUE'

WHEN '' THEN '@RETURN_VALUE'

ELSE isp.PARAMETER_NAME

END AS 'ARG_NAME',

CASE WHEN (isp.PARAMETER_MODE = 'OUT' AND isp.IS_RESULT = 'YES') THEN 5

WHEN (isp.PARAMETER_MODE = 'OUT' AND isp.IS_RESULT = 'NO') THEN 4

WHEN (isp.PARAMETER_MODE = 'IN' AND isp.IS_RESULT = 'NO') THEN 1

ELSE 3

END AS COLUMN_TYPE

FROM INFORMATION_SCHEMA.ROUTINES AS isr

JOIN sys.objects AS so

ON (type_desc LIKE '%FUNCTION%' OR type_desc LIKE '%PROCEDURE%')

AND so.name = isr.specific_name

JOIN INFORMATION_SCHEMA.PARAMETERS AS isp

ON isp.SPECIFIC_SCHEMA = isr.SPECIFIC_SCHEMA

AND isp.SPECIFIC_NAME = isr.SPECIFIC_NAME

WHERE isr.SPECIFIC_SCHEMA NOT IN ('''')

AND isr.SPECIFIC_SCHEMA NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables')

UNION

SELECT

DB_NAME() AS 'CATALOG',

isr.SPECIFIC_SCHEMA AS 'SCHEMA',

isr.SPECIFIC_NAME AS 'FUNCTION_NAME',

isr.ROUTINE_DEFINITION AS 'ARG_DEF',

isp.DATA_TYPE AS 'TYPE_NAME',

isp.DATA_TYPE AS 'ARG_TYPE',

'@RETURN_VALUE' AS 'ARG_NAME',

5 AS COLUMN_TYPE

FROM INFORMATION_SCHEMA.ROUTINES AS isr

JOIN sys.objects AS so

ON (type_desc LIKE '%FUNCTION%' OR type_desc LIKE '%PROCEDURE%')

AND so.name = isr.specific_name

JOIN INFORMATION_SCHEMA.PARAMETERS AS isp

ON isp.SPECIFIC_SCHEMA = isr.SPECIFIC_SCHEMA

AND isp.SPECIFIC_NAME = isr.SPECIFIC_NAME

AND NOT EXISTS(

(continues on next page)
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SELECT

1

FROM INFORMATION_SCHEMA.PARAMETERS AS isp

WHERE isp.IS_RESULT = 'YES'

AND isp.SPECIFIC_NAME = isr.SPECIFIC_NAME

AND isp.SPECIFIC_SCHEMA = isr.SPECIFIC_SCHEMA)

WHERE isr.SPECIFIC_SCHEMA NOT IN ('''')

AND isr.SPECIFIC_SCHEMA NOT IN ( 'sys' , 'guest' ,

'INFORMATION_SCHEMA' , 'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter' , 'db_ddladmin' ,

'db_denydatareader' , 'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

6.29 Databricks on AWS OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Databricks on AWS OCF connector.

6.29.1 Databricks on AWS OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

February 28, 2024

Databricks on AWS OCF Connector: Version 2.1.10

Fixed Issues

Data Sampling Fails Due to Void Data Type

Bulk data sampling fails when the Databricks on AWS OCF connector encounters a column with void data type.

Now, the connector skips the column with void data type and continues with bulk data sampling and does not error out.

Note: The root cause for this issue is in the Databricks driver that the Databricks on AWS OCF connector uses. Once

Databricks on AWS resolves the issue in the driver, you will start viewing the column values in profiling or sampling.
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January 31, 2024

Databricks on AWS OCF Connector: Version 2.1.9

Enhancements

Databricks Driver Upgrade

The Databricks driver for the OCF connector is upgraded to the latest version 2.6.34.

January 17, 2024

Databricks on AWS OCF Connector: Version 2.1.8

Fixed Issues

Longer Execution Time for Sampling and Profiling Queries

In AWS Databricks, row count takes longer to execute for custom Sampling queries for views with large tables.

January 03, 2024

Databricks on AWS OCF Connector: Version 2.1.7

Fixed Issues

QLI Fails with Partial Success Status

QLI for AWS Databricks OCF connector fails with a Partial Success status and the following status message: No queries

were found to ingest, making the QLI feature unusable.

December 13, 2023

Databricks on AWS OCF Connector: Version 2.1.6

Compatible Alation Version - 2023.1 or higher

Enhancements

Dynamic Profiling and Dynamic Sampling Uses Respective Database Credentials

Dynamic profiling and sampling for Databricks on AWS OCF connector now use the credentials the user provides for

their respective databases when retrieving table samples and column profiles for specific tables and columns.
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November 22, 2023

Databricks on AWS OCF Connector: Version 2.1.4

Compatible Alation version: 2023.1 or higher

Fixed Issues

Query Log Ingestion Fails for AWS OCF Connector

The Query Log Ingestion (QLI) Preview and ingestion fails due to the Log4j library upgrade after successful datasource

connection and metadata extraction.

Preview Error:

QLI Preview failed: The connector responded with the following error message: NA_LOCATION_INFO.

QLI Error:

No queries were found to Ingest.

This issue is resolved.

6.29.2 Databricks on AWS OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Databricks on AWS OCF Connector is developed by Alation.

To download the Databricks on AWS OCF connector package, go to the Alation Connector Hub available from the

Customer Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to

the Customer Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal,

contact Alation Support.

This connector should be used to catalog Databricks on AWS as a data source in Alation. The connector catalogs

Databricks on AWS objects such as schemas, tables, columns and views. It enables end users to discover, search, browse

and curate Databricks on AWS objects from the Alation user interface.

Team

The following administrators are required to install this connector:

• Alation administrator

– Installs the connector

– Creates and configures the Databricks on AWS data source in the catalog.

• Databricks on AWS administrator

– Creates a service account for Alation

– Provides the JDBC URI to access metadata

– Provides access to public schemas to extract metadata

– Assists in configuring QLI on Databricks
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– Provides AWS access key ID and secret to use in QLI configuration in Alation

Scope

The table below shows what features are covered by the connector. For version support information, refer to Support

Matrix.

Feature Scope Availability

Authentication

Token-based authentication Authentication using Databricks per-

sonal access tokens

Yes

SSL authentication SSL Authentication No

Kerberos Authentication with Kerberos No

Keytab Authentication with Keytab No

LDAP Authentication with the LDAP pro-

tocol

No

SSO Authentication with SSO No

Metadata Extraction (MDE)

Default MDE Extracts supported metadata objects

based on Databricks JDBC driver

methods in the connector code

Yes

Custom query-based MDE Extracts supported metadata objects

based on extraction queries provided

by user

No

Extracted metadata objects

Data Source Data source object in Alation that is

parent to the extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Column source comments Coulumn source comments Yes

Table source comments Table source comments No

Primary keys Primary key information for ex-

tracted tables

No

Foreign keys Foreign key information for ex-

tracted tables

No

Functions Extract function metadata No

Function definitions Extract function definition metadata No

External tables Extract external tables Yes

Delta tables Extract delta tables Yes

Sampling and Profiling

Table sampling Extracts data samples from all ex-

tracted tables

Yes

Column sampling Extracts data samples from all ex-

tracted columns

Yes

Deep column profiling On-demand profiling of specific

columns with the calculation of

value distribution stats

Yes

continues on next page
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Table 6 – continued from previous page

Feature Scope Availability

Dynamic profiling On-demand table and column profil-

ing by individual users who use their

own database accounts to retrieve the

profiles

Yes

Custom query-based table sampling Ability to use custom queries for

sampling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

File-based QLI Ingestion of query history based on

a file that contains query history data

Yes

Table-based QLI Ingestion of query history based on a

table that contains query history data

No

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

No

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in in-

gested queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose via Agent is supported

from connector version 2.1.0.4607.

Yes

Personal Access Token (PAT) au-

thentication in Compose

Authentication in Compose with

username and password

Yes

SSO authentication in Compose Authentication in compose with

SSO credentials

No
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6.29.3 Databricks on AWS OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prerequisites

Firewall Configuration

• Open the outbound TCP port 443 to Databricks on AWS server

Driver

The driver for Databricks on AWS is compiled with the connector and does not require installation. Refer to the Support

Matrix. for your Alation release to find out the version of the available driver for Databricks on AWS.

Service Account

Sample SQL to create an account

CREATE USER alation WITH PASSWORD 'password';

GRANT ALL PRIVILEGES ON ALL TABLES IN SCHEMA schema_name TO alation;

Permissions for Metadata Extraction and Profiling

The service account must have the following permissions to perform MDE and profiling:

• Workspace access — Refer to Manage users.

• Cluster level access — Refer to Cluster access control.

By default, all cluster users have access to all data stored in a cluster’s managed tables unless table access control is

enabled for that cluster. The table access control option is only available for high-concurrency clusters. Refer to Table

Access Control for more information

If the Table Access Control option is enabled on the cluster:

• Grant the SELECT privilege on all schemas and all their tables and views in a catalog.

GRANT USAGE ON CATALOG <catalog-name> TO `<user>@<domain-name>`;

GRANT SELECT ON CATALOG <catalog-name> TO `<user>@<domain-name>`;

• Grant the SELECT privilege on a specific schema and all its tables and views.

GRANT USAGE ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

GRANT SELECT ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

• Grant the SELECT privilege on specific tables and views in a schema.
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GRANT USAGE ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

GRANT SELECT ON TABLE <schema-name>.<table-name> TO `<user>@<domain-name>`;

GRANT SELECT ON VIEW <schema-name>.<view-name> TO `<user>@<domain-name>`;

Refer to Data object privileges for more information.

Authentication

The connector supports token-based authentication. Follow the steps in Databricks documentation to generate a personal

access token for the service account and save it in a secure location:

• Databricks personal access tokens for workspace users

You will use the personal access token as password when configuring your data source connection from Alation.

JDBC URI

When building the URI, include the following components:

• Hostname or IP of the instance

• Port number

• HTTP path

Note: The property UseNativeQuery=0 is required for custom query-based sampling and profiling.

Without this property in the JDBC URI, custom query-based sampling or profiling will fail. If you are not

using custom query-based sampling and profiling in your implementation of this data source type, you can

omit this property from the JDBC URI string.

Find more information in ANSI SQL-92 query support in JDBC in Azure Databricks documentation.

Format

databricks://<Hostname>:<Port_Number>/default;transportMode=http;ssl=1;httpPath=<Path>;

AuthMech=3;UseNativeQuery=0;

Example

databricks://dbc-65ebe48d-8ugcb.cloud.databricks.com:443/default;transportMode=http;

ssl=1;httpPath=sql/protocolv1/o/66268686827900751/0520-195244-whizz481;AuthMech=3;

UseNativeQuery=0;

6.29. Databricks on AWS OCF Connector 1283

https://docs.databricks.com/security/access-control/table-acls/object-privileges.html#data-governance-model
https://docs.databricks.com/en/administration-guide/access-control/tokens.html#overview-of-personal-access-token-management
https://docs.databricks.com/en/dev-tools/auth.html#databricks-personal-access-tokens-for-workspace-users
https://learn.microsoft.com/en-us/azure/databricks/integrations/jdbc-odbc-bi#--ansi-sql-92-query-support-in-jdbc


Alation User Guide

QLI Configuration in Databricks

To configure QLI in Databricks on AWS:

1. Create an Amazon S3 bucket to store the log files. The bucket should be accessible to Alation.

Note: This should be an S3 bucket other than the Databricks root S3 bucket. The Databricks root S3

bucket operates like Alation’s chroot: it prevents outside tools from reading or modifying the files.

Alation will experience Access Denied issues since the AWS storage settings bucket is access-protected

by Databricks.

2. In admin settings of the Databricks user interface, set the Cluster Log Path and Destination under the Logging

tab:

• Destination is S3.

Note: Do not leave the destination path as None.

• The bucket path should be accessible.

• Your AWS region should match the new S3 bucket region.

3. The S3 bucket that stores the logs must have AWS IAM role settings as recommended in Configure S3 access

with instance profiles in Databricks documentation.

4. Enable Logging using a Python init script.

Enable Logging

Warning: Databricks has deprecated init scripts stored on DBFS. Alation previously recommended storing the init

script for enabling the logs on DBFS:

• If you previously configured QLI, you must recreate the init script that enables logging to be stored as a

workspace file. Refer to Recreate Databricks Logging Script Under Workspace.

• If you are initially setting up QLI for an Azure Databricks data source, follow the steps below.

To enable logging:

1. Go to your workspace and create a new folder, for example, alation_init_scripts.
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Note: You can give the new folder any name. We’re using alation_init_scripts as an example.

2. Set the permissions on the folder to be Can Manage for Admins.

Note: We recommend restricting the permissions to Admins only to ensure that unauthorized users

cannot manage this folder and modify the init script.

3. Create a new file, for example alation_qli_init_sript.sh. Ensure you use the .sh extension.

4. Copy the script given below in the file you created and review the contents to ensure there are no extra spaces or

line breaks that could have been accidentally added while copy-pasting.

Databricks version 11.x and newer

#!/bin/bash

echo "Executing Init script for Alation QLI"

echo "Executing on Driver:"

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/driver/log4j2.xml"

echo "Adjusting log4j2.xml here: ${LOG4J_PATH}"

sed -i '0,/<PatternLayout pattern="%d{yy\/MM\/dd HH:mm:ss} %p %c{1}: %m%n%ex"\/>/s//

<PatternLayout pattern="%d{yyyy-MM-dd HH:mm:ss.SS} [%t] %p %c{1}: %m%n"\/>/' ${LOG4J_

PATH}

sed -i 's/<\/Loggers>/<Logger name="org.apache.spark.sql.execution.SparkSqlParser" level=

"DEBUG"\/><\/Loggers>/' ${LOG4J_PATH}

Databricks versions older than 11.x

#!/bin/bash

echo "Executing on Driver: $DB_IS_DRIVER"

if [[ $DB_IS_DRIVER = "TRUE" ]]; then

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/driver/log4j.properties"

else

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/executor/log4j.properties"

fi

echo "Adjusting log4j.properties here: ${LOG4J_PATH}"

echo "log4j.logger.org.apache.spark.sql.execution.SparkSqlParser=DEBUG" >> ${LOG4J_PATH}

echo "log4j.appender.publicFile.layout.ConversionPattern=%d{yyyy-MM-dd HH:mm:ss.SS} [%t]

%p %c{1}: %m%n" >> ${LOG4J_PATH}""", True)

5. Add the file with the script as an init script using the information in Configure a cluster-scoped init script using

the UI.

Note: The path should look like /<folder_path>/<script_name>.sh, for example, /alation_-

init_scripts/alation_qli_init_sript.sh.

• Ensure Workspace is selected as the Destination and not DBFS.

• The keyword workspace should not be prefixed to the path.

6. Save the changes and restart the cluster.
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Scala Script

As an alternative to the init script, you can use a Scala script to enable logging.

Run the following script in the Databricks cluster through a Scala notebook. This script, provided by Databricks, enables

debug logs having queries.

Important: The script below should be run every time the cluster is started or restarted.

Databricks version 11.x and newer

%scala

import org.apache.logging.log4j.LogManager

import org.apache.logging.log4j.core.LoggerContext

import org.apache.logging.log4j.core.config.{Configuration, LoggerConfig}

import org.apache.logging.log4j.core.config.Configurator

import org.apache.logging.log4j.Level

import org.apache.logging.log4j.core.layout.PatternLayout

import org.apache.logging.log4j.core.appender.RollingFileAppender;

import org.apache.logging.log4j.core.appender.RollingFileAppender.Builder;

import org.apache.logging.log4j.core.filter.AbstractFilterable;

import org.apache.logging.log4j.core.config.AppenderRef;

import org.apache.logging.log4j.core.appender.rewrite.RewriteAppender;

import com.databricks.logging.ServiceRewriteAppender;

import org.apache.logging.log4j.core.config.AbstractConfiguration;

Configurator.setRootLevel(Level.DEBUG);

val ctx = LogManager.getContext(false).asInstanceOf[LoggerContext];

val conf = ctx.getConfiguration();

val layout = PatternLayout.newBuilder()

.withConfiguration(conf)

.withPattern("%d{yyyy-MM-dd HH:mm:ss.SS} [%t] %p %c{1}: %m%n")

.build();

val rollingFileAppender = conf.getAppenders().get("publicFile.rolling").

asInstanceOf[RollingFileAppender];

val appenderBuilder: RollingFileAppender.Builder[_] = RollingFileAppender.newBuilder();

appenderBuilder.setConfiguration(conf)

appenderBuilder.setName(rollingFileAppender.getName())

appenderBuilder.setLayout(layout)

appenderBuilder.withFileName(rollingFileAppender.getFileName())

appenderBuilder.withFilePattern(rollingFileAppender.getFilePattern())

appenderBuilder.withPolicy(rollingFileAppender.getTriggeringPolicy())

appenderBuilder.setBufferedIo(false)

appenderBuilder.setBufferSize(rollingFileAppender.getManager().getBufferSize())

appenderBuilder.setImmediateFlush(rollingFileAppender.getImmediateFlush())

appenderBuilder.withCreateOnDemand(rollingFileAppender.getManager().isCreateOnDemand())

val appender = appenderBuilder.build();

val appenderRef = Array(AppenderRef.createAppenderRef(appender.getName(), null, null));

var policy = new ServiceRewriteAppender();

(continues on next page)

1286 Chapter 6. Open Connector Framework



Alation User Guide

(continued from previous page)

val rewriteAppender = conf.getAppenders().get("publicFile.rolling.rewrite").

asInstanceOf[RewriteAppender];

val updatedRewriteAppender = RewriteAppender.createAppender(rewriteAppender.getName(),

String.valueOf(rewriteAppender.ignoreExceptions()), appenderRef, conf, policy,

rewriteAppender.getFilter());

rollingFileAppender.stop();

rewriteAppender.stop();

val config = ctx.getConfiguration().asInstanceOf[AbstractConfiguration];

config.removeAppender(rollingFileAppender.getName());

config.removeAppender(rewriteAppender.getName());

conf.addAppender(appender);

conf.addAppender(updatedRewriteAppender);

appender.start();

updatedRewriteAppender.start();

conf.getRootLogger().addAppender(updatedRewriteAppender, null, null);

ctx.updateLoggers();

Databricks versions older than 11.x

import org.apache.log4j.{LogManager, Level, ConsoleAppender}

import org.apache.commons.logging.LogFactory

import org.apache.log4j.PatternLayout

LogManager.getRootLogger().setLevel(Level.DEBUG)

val ca = LogManager.getRootLogger().getAppender("publicFile")

println("layout " + ca.getLayout.asInstanceOf[PatternLayout].getConversionPattern)

ca.setLayout(new PatternLayout("%d{yy/MM/dd HH:mm:ss} [%t] %p %c{1}: %m%n"));

Configuration in Alation

Step 1: Install the Connector

Alation On-Prem

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a

prerequisite.

1. If this has not been done on your instance, install the Connector Manager: Install Alation Connector Manager.

2. Make sure that the connector Zip file which you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page. Refer to Manage Connector Dashboard for details.
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Alation Cloud Service

Note: OCF connectors require Alation Connector Manager. Alation Connector Manager is available by default on all

Alation Cloud Service instances and there is no need to separately install it.

1. Make sure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page: refer to Manage Connector Dashboard.

Step 2: Create and Configure a New Databricks on AWS Data Source

1. Log in to the Alation instance and add a new Databricks on AWS source by clicking on Apps > Sources > Add >

Data Source.

2. Provide a Title for the data source and click on *Continue Setup.

3. From the Database Type dropdown, select Databricks OCF Connector. You will be navigated to the Settings

page of your new Databricks on AWS OCF data source.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab:

1. Specify Application Settings:

Parameter Description

BI Connection Info Not applicable

Disable Automatic Lineage Generation Not applicable

2. Click Save.

3. Specify Connector Settings:

Parame-
ter

Description

Data Source Connection

JDBC

URI

Specify the JDBC URI in the required format.

User-

name

Use the value token.

Password Paste the personal access token for the service account.

Logging Information

Log Level Select the Log Level to generate logs. The available log levels are based on

the log4j framework.

4. Click Save.

5. Obfuscate Literals - Enable this toggle to hide the details of the queries in the catalog page that are

ingested via QLI or executed in Compose. This toggle is disabled by default.
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6. Under Test Connection, click Test to validate network connectivity.
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Add-On OCF Connector for dbt

The dbt connector can be used as an add-on with another OCF connector to extract and catalog descriptions and lineage

from dbt models, sources, and columns in dbt Core or dbt Cloud. See Add-On OCF Connector for dbt on how to use

this connector.

Metadata Extraction

You can perform a default extraction which is based on default SQL queries that are built in the connector code.

Application Settings

• Enable Raw Metadata Dump or Replay: The options in this drop list can be used to dump the extracted metadata

into files in order to debug extraction issues before ingesting the metadata into Alation. This feature can be used

during testing in case there are issues with MDE. It breaks extraction into two steps: first, the extracted metadata is

dumped into files and can be viewed; and second, it can be ingested from the files into Alation. It is recommended

to keep this feature enabled only if debugging is required.

– Enable Raw Metadata Dump: Select this option to save the extracted metadata into a folder for debugging

purposes. The dumped data will be saved in four files (attribute.dump, function.dump, schema.dump,

table.dump) in the folder opt/alation/site/tmp/ inside Alation shell.

– Enable Ingestion Replay: Select this option to ingest the metadata from the dump files into Alation.

– Off - Disable the Raw Metadata Dump or Replay feature. Extracted metadata will be ingested into Alation.

Selective Extraction

On the Metadata Extraction tab, you can select the Schemas to include or exclude from extraction. Selective extraction

settings are used to apply a filter to include or exclude a list of schemas.

Enable the Selective Extraction toggle if you want only a subset of schemas to be extracted.

1. Click Get List of Schemas to first fetch the list of schemas. The status of the Get Schemas action

will be logged in the Extraction Job Status table at the bottom of the Metadata Extraction page.

2. When Schema synchronization is complete, a drop-down list of the Schemas will become enabled.

3. Select one or more schemas as required.

4. Check if you are using the desired filter option. Available filter options are described below:

Filter Option Description

Extract all Schemas ex-

cept

Extract metadata from all Schemas except from the selected

Schemas.

Extract only these

Schemas

Extract metadata only from the selected Schemas.

5. Click Run Extraction Now to extract metadata. The status of the extraction action is also logged in

the Job History table at the bottom of the page.
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Automated Extraction

If you wish to automatically update the metadata extracted into the Catalog, under Automated and Manual Extraction,

turn on the Enable Automated Extraction switch and select the day and time when metadata must be extracted. The

metadata extraction will be automatically scheduled to run on the selected schedule.

Compose

On the Compose tab, an admin can enable the use of the Compose tool for this data source.

1. Enable or disable the Allow Export and Download toggle to export or download the results of this

data source.

2. Enable the Enabled in Compose toggle to enable Compose for this data source.

• Provide the JDBC URI in the Default Connection field which Compose will use as a default

connection and Save.

• Select Compose Connection Sharing option based on the description in the table:

Compose Con-
nection Option

Description

Shared connections

across tabs

This option lets users use the same connection across multiple Com-

pose tabs.

Separate connection

per tab

Users can use different connections for each Compose tab, which

enables them to run multiple queries at the same time.

3. Select a Data Uploader option based on the description below:

Data Uploader Description

Use Global Setting (True)

Or

Use Global Setting (False)

Use the global setting option that is set

in alation_conf using alation.data_up-

loader.enabled flag.

Users can upload data if the flag is set to true

or if the flag is set to false, users cannot upload

the data for any data source.

Enable for this data source Use this option to enable the data upload for

this data source and override the global setting

if the global setting in alation_conf if it is set

to false.

Disable for this data source Use this option to disable the data upload for

this data source and override the global setting

in alation_conf if it is set to true.

Note: OAuth connection is not supported for this data source.
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Data Sampling

Automated and Manual Sampling

Users can either perform manual sampling or enable automated sampling:

1. To perform manual sampling, make sure that the Enable Automated Sampling toggle is Off. Click the Sample

button to do manual sampling.

2. Set the Enable Automated Sampling toggle to On to perform the automated sampling.

a. Set a schedule in the corresponding fields of the schedule section, specify values for week, day and time.

b. Select the number of tables to be sampled by selecting a value in the dropdown list. By default, all tables

are sampled. When a specific number of tables is selected, unprofiled and popular tables are prioritized.

c. Click Sample.

Important: To use custom query-based sampling and profiling, ensure that the JDBC URI includes the

UseNativeQuery=0 property. If you enable dynamic profiling, then users should ensure that their individual connections

also include this property.
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Per-Object Parameters

Refer to Per-Object Parameters.

Query Log Ingestion

Configure the following parameters in the following sections to perform file based QLI for this datasource.
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Connector Settings
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Configure Amazon S3 Connection

Note: The common format of the Databricks log files is log4j-yyyy-mm-dd-hh.log.gz and the current hour log or

real-time will be in the log4j-active.log. format.

Specify the Configure Amazon S3 Connections settings and click Save:

Parame-
ter

Description

Spark Log

Folder AWS

S3 Path

Specify the path of S3 bucket where log files are stored.

Format: /s3_bucket_name/path_to_the_file

Example:

/databricks-logging-20220420/dbc-36ad4224-mb19/0330-193314- wuadi0q9/driver

Spark Log

File Name

Prefix

A common name prefix for the files to be extracted is log4j-.

Example: Files to be extracted usually have names like: log4j-2022-01-01-10.log.gz. Setting the

prefix value to log4j- serves this file name format.

Number of

Log Files in

Directory

Provide the limit of log files that needs to be extracted from the folder. If not specified, all files

matching the prefix will be captured.

Log4j Time

Format

The time format is set based on the script you are using. The value should be set to yyyy-MM-dd

HH:mm:ss.

Log4j Con-

version Pat-

tern

The conversion pattern is set based on the init script you are using. The format is TIMESTAMP

[THREAD] LEVEL LOGGER MESSAGE.

Note:

The thread name for Databricks has a space. We enclose the thread name in square brackets to enable

correct processing in Alation.

Amazon S3 Settings

Specify the Amazon S3 Settings and click Save:

Parameter Description

AWS Access Key

ID

Provide the AWS access key ID. Make sure that the IAM user has read access to the bucket

where the log files are stored.

AWS Access Key

Secret

Provide the AWS access key secret.

AWS Region Specify the AWS region.

Exclude log files Provide the log file names that you want to exclude from ingestion.

Automated and Manual Query Log Ingestion

Users can either perform manual QLI or enable automated QLI:

1. To perform manual QLI, make sure that the Enable Automated Query Log Ingestion toggle is Off. Click the

Import button to do manual QLI.

2. Set the Enable Automated Query Log Ingestion toggle to On to perform the automated QLI.

3. Set a schedule in the corresponding fields of the schedule section, specify values for week, day and time.
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Note: Hourly schedule for automated QLI is not supported.

Custom Settings

This configuration option is available if Profiling V2 is enabled.

To profile a column, Alation runs a default query if no custom query is specified for this column. Default queries for

column profiling differ depending on the data type: numeric or non-numeric.

The default query supplied by Alation can be modified based on the user requirements and datasource type. The

following default query template can be used to revert back to the default query from a custom query:

Numeric columns:

SELECT

MIN({column_name}) AS MIN,

MAX({column_name}) AS MAX,

AVG({column_name}) AS MEAN,

(COUNT(*) - COUNT({column_name})) AS "#NULL",

(CASE WHEN COUNT(*) > 0 THEN ((COUNT(*) - COUNT({column_name})) * 100.0 /

COUNT(*)) ELSE 0.0 END) AS "%NULL"

FROM {schema_name}.{table_name};

Non numeric columns:

SELECT

((SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END))) AS "#NULL",

(CASE WHEN COUNT(*) > 0 THEN ((((SUM(CASE WHEN {column_name} IS NULL THEN

1 ELSE 0 END))) * 100.0 / count(*)) ) ELSE 0.0 END ) AS "%NULL"

FROM {schema_name}.{table_name};

Important: The profiling queries MUST contain {column_name}, {schema_name}, and {table_name}. Users

must check the compatibility of the default query based on the datasource type and modify it if required.

The default profiling query calculates the Profiling stats that are displayed on the Overview tab of the Column catalog

page. When you customize the query, you can also customize the statistics that should be calculated and displayed:
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Troubleshooting

Refer to Troubleshooting.

6.30 Databricks on Google Cloud OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Databricks on Google Cloud OCF connector.

6.30.1 Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Databricks on Google Cloud OCF connector is developed by Alation.

To download the Databricks on Google Cloud OCF connector package, go to the Alation Connector Hub available from

the Customer Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access

to the Customer Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal,

contact Alation Support.

This connector should be used to catalog Databricks on Google Cloud as a data source in Alation. The connector

catalogs Databricks on Google Cloud OCF objects such as schemas, tables, columns, and views. It enables end users to

discover, search, browse, and curate Databricks on Google Cloud objects from the Alation user interface.
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Team

The following administrators are required to install this connector:

• Alation administrator

– Installs the connector

– Creates and configures the Databricks on Google Cloud data source in the catalog.

• Databricks on Google Cloud administrator

– Creates a service account with the Enterprise authentication type for Alation

– Provides the JDBC URI to access metadata

– Provides access to public schemas to extract metadata

– Creates a compute resource for metadata extraction

∗ Creates a compute (Cluster or SQL Warehouse)

Scope

The table below lists the supported features of a Databricks on Google Cloud OCF connector.

Feature Scope Availability

Authentication

Token-based authentication Authentication using Databricks per-

sonal access tokens

Yes

SSL authentication SSL Authentication No

Kerberos Authentication with Kerberos No

Keytab Authentication with Keytab No

LDAP Authentication with the LDAP pro-

tocol

No

SSO Authentication with SSO No

Metadata Extraction (MDE)

Default MDE Extracts supported metadata objects

based on Databricks JDBC driver

methods in the connector code

Yes

Custom query-based MDE Extracts supported metadata objects

based on extraction queries provided

by user

No

Extracted metadata objects

Data Source Data source object in Alation that is

parent to the extracted metadata

Yes

Schemas List of schemas Yes

Catalog List of catalogs No

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Schema source comments Schema source comments Yes

Column source comments Column source comments Yes

Table source comments Table source comments No

continues on next page
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Table 7 – continued from previous page

Feature Scope Availability

Primary keys Primary key information for ex-

tracted tables

No

Foreign keys Foreign key information for ex-

tracted tables

No

Functions Extract function metadata No

Function definitions Extract function definition metadata No

Sampling and Profiling

Table sampling Extracts data samples from all ex-

tracted tables

Yes

Column sampling Extracts data samples from all ex-

tracted columns

Yes

Deep column profiling On-demand profiling of specific

columns with the calculation of

value distribution stats

Yes

Dynamic profiling On-demand table and column profil-

ing by individual users who use their

own database accounts to retrieve the

profiles

Yes

Custom query-based table sampling Ability to use custom queries for

sampling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI) - Not applicable

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose via Agent is supported

from connector version 2.1.0.4607.

Yes

Personal Access Token (PAT) au-

thentication in Compose

Authentication in Compose with

username and password

Yes

SSO authentication in Compose Authentication in compose with

SSO credentials

No
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6.30.2 Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Configure Network Connectivity

Open the outbound TCP port 443 to Databricks on Google Cloud server.

The driver for Databricks on Google Cloud is compiled with the connector and does not require installation. To know

the available driver version for Databricks on Google Cloud for your Alation version, see Support Matrix.

Create a Service Account

In Databricks on Google Cloud , create a service account for Alation. Refer to Manage Users

<https://docs.gcp.databricks.com/en/administration-guide/users-groups/users.html> .

Grant Required Permissions

The service account must have the following permissions to perform MDE and profiling:

• Enable Hive Metastore. Hive Metastore is the default Databricks connection catalog.

Important: If you haven’t enabled Hive Metastore, you must include the ConnCatalog and ConnSchema

parameters into the connection JDBC URI:

– ConnCatalog - Specifies the catalog which contains the metadata schema.

– ConnSchema - Specifies the schema inside the catalog in which metadata is stored.

Example: ConnCatalog=en_dlake_cat;ConnSchema=data_governance;

• Can Attach permission to connect to the cluster. For more details, refer to Create Cluster in Databricks on Google

Cloud documentation.

• Optionally, Can Restart permission to automatically trigger the cluster to start if its state is terminated while

connecting.

• Workspace access — Refer to Required Permissions - Workspace.

• Cluster-level access - Refer to Cluster access control.

By default, all cluster users have access to all data stored in a cluster’s managed tables unless table access control is

enabled for that cluster. The table access control option is only available for high-concurrency clusters. Refer to Table

Access Control for more information.

If the Table Access Control option is enabled on the cluster:

• Grant the SELECT privilege on all schemas and all their tables and views in a catalog.

GRANT USAGE ON CATALOG <catalog-name> TO `<user>@<domain-name>`;

GRANT SELECT ON CATALOG <catalog-name> TO `<user>@<domain-name>`;

• Grant the SELECT privilege on a specific schema and all its tables and views.
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GRANT USAGE ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

GRANT SELECT ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

• Grant the SELECT privilege on specific tables and views in a schema.

GRANT USAGE ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

GRANT SELECT ON TABLE <schema-name>.<table-name> TO `<user>@<domain-name>`;

GRANT SELECT ON VIEW <schema-name>.<view-name> TO `<user>@<domain-name>`;

Refer to Data object privileges for more information.

6.30.3 Set Up Databricks on Google Cloud OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the Databricks on Google Cloud OCF connector and configure a new Databricks on GCP data source to start

using the connector.

Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.
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Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is GCPDatabricks OCF Connector.

6.30.4 Configure Connection to Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you install the Databricks on Google Cloud OCF connector, you must configure the connection to the Databricks

on Google Cloud data source.

The various steps involved in configuring the Databricks on Google Cloud data source connection settings are:

1. Provide Access

2. Connect to Data Source
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Provide Access

Go to the Access tab on the Settings page of your Databricks on Google Cloud OCF data source, set the data source

visibility using these options:

• Public Data Source — The data source is visible to all users of the catalog.

• Private Data Source — The data source is visible to the users allowed access to the data source by Data Source

Admins.

You can add new Data Source Admin users in the Data Source Admins section.

Connect to Data Source

To connect to the data source, you must perform these steps:

1. Provide the JDBC URI

2. Configure Authentication

3. Configure Additional Connection Settings

4. Configure Logging

5. Test the Connection

Provide the JDBC URI

If you are using a Databricks cluster or SQL warehouse, get the JDBC URI as documented in Connection Details.

The JDBC URI string you provide in Alation depends on the connector version:

• Newer versions 2.0.0 and newer use the Databricks JDBC driver.

• Older versions below version 2.0.0 use the JDBC Spark driver.

When specifying the JDBC URI in Alation, remove the jdbc: prefix.

Note: The property UseNativeQuery=0 is required for custom query-based sampling and profiling.

Without this property in the JDBC URI, custom query-based sampling or profiling will fail. If you are not

using custom query-based sampling and profiling in your implementation of this data source type, you can

omit this property from the JDBC URI string.

Connection String for Databricks JDBC Driver

Format

databricks://<hostname>:443/default;transportMode=http;ssl=1;httpPath=<databricks_http_

path_prefix>/<databricks_cluster_id>;AuthMech=3;UseNativeQuery=0
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Example

databricks://9127430235515120.0.gcp.databricks.com:443/default;transportMode=http;ssl=1;

httpPath=sql/protocolv1/o/7298139425519230/2314-341457-f6bou5cr;AuthMech=3;

UseNativeQuery=0

Connection String for Spark JDBC Driver

Find more information in JDBC Spark driver in Databricks documentation.

Format

spark://<hostname>:443/default;transportMode=http;ssl=1;httpPath=<HTTP_Path>;AuthMech=3;

UseNativeQuery=0

Example

spark://9127430235515120.0.gcp.databricks.com:443/default;transportMode=http;ssl=1;

httpPath=sql/protocolv1/o/7298139425519230/2314-341457-f6bou5cr;AuthMech=3;

UseNativeQuery=0

Important: If you haven’t enabled Hive Metastore, you must include the ConnCatalog and ConnSchema parameters

into the connection JDBC URI:

• ConnCatalog - Specifies the catalog which contains the metadata schema.

• ConnSchema - Specifies the schema inside the catalog in which metadata is stored.

Example: ConnCatalog=en_dlake_cat;ConnSchema=data_governance;

Provide the JDBC URI in Alation

To provide the JDBC URI in the Alation UI, perform these steps:

1. On the Settings page of your Databricks on Google Cloud OCF data source, go to the General Settings tab.

2. Go to the Connector Settings > Datasource Connection section and enter the JDBC URI.

Follow the correct JDBC URI format. For details, see Connection String for Databricks JDBC Driver

and Connection String for Spark JDBC Driver.

3. Click Save.
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Configure Authentication

The connector supports Token-Based Authentication.

Generate a personal access token as documented in Manage Personal Access Token.

Configure Token-Based Authentication

To configure token-based authentication in the Alation UI, perform these steps:

1. On the Settings page of your Databricks on Google Cloud OCF data source, click on the General

Settings tab.

2. Go to the Connector Settings > Datasource Connection section and provide the following informa-

tion:

Parameter Description

Username Specify the token value for the service account.

Password Paste the personal access token for the service account.

3. Click Save.

Configure Additional Connection Settings

Apart from the mandatory configurations that you perform to connect to the data source on the General Settings tab,

configure the following additional settings:

• Configure Additional Data Source Connections

• Enable or Disable Automatic Lineage Generation

• Disable Obfuscate Literals

Configure Additional Data Source Connections

Alation can associate objects in a data source with objects in another source in the catalog through lineage. For example,

you can show lineage between your data source and BI sources that use its data.

Provide additional connection information for the data source to see lineage across multiple sources on the Lineage

chart.

On the Application Settings section of General Settings tab, provide the host and port information in the Additional

data source connection field.

This parameter is used to generate lineage between the current data source and another source in the catalog, for example

a BI source that retrieves data from the underlying database. The parameter accepts host and port information of the

corresponding BI data source connection.

For more details, see BI Connection Info.
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Enable or Disable Automatic Lineage Generation

You can enable or disable the lineage for the data source to be generated automatically during metadata extraction and

from Data Definition Language queries run by users in Compose.

Go to General Settings > Application Settings of the Settings page of your Databricks on Google Cloud OCF data

source and enable or disable the Disable automatic lineage generation toggle.

Clear the Disable automatic lineage generation toggle when you want to automatically generate the lineage.

Select this option when you do not want lineage to be automatically generated and prefer to create lineage manually or

using an API.

By default, automatic lineage generation is enabled.

Disable Obfuscate Literals

Turn on the Obfuscate Literals toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose.

By default, this option is disabled.

Configure Logging

To set the logging level for your Databricks on Google Cloud OCF data source logs, perform these steps:

1. On the Settings page of your data source, go to Logging Configuration section in the General Settings tab.

2. Select a logging level for the connector logs and click Save.

The available log levels are based on the Log4j framework.

You can view the connector logs in Admin Settings > Server Admin > Manage Connectors > GCPDatabricks OCF

Connector.

Test the Connection

The connection test checks database connectivity. Alation uses the JDBC URI to connect to the database and to confirm

when the connection is established.

After specifying the JDBC URI and configuring authentication, test the connection.

To validate the network connectivity, go to General Settings > Test Connection of the Settings page of your Databricks

on Google Cloud OCF data source and click Test.

A dialog box appears confirming the status of the connection test.
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6.30.5 Configure Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The OCF connector for Databricks on Google Cloud supports default MDE (full extraction or selective extraction).

6.30.6 Configure Sampling and Profiling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Databricks on Google Cloud OCF connector supports sampling and profiling. For details, see Configure Sampling

and Profiling for OCF Data Sources.

Important: If you are going to use custom query-based sampling and profiling, ensure that the JDBC URI

includes the UseNativeQuery=0 property. If you enable dynamic profiling, then users should ensure that

their individual connections also include this property.

6.30.7 Troubleshooting

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Issues with Metadata Extraction

Problem: Fetch Schemas fails with error “unable to instantiate HiveMetastoreClient”

The issue may occur when Hive metastore is not enabled/instantiated. Hive Metastore is the default Databricks connection

catalog.

Solution

Include the ConnCatalog and ConnSchema parameters into the connection JDBC URI:

• ConnCatalog - Specifies the catalog which contains the metadata schema.

• ConnSchema - Specifies the schema inside the catalog in which metadata is stored.

Example:

ConnCatalog=en_dlake_cat;ConnSchema=data_governance;
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6.31 Databricks Unity Catalog OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for Databricks Unity Catalog.

Note: Alation version 2023.3.4 and Databricks Unity Catalog OCF connector version 2.2.0 introduce an enhanced user

interface for data source settings. The enhancements impact the General Settings, Metadata Extraction, and Query

Log Ingestion sections of the settings. You will find the details on the corresponding pages of this guide.

6.31.1 Databricks Unity Catalog OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

January 17, 2024

Databricks Unity Catalog OCF Connector: Version 2.2.0

Compatible Alation Version - 2023.1.7 or higher

Enhancements

With Alation version 2023.3.4 and Databricks Unity Catalog OCF connector version 2.2.0, Alation has introduced an

enhanced user interface for configuring the Databricks Unity Catalog data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.4. However, you will

view the old user interface with Alation versions prior to 2023.3.4.

The documentation for the new Databricks Unity Catalog experience is available at: Databricks Unity Catalog OCF

Connector

The enhanced user interface provides the following features:

Better User Experience

The enhanced Databricks Unity Catalog user interface provides better navigation and multiple visual cues, making it

easy to configure and manage Databricks Unity Catalog data source.
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Easy to Connect

The Databricks Unity Catalog user interface now provides a step-by-step process to connect to your Databricks Unity

Catalog data source easily and quickly.

Additional ErrorPrevention Checks

The Databricks Unity Catalog user interface now includes added checks to avoid obvious configuration mistakes. The

user interface also includes text to assist and provide cues while configuring.

Detailed Error Reports and Troubleshooting Support

The improved Databricks Unity Catalog user interface makes troubleshooting easier for metadata extraction and query

log ingestion, as you can now have a detailed error report for both processes. The report contains a detailed error

description and steps to resolve the issue.

December 20, 2023

Databricks Unity Catalog OCF Connector: Version 2.1.1

Fixed Issues

QLI Execution Fails for Databricks Unity Catalog OCF Connector

The issue related to QLI execution for Databricks Unity Catalog data source with ANSI Mode enabled that resulted in

the CAST_INVALID_INPUT error is now fixed.

November 29, 2023

Databricks Unity Catalog OCF Connector: Version 2.1.0

Compatible Alation Version - 2023.1.7.1 or higher

Enhancements

Support for OAuth Authentication with Azure Active Directory

The Databricks Unity Catalog OCF connector now supports OAuth authentication for Compose, enabling you to securely

access and utilize data assets within the Databricks environment.
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Previous Versions

Con-
nec-
tor
ver-
sion

Compat-
ible with
Alation
from ver-
sion

New features in this version

2.0.3.65642023.1.7.1 Disabled automatic lineage generation from queries ingested during query log ingestion

(QLI) for this connector. The Data Source admins no longer need to manually disable

automatic lineage on the data source settings page. Lineage is calculated based on direct

lineage extraction from system tables.

2.0.2.62592023.1.7.1 Implemented query log ingestion (beta).

1.2.1.53352023.1.4 Implemented Query Service.

1.1.0.43932023.1.4 Added support for incremental extraction of direct lineage (beta).

1.0.3.41442023.1.2 Implemented direct lineage extraction (beta).

Note: Direct lineage extraction and query log ingestion are considered beta as they rely on the Unity Catalog system

tables that are currently in Public Preview in Databricks and require separate access enablement. You may need assistance

from your Databricks account admin to enable access to these features in Databricks.

6.31.2 Connector Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Databricks Unity Catalog OCF connector should be used to catalog Databricks workspaces that have Unity Catalog

enabled. It supports both interactive clusters and SQL warehouses for metadata extraction. The connector can catalog

metadata objects from multiple workspaces using a single data source connection. Extracted schemas will be referenced

with multipart names (catalog.schema).

The connector supports both Azure Databricks and Databricks on AWS.

The connector is available as a Zip file that can be uploaded and installed in the Alation application. The latest connector

package can be downloaded from the Alation Customer Portal. Ask an Alation admin with access to Customer Portal to

download the connector from the Connectors section (Customer Portal > Connectors).

Connector Version Compatibility

Newer versions of the connector offer more features and may require newer Alation releases. See Databricks Unity

Catalog OCF Connector Release Notes for version information.
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Team

You may require assistance from your Databricks account administrator when configuring this connector in Alation.

• Databricks administrator:

– Creates a user for Alation and grants it the required permissions to access metadata

– Generates a personal access token

– Provides the JDBC URI to access metadata

– Assists in enabling the Public Preview features (system lineage and audit tables)

– Assists with configuring OAuth authentication for Compose

• Alation Server Admin:

– Installs the connector

– Creates and configures a Databricks Unity Catalog OCF data source in Alation

Scope

The table below shows which metadata objects are extracted by this connector and which operations are supported.

Feature Scope Availability

Authentication

Basic Authentication with a username and

password

* Databricks on AWS only; not sup-

ported for Azure Databricks

Yes*

Token-based Authentication with a personal ac-

cess token (PAT)

(Supported for both Azure

Databricks and Databricks on

AWS)

Yes

SSO authentication SSO authentication with an identity

provider application

No

Metadata extraction (MDE)

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

No

Extracted metadata objects

Data source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas, with multipart

schema names catalog.schema

Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments Yes

continues on next page
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Table 8 – continued from previous page

Feature Scope Availability

Primary keys Primary key information for ex-

tracted tables

No

Foreign keys Foreign key information for extracted

tables

No

Functions Extraction of function metadata No

Sampling and profiling

Table sampling Extracts data samples from all ex-

tracted tables

Yes

Column sampling Extracts data samples from all ex-

tracted columns

Yes

Deep column profiling On-demand profiling of specific

columns with the calculation of value

distribution stats

Yes

Dynamic profiling On-demand table and column profil-

ing by individual users who use their

own database accounts to retrieve the

profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query log ingestion (QLI) (beta)

Extraction and ingestion of query his-

tory

(Available from connector version

2.0.3.6564 and and Alation version

2023.1.7.1)

Extraction of query history from the

system audit table and ingestion of

query history metadata into the cata-

log

Yes

Query history, filters, expressions,

joins, and popularity

Query history, filters, joins, and pop-

ularity information is calculated from

the query history metadata extracted

and ingested with QLI

Yes

Lineage extraction (beta)

Extraction of lineage information

(Available from connector version

1.0.3.4144 and Alation version

2023.1.2)

Lineage information is calculated

during metadata extraction (direct

lineage extraction). Additionally,

lineage is generated based on DDL

queries run in Compose

Users can also create lineage manu-

ally or add it using the public API

Yes

Data upload Yes

Compose

Customer-managed (on-premise)

Alation instances

Connections from Compose and

querying

Yes

Alation Cloud Service instances Compose on Alation Cloud Service

instances: depending on your net-

work configuration, you may need to

use Alation Agent to connect to your

data source

Compose with Agent is supported

from connector version 1.2.1.5335

Yes

continues on next page
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Table 8 – continued from previous page

Feature Scope Availability

Personal Access Token (PAT) authen-

tication in Compose

Authentication in Compose with a

PAT

Yes

SSO through OAuth in Compose Authentication in Compose with

OAuth via Azure Active Directory

OAuth authentication is supported

from connector version 2.1.0.

Yes

6.31.3 Setup Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prepare for configuring the Databricks Unity Catalog OCF connector by going over these recommendations:

• Pre-checks

• Configure Network Connectivity

• Create a Service Account

• Gather the Authentication Details

• Build the JDBC URI

• Enable Extraction of Complex Data Types

Pre-checks

On your Databricks instance, ensure the following:

• Unity Catalog is enabled.

• The workspaces have been assigned to the Unity Catalog metastore. There is a running Unity-compatible

interactive cluster or SQL warehouse that Alation will connect to and extract the metadata.

• For lineage extraction (beta) and query log ingestion (beta), the system schema system.access is enabled.

Configure Network Connectivity

Open inbound TCP port 443 to the Databricks Unity Catalog server.

Create a Service Account

When configuring the connector in Alation, you will need to provide authentication details. To obtain those:

• Create a Databricks account-level user to be used as a service account in Alation.

• Assign Alation’s user the USAGE and SELECT permissions on all catalog, schema, and table objects that you want

to catalog in Alation.

• Lineage extraction requires additional permissions. See Permissions for Lineage Extraction below.

• Query log ingestion (QLI) requires additional permissions. See Permissions for QLI below.

• Assign Alation’s user to workspace(s) using the information in Manage users, service principals, and groups. It

must be assigned to the same workspace(s) as the cluster or SQL warehouse.
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• Assign Alation’s user the Can Attach To permission on the cluster or the Can Use permission on the SQL

warehouse.

– Optionally, you can grant Alation’s user the Can Restart permission if auto-starting the cluster is allowed

by your organization’s policy.

• If you want to use authentication with a personal access token, grant Alation’s user the Can Use permission on

personal access tokens.

Permissions for Lineage Extraction

The Unity Catalog lineage feature is currently in Public Preview in Databricks and may require separate access

enablement:

• System lineage tables in Azure Databricks

• System lineage tables in Databricks on AWS

Contact your Databricks administrator about enabling access to this feature. Lineage extraction in Alation uses this

functionality and is currently a beta feature.

Lineage extraction requires access to the system catalog, the system.access schema, and the tables in this schema.

Grant Alation’s user these permissions:

• USE CATALOG on catalog system

• USE SCHEMA on schema system.access

• SELECT on table system.access.table_lineage

• SELECT on table system.access.column_lineage

The service account does not require USE or SELECT for all catalogs, schemas, and tables captured in the lineage records

in the system.access lineage tables. All lineage will be extracted. Any objects that are not cataloged but exist in the

system.access tables will be marked as temporary (TMP) on lineage diagrams unless temporary objects have been

disabled.

Permissions for QLI

The Unity Catalog audit log feature is currently in Public Preview in Databricks and may require separate access

enablement:

• System audit log table in Azure Databricks

• System audit log table in Databricks on AWS

Contact your Databricks administrator about enabling access to this feature. Query log ingestion (QLI) in Alation uses

this functionality and is currently a beta feature.

QLI requires access to the system catalog, the system.access schema, and the system.access.audit table in this

schema. Grant the Alation service account these permissions:

• USE CATALOG on catalog system

• USE SCHEMA on schema system.access

• SELECT on table system.access.audit
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Gather the Authentication Details

The connector supports Basic Authentication for Databricks on AWS and Token-Based Authentication for Databricks on

AWS and Azure Databricks. Choose the authentication type that suits your use case.

Basic Authentication

Basic authentication requires the username and password of the user you created for Alation in Databricks (see Create a

Service Account).

Token-Based Authentication

Token-based authentication requires a personal access token (PAT) of the user you created for Alation in Databricks.

Follow the steps in Databricks personal access token for workspace users in Databricks documentation to generate a

PAT.

Build the JDBC URI

The JDBC URI string you will need to provide in Alation depends on the connector version:

• Newer versions 2.0.0 and later use the Databricks JDBC driver.

• Older versions below version 2.0.0 use the JDBC Spark driver.

On how to get the JDBC URI for your Databricks resource, refer to Databricks documentation:

• Databricks on AWS: Get connection details for a Databricks compute resource

• Azure Databricks: Get connection details for an Azure Databricks compute resource

When specifying the JDBC URI in Alation, remove the jdbc: prefix.

Note: The property UseNativeQuery=0 is required for custom query-based sampling and profiling.

Without this property in the JDBC URI, custom query-based sampling or profiling will fail. If you are not

using custom query-based sampling and profiling in your implementation of this data source type, you can

omit this property from the JDBC URI string.

Find more information in ANSI SQL-92 query support in JDBC in Azure Databricks documentation.

Connection String for Databricks JDBC Driver

Find more information in Databricks JDBC driver in Databricks documentation.
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Format

databricks://<hostname>:443/default;httpPath=<databricks_http_path_prefix>/<databricks_-

cluster_id>;UseNativeQuery=0;

Examples

Compute Cluster

databricks://dbc-32ak8401-ac16.cloud.databricks.com:443/default;httpPath=sql/protocolv1/

o/2479012801311837/0612-093241-z79vbfjk;UseNativeQuery=0;

SQL Warehouse

databricks://dbc-32am8401-ac16.cloud.databricks.com:443/default;httpPath=/sql/1.0/

warehouses/9f5d50hhsaeb0k23;UseNativeQuery=0;

Connection String for Spark JDBC Driver

This format applies to connector versions prior to version 2.0.0. Find more information about the legacy Spark driver

in JDBC Spark driver in Databricks documentation.

Note: Connector versions 2.0.0 and newer include the Databricks JDBC driver and use the format described

in Databricks JDBC driver.

Format

spark://<hostname>:443/default;httpPath=<databricks_http_path_prefix>/<databricks_-

cluster_id>;

Example

spark://adb-58175503737864.5.azuredatabricks.net:443/default;httpPath=/sql/1.0/endpoints/

0f38f55be5cbd786;

JDBC URI Properties

The connector adds some JDBC properties to the connection. These properties do not need to be explicitly included

into the JDBC URI connection string in Alation.

• RowsFetchedPerBlock—Limits the number of objects returned in each fetch call. Used to regulate the amount

of memory used by the connector and prevent OOM errors. Set to 500. The memory utilization of the MDE job

is captured in the connector logs when debug logging is enabled.

• UserAgentEntry—Identifies driver request calls from the connector in Databricks. Set to alation+unity_-

catalog.
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Enable Extraction of Complex Data Types

Complex data types, such as map, array, and struct are extracted. By default, they will be represented as flat lists.

You can enable tree-structure-like representation of complex data types using alation_conf on the Alation server.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To enable the representation of complex data types as a tree structure:

• On your Alation instance, set the alation_conf parameter alation.feature_flags.enable_generic_-

nosql_support to True.

• Additionally, use the parameter alation.feature_flags.docstore_tree_table_depth to define the depth

of the display. By default, three levels are displayed.

For information about using alation_conf, refer to Using alation_conf .

Important: After changing values of these parameters, restart Alation Supervisor from the Alation shell:

alation_supervisor restart all.

You can find more information about Alation actions in Alation Actions.

6.31.4 Set Up the Databricks Unity Catalog Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After fulfilling the Setup Prerequisites, install the connector in Alation and create a Databricks Unity Catalog data

source.

• Install the Connector

• Create a New Data Source

• Configure the Connector in Alation

Note: The connector is available as a Zip file that can be uploaded and installed in the Alation application.

The latest connector package can be downloaded from the Alation Customer Portal. Ask an Alation admin

with access to Customer Portal to download the connector from the Connectors section (Customer Portal

> Connectors).

Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1318 Chapter 6. Open Connector Framework



Alation User Guide

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases:

• Connection via Alation Agent

• Connection Without Agent

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable it.

2. Install the Agent using the instruction in Install the Alation Agent.

3. Install you OCF connectors using the instruction in Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Create a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.
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The name of this connector is Databricks Unity Catalog OCF Connector.

Configure the Connector in Alation

The settings page of a connector is structured into categorized tabs. Refer to the corresponding topics for steps to

configure each of the tabs:

• Access—Manage Access to the Data Source

• General Settings—Configure the Data Source Connection

• Metadata Extraction—Configure Metadata Extraction

• Data Sampling, Per-Object Parameters, Custom Settings—Configure Sampling and Profiling

• Query Log Ingestion—Query Log Ingestion (Beta)

• Compose—Configure Compose

6.31.5 Manage Access to the Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You manage the catalog visibility of a data source on the Access tab of the settings. Refer to Configure Access to OCF

Data Sources for information on how to configure the Access tab.

6.31.6 Configure the Data Source Connection

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You configure the connection to the data source on the General Settings tab of the settings.

Note: If your organization has configured Azure KeyVault or AWS Secrets Manager to hold to hold the credentials and

connection information, the user interface for the General Settings page will change to include the following icons to

the right of most options:

• Version 2.2.0 or newer

• Versions before 2.2.0

By default, the standard mode is selected.

In the vault case, instead of the actual credential information, you enter the ID of the secret. See Configure Secrets for

OCF Connector Settings for details.

Depending on your connector version, use the information in the relevant topic:

• Version 2.2.0 or Newer
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• Versions Before 2.2.0

Version 2.2.0 or Newer

Use the information in this section to configure the General Settings tab for the Databricks Unity Catalog OCF connector

version 2.2.0 or newer. In version 2.2.0, the user interface of the General Settings page was redesigned. The new

interface will be available if your Alation version is 2023.3.4 or newer.

Note: If you have installed connector version 2.2.0 or newer on an Alation version older than 2023.3.4,

refer to Versions Before 2.2.0. The user interface of the General Settings tab for connector version 2.2.0 or

newer on Alation versions older than 2023.3.4 will be the same as in versions before 2.2.0.

Follow these steps to configure and test the data source connection on the General Settings tab:

• Provide the JDBC URI

• Configure Authentication

• Test the Connection

• Configure Advanced Settings

• Configure Logging Level

Provide the JDBC URI

Under section Step 1: Provide the JDBC URI of the General Settings tab, enter the JDBC URI in the required format

and save your input. Find the information on the JDBC URI formats in Build the JDBC URI .

Configure Authentication

Under section Step 2: Configure authentication, provide the authentication information and save your input:

• If you are authenticating with the username and password, provide them in the Username and Password or

Personal Access Token field.

• If you are authenticating with a personal access token (PAT), then type the word token in the Username field

and enter your PAT in the Password or Personal Access Token field.

Test the Connection

Under section Step 3: Test connection, test the connection by clicking Test. Alation will try to reach Databricks using

your JDBC URI and authentication information. The test status will be displayed in the user interface.

In case the test ends in errors or partial success, Alation will display an error log. Review the error messages in the log

for troubleshooting suggestions.

Note: On Alation Cloud Service instances only, the connection test may fail with the following error if

Alation hits the connection timeout (one minute): Request failed with status code 504.

For example, if Alation’s user has the Can Restart permission but the cluster is down, the test connection

can fail as the cluster start takes more than one minute. Reattempt the test after the cluster has started.
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Configure Advanced Settings

You can optionally configure more settings for your data source. You can find the additional settings in the Advanced

settings (optional) section of the General Settings tab:

• Configure Additional Data Source Connections

• Configure Obfuscation of Literals

Configure Additional Data Source Connections

Populate the Additional data source connections field if you have BI sources in the catalog that use data from the

current data source. This enables Alation to link the data source to the relevant BI sources through lineage. Enter the

connection information in the <host>:<port> format. If you are entering multiple values, separate them with commas.

Note: For more guidance on how to use this field, refer to BI Connection Info. (For some connectors or

connector versions, the Additional data source connections field may be named BI Connections Info. It

is the same field.)

Configure Obfuscation of Literals

This setting is not applicable to Databricks Unity Catalog data sources.

Configure Logging Level

In the Connector logs (optional) section, from the Log Level dropdown list, select a level and save your choice. The

available log levels are based on the Log4j logging framework.

You can view the connector logs in Admin Settings > Server Admin > Manage Connectors > Databricks Unity

Catalog OCF Connector.

Versions Before 2.2.0

Use the information in this section to configure the General Settings tab for connector versions before 2.2.0. Enter the

required information in each section of the General Settings user interface:

• Application Settings

• Connector Settings

• Logging Configuration

• Obfuscate Literals

• Test Connection
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Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

Additional data source connections This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation

(Present in the user interface in connector versions

before 2.0.3.6564)

This checkbox enables or disables automatic lineage

generation from QLI, MDE, and Compose queries.

If you are using connector version 2.0.2.6259, you must

disable auto-lineage generation before running QLI by

selecting this checkbox.

On connector version 2.0.3.6564 or newer, you don’t

have to manually disable automatic lineage as it’s dis-

abled programmatically.

Connector Settings

Populate the data source connection information and save the values by clicking Save in this section.

Data Source Connection

Parame-
ter

Description

JDBC

URI

Specify the JDBC URI in the required format.

User-

name

For token-based authentication, use the value token.

Password Paste the personal access token for Alation’s user you created in Databricks to use as a

service account.
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Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Skip this section as it’s not applicable to Databricks Unity Catalog data sources.

Test Connection

Under Test Connection, click Test to validate network connectivity.

If the connection test fails, make sure the JDBC URI and Alation’s user credentials are correct.

6.31.7 Configure Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Metadata extraction (MDE) fetches data source information, such as schemas, tables, columns, keys, functions, and

more. Alation queries your database to retrieve this metadata, which becomes catalog objects. For Databricks Unity

Catalog data sources, custom query-based MDE is not supported. You can initiate MDE on demand or schedule it for

regular catalog updates.

You configure MDE on the Metadata Extraction tab of the data source settings. Depending on your connector version,

use the information in the relevant topic:

• Version 2.2.0 or Newer

• Versions Before 2.2.0

Version 2.2.0 or Newer

Use the information in this section to configure the Metadata Extraction tab for connector version 2.2.0 or newer. In

version 2.2.0, the user interface of the General Settings page was redesigned. The new interface will be available if

your Alation version is 2023.3.4 or newer.

Note: If you install the connector version 2.2.0 or newer on an Alation version older than 2023.3.4, refer

to Versions Before 2.2.0.

Follow these steps to configure and run metadata extraction:

• Test Access and Fetch Schemas

• Select Schemas for Extraction
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• Run MDE

• View MDE Job History

• Enable Raw Dump or Replay (Optional)

Test Access and Fetch Schemas

As a first preparatory step before connecting, Alation tests if the user account you’re connecting with has the necessary

permissions to extract lineage and fetches schemas for extraction. Refer to Create a Service Account for information

about what permissions are required.

To initiate the test, under the Step 1: Test access and fetch schemas section of the user interface, click Run. Alation

will check the available permissions and retrieve the list of schemas that will appear under section Step 2: Select

schemas for extraction.

If the test results in partial success or errors, Alation will display an error log. Review the error messages in the log for

troubleshooting suggestions.

Note: In case you are connecting to a single-user cluster and you have configured an external connection,

then schema-fetching will fail if Alation’s user is not the Owner of the external connection. You will see an

error similar to the following: Error operating GET_SCHEMAS PERMISSION_DENIED: User is not an

owner of Connection ‘<external_connection_name>’.

Select Schemas for Extraction

By default, all the schemas that Alation fetches from the data source will be selected for extraction. Depending on the

volume of the metadata accessible to Alation’s user, extracting all schemas may be time-consuming and resource-intensive.

We recommend only selecting the schemas you want to be in the catalog.

To select schemas:

1. Under Step 2: Select schemas for extraction, review the list of available schemas.

2. Select schemas for extraction:

• Select Schemas Manually

• Select Schemas Using Filters

Important: You must use filters if you plan to schedule MDE.

Select Schemas Manually

To manually select schemas:

Under Step 2: Select schemas for extraction, ensure that the Enable advanced settings toggle is disabled. If it’s

enabled, you may have previously used filters to select schemas. Refer to Switching Between Manual Selection and

Filters.

From the list of schemas in the Schemas table, select the checkboxes of the schemas you want to extract. You can find

specific schemas using the Search bar at the top of the table. Selected schemas move to the top of the list.
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Select Schemas Using Filters

Selecting schemas using filters can be handy if you frequently change schemas or have extensive metadata.

Note: If you select schemas using filters, you cannot manually adjust your selection.

To select schemas using filters:

1. Under Step 2: Select schemas for extraction section, activate the Enable advanced settings toggle. This will

reveal filter configuration fields.

2. From the Extract dropdown list, select a filter option that suits your use case:

• Only selected schemas (default)—Extracts metadata only from the selected schemas.

• All schemas except selected—Extracts metadata from all schemas except the selected schemas.

3. Alation can keep the catalog synchronized with the current schema selection every time you run a subsequent

MDE job. To enable synchronization, select the checkbox Keep the catalog synchronized with the current

selection of schemas. This will soft-delete the schemas from previous extraction that are not part of the current

schema selection during MDE. Your catalog will display only the schemas selected for extraction.

• If you choose to leave this checkbox clear (default), Alation will not delete the previously extracted schemas.

Your catalog will display all schemas extracted during the previous MDE jobs.

4. Using the controls under the Select schemas section, create a filter:

a. From the Schema dropdown list, select Schema or Catalog.

b. From the Contains dropdown list, select a filter condition.

c. In the Filter value field, specify a keyword or string to apply the filter condition to.

d. Click Apply Filters. The filter will be applied to the Schemas table: only the schemas or catalogs that

match the filter will be selected.

5. You can add multiple filters by clicking the Add another filter link.

Switching Between Manual Selection and Filters

As you adjust your MDE configuration, you may have to switch from manual schema selection to filters and back.

To switch from manual to filters:

1. Enable the Enable advanced settings toggle under Step 2: Select schemas for extraction.

2. Create and apply filters using the information in Select Schemas Using Filters.

Important: Applying the filters will clear your manual selection and update it to match the filters.

To switch from filters to manual:

1. Disable the Enable advanced settings toggle under Step 2: Select schemas for extraction.

2. A warning will pop up:

• All previously applied filters will be cleared.

• The Extract filter will be reset to Extract only selected schemas.
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• Catalog synchronization will be disabled. During subsequent MDE jobs, the previously extracted schemas

will be kept in the catalog.

3. Click Continue.

4. The Enable advanced settings toggle will be disabled. The Schemas table will become manually editable. It

will display your previous selection of schemas that you can now adjust manually.

Run MDE

You can run or schedule MDE after configuring your schema selection.

• Run MDE Manually on Demand

• Schedule MDE

Run MDE Manually on Demand

Under the section of the user interface Step 3: Run extraction, click Run Extraction. This action will initiate an MDE

job.

You can monitor the status under the MDE Job History tab. Click the link Go to MDE Job History to open the history.

Find more details in View MDE Job History.

Schedule MDE

You can configure a schedule for MDE. The MDE job will run automatically on the schedule you set.

To schedule MDE:

1. Under the section Step 3: Run extraction, enable the Enable extraction schedule toggle.

2. Using the date and time widgets, select the recurrence period, day, and time for your MDE schedule. The values

are set in your local time. The next MDE job for your data source will run on the schedule you have specified.

Scheduled MDE jobs are also logged on the MDE Job History sub-tab.

View MDE Job History

On the MDE Job History sub-tab, you can view the status of your MDE jobs.

To open the list of MDE jobs, click the MDE Job History sub-tab on top of the page.

An MDE job can have one of these statuses:

• Did Not Start—The job did not start due to configuration or other issues.

• Succeeded—The job was successful.

• Partial Success—The job was successful, but there are some warnings. For example, if Alation fails to extract

some objects, it skips them and proceeds to extract other objects, with MDE resulting in partial success.

• Failed—The job failed due to errors.

For each of the MDE jobs listed in the Extraction job status table, you can view the detailed log messages. Click

the status link or the View Details link for a job to open a detailed report in a pop-up info box. If there were errors

during MDE, the corresponding error messages are displayed in the Job errors table. Follow the instructions in the

Hints column for troubleshooting tips.
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In some cases, you may see the Generate Error Report link displayed above the Job errors table. Click this link to

generate a Zip archive with CSV files for different error categories, such as data or connection errors.

You can download the generated report by clicking the Download Error Report link that appears after the report is

generated.

Lineage Extraction Job

Metadata extraction will trigger a dependent direct lineage extraction job. If you have enabled the system.access tables

in Unity Catalog and have provided the service account with access to tables in the system.access schema, lineage data

will be extracted into Alation. See Capturing Lineage for more details. If you have not enabled the system.access

tables, the downstream lineage extraction job will fail.

You can track the result of the lineage extraction job in the Details log accessible from the Job History table. Entries

relevant to the direct lineage extraction job start with the DirectLineageExtraction Info Log label. More detailed

logs will be available in the connector log.

Note: You can access the connector logs from the General Settings tab of the settings. This requires the

role of Server Admin. Click the Manage Connector link to navigate to the connector management page.

For some connector configuration, connector log may be unavailable in the Alation user interface.

Enable Raw Dump or Replay (Optional)

Customer Managed Applies to customer-managed instances of Alation

As you are testing and fine-tuning your MDE configuration, you can use the Raw Dump or Replay feature. By default,

it’s disabled. We recommend enabling it for extraction debugging only.

The full use of this feature requires access to the backend of the Alation server.

If Raw Dump or Replay is enabled, Alation will divide MDE in two stages:

• First, it will “dump” the extracted metadata into files. You can access and review the files on the Alation server in

order to debug extraction issues before attempting to ingest the metadata into the catalog.

• Second, you can ingest the metadata from the files into the catalog.

Both stages are manually controlled from the user interface.

To use the Raw Dump or Replay feature:

1. On the Metadata Extraction tab, expand the section Troubleshooting: Enable raw dump or replay (optional).

2. From the Enable Raw Dump or Replay dropdown list, select the option Enable Raw Metadata Dump.

3. Click Save. This enables the first stage of MDE.

4. Ensure your MDE configuration includes all the schemas you want extracted into the catalog.

5. Run MDE manually. The metadata will be extracted and dumped into four files—attribute.dump, function.

dump, schema.dump, table.dump—in a subdirectory of the directory opt/alation/site/tmp/ on the Alation

server (inside the Alation shell).

6. Select the MDE Job History switch at the top of the Metadata Extraction tab.

7. In the Extraction job status table, click the View Details link for this MDE job to display the job details. The log

will list the location of the .dump files for this specific job, for example /opt/alation/site/tmp/rosemeta/

170/extraction_dump/5028.
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8. Access and review the metadata dump files on the Alation server to intercept any potential extraction issues.

9. Go back to the Alation user interface.

10. From the Enable Dump or Replay dropdown list, select the option Enable Ingestion Replay.

11. Click Save. This will enable the second stage where the metadata from the files can be ingested into the Alation

catalog.

12. Run MDE. The metadata from the files will be ingested into the catalog.

Disable Raw Dump or Replay

To disable the Raw Dump or Replay feature:

1. From the Enable Raw Dump or Replay dropdown list, select the option Off.

2. Click Save. The next MDE job you run will extract and ingest the metadata directly into the catalog.

Versions Before 2.2.0

Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration options.

For Databricks Unity Catalog data sources, Alation supports full and selective default MDE. Custom query-based

MDE is not supported.

Lineage Extraction Job

Metadata extraction will trigger a dependent direct lineage extraction job. If you have enabled the system.access

tables in Unity Catalog and have provided the service account with access to tables in the system.access schema,

lineage data will be extracted into Alation. If you have not enabled the system.access tables, the downstream lineage

extraction job will fail.

You can track the result of the lineage extraction job in the Details log accessible from the Job History table at the bottom

of the Metadata Extraction tab. The screenshot below shows an example of the Details log, where records relevant

to the direct lineage extraction job start with the DirectLineageExtraction Info Log record. More detailed logs

will be available in the connector log.
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6.31.8 Lineage Extraction (Beta)

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

For Databricks Unity Catalog data sources, Alation calculates lineage based on lineage metadata extracted from lineage

system tables and on data definition language (DDL) query statements from Compose. Lineage extraction is available

as a beta feature that is based on system lineage tables in Databricks:

• System lineage tables in Azure Databricks

• System lineage tables in Databricks on AWS

Lineage is extracted directly from these tables (Direct Lineage Extraction).

Direct Lineage Extraction

Direct lineage extraction—The connector extracts lineage directly from system tables in Databricks that store lineage.

Direct lineage extraction will be automatically triggered as a “downstream” job dependent on the metadata extraction

job. Query history, joins, filters, and popularity information will not be available as the result of direct lineage extraction

as they require query log ingestion (QLI).

For lineage data to be generated, the service account needs access to the system tables that store lineage. See Permissions

for Lineage Extraction.

After you have granted the service account these permissions, lineage will be extracted automatically. No additional

configuration is required on the Alation side.

Direct Lineage Feature Flags

Direct lineage extraction from OCF data sources is enabled by default. It is controlled by two alation_conf flags:

• alation.ocf.mde.direct_lineage.enable_extraction—Enables or disables the direct lineage feature

for all data sources in the catalog that support it.

• alation.ocf.mde.direct_lineage.incremental_extraction—Enables or disables incremental lineage

extraction. This flag only applies if the main feature flag alation.ocf.mde.direct_lineage.enable_-

extraction is set to True.

For more on alation_conf, see Using alation_conf .

For more details on incremental lineage, see Incremental Lineage Extraction below.

Capturing Lineage

On the Databricks side, DDL query runs generate lineage records in the lineage tables in the Unity Catalog metastore:

system.access.table_lineage and system.access.column_lineage.

In Alation, direct lineage extraction is triggered as a downstream job after metadata extraction (MDE). The direct lineage

extraction job reads the system lineage tables and extracts and ingests lineage information into Alation. Ingested lineage

will become available on the Lineage tab of the catalog pages of data objects (tables and views) under the Databricks

Unity Catalog OCF data source.

Direct lineage extraction depends on the lineage capture feature in Databricks, inheriting its requirements and limitations.

If specific records are not available in the system lineage tables due to limitations on the Databricks side, they will not

be available in Alation either. Review the requirements and limitations in Databricks documentation:
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• Requirements

• Limitations.

Note:

• Lineage records are stored in the system lineage tables in Databricks for 30 days. Dropping a view or

table with lineage will not immediately remove its associated lineage. Alation would still show the

object on the Lineage diagram, while the corresponding catalog page will display the message This

object appears to have been removed from the data source.

• Altering columns to a table or view after lineage has already been created does not alter the existing

lineage records.

Dataflow Content From Direct Lineage Extraction

Dataflow objects generated by lineage extraction will not show the SQL queries. The Dataflow Content field will

contain the URL of the Databricks entity that generated the lineage (a notebook, a dashboard, a workflow, or a Databricks

SQL query).

For more on Dataflow objects, see Dataflow Objects.

Lineage from Compose Queries

In addition to lineage extracted from Databricks, Alation will capture lineage from DDL SQL queries executed in

Compose. The Compose queries will be available in the Dataflow Content field on the Lineage diagram.

Important: Use the multipart schema names when referencing schemas, tables, and views in Compose

for lineage to be captured—catalog.schema.table.
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Incremental Lineage Extraction

Incremental lineage extraction is available from connector version 1.1.0.4393 and Alation release 2023.1.4.

Incremental lineage extraction is supplemental to direct lineage extraction. The lineage extraction job creates a timestamp

“bookmark” and stores it in Postgres. The bookmark is based on the created_at value in the system lineage tables that

is the latest timestamp. During the next MDE, Alation will only extract those lineage records where the created_at

value is later than the value stored in the bookmark. For example, if an initial MDE job extracts 50 lineage records into

the Alation catalog on day one and creates a bookmark, then the next MDE will only extract lineage records where the

created_at value is later than the bookmark stored in Alation, thus adding lineage records incrementally. The same

extraction job will create a new bookmark to be used during the subsequent MDE.

If the the incremental lineage feature flag is disabled, the MDE job will extract all available lineage records but only

ingest the records that were not previously extracted and are not present in Alation. This may increase the time of the

MDE extraction job, depending on how much metadata you are extracting.

See Direct Lineage Feature Flags for information on the feature flag that controls incremental lineage extraction.

6.31.9 Configure Sampling and Profiling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Sampling and profiling, including dynamic profiling, is supported from connector version 1.0.2.3423, compatible with

Alation version 2022.4 or newer.

For details, see Configure Sampling and Profiling for OCF Data Sources.

Important: To use custom query-based sampling and profiling, ensure that the JDBC URI includes

the UseNativeQuery=0 property. If you enable dynamic profiling, then users should ensure that their

individual connections also include this property. Find more details about building the JDBC URI in Build

the JDBC URI .

6.31.10 Query Log Ingestion (Beta)

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Query log ingestion (QLI) extracts and ingests the query history of a database and powers the lineage, popularity, top

user, join and filter information in the catalog. You’ll be able to explore examples of ingested queries on schema and

table catalog pages.

Query Log Ingestion (QLI) is available from connector version 2.0.2 or newer. The connector supports query history

extraction from the system audit log table:

• System audit log table in Azure Databricks

• System audit log table in Databricks on AWS
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Prerequisites

Before you can perform QLI from your data source in Alation, you will need to:

1. Enable the system.access schema:

• Azure Databricks: Enable system tables

• Databricks on AWS: Enable system tables

2. Configure audit log delivery on your Databricks account and workspace:

• Azure Databricks: Configure log delivery

• Databricks on AWS: Configure audit log delivery

3. Enable verbose audit logging to capture additional events in the audit log table. Your logs will include the

following additional events:

• For notebooks: runCommand

• For SQL warehouse: commandStart, commandFinish

Alation requires these events to be available in the audit table to successfully extract and ingest query

history:

• Azure Databricks: Enable verbose audit logs

• Databricks on AWS: Enable verbose audit logging

4. Grant Permissions for QLI to the Alation service account.

5. In Alation, ensure that you run metadata extraction (MDE) before running QLI. For information on MDE, refer to

Configure Metadata Extraction.

QLI Query

Alation runs the following query on the system.access.audit table to retrieve query history:

SELECT request_event_time AS startAt,

username,

queryText,

TIMESTAMPDIFF(SECOND, request_event_time, response_event_time) AS executionTime,

statusCode,

errorMessage,

session_id

FROM (

SELECT

user_identity.email AS username,

request_params.commandText AS queryText,

event_time AS request_event_time,

request_params.commandId

FROM system.access.audit

WHERE action_name = 'commandSubmit'

) submitTable

LEFT JOIN (

SELECT

response.status_code AS statusCode,

response.error_message AS errorMessage,

session_id,
(continues on next page)
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(continued from previous page)

event_time AS response_event_time,

request_params.commandId

FROM system.access.audit

WHERE action_name = 'commandFinish'

) finishTable

WHERE submitTable.commandId = finishTable.commandId

AND submitTable.request_event_time >= "FROM_TIME"

AND submitTable.request_event_time <="TO_TIME"

AND finishTable.statusCode = 200

AND finishTable.errorMessage IS NULL

UNION ALL

SELECT

event_time AS startAt,

user_identity.email AS username,

request_params.commandText AS queryText,

round(request_params.executionTime,0) AS executionTime,

response.status_code AS statusCode,

response.error_message AS errorMessage,

session_id

FROM system.access.audit

WHERE action_name in ('runCommand')

AND event_time >= "FROM_TIME"

AND event_time <= "TO_TIME"

AND response.status_code = 200

AND response.error_message IS NULL;

Performing QLI

You can either run QLI manually on demand or configure it to run automatically on a schedule.

Note: Alation supports a maximum SQL query length of 100K rows. There is also a 50 KB limitation

on query file size. Queries with more than 100K rows or queries larger than 50 KB cannot be parsed and

ingested by QLI jobs.

Depending on your connector version, use the information in the relevant topic:

• Version 2.2.0 or Newer

• Versions Before 2.2.0

Version 2.2.0 or Newer

Use the information in this section to configure the Query Log Ingestion tab for connector version 2.2.0 or newer. In

version 2.2.0, the user interface of the Query Log Ingestion page was redesigned. The new interface will be available if

your Alation version is 2023.3.4 or newer.

Note: On Alation versions older than 2023.3.4, the Query Log Ingestion user interface is different. If you

install the connector version 2.2.0 or newer on an Alation version older than 2023.3.4, refer to Versions

Before 2.2.0.
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You configure QLI on the Query Log Ingestion tab of the data source settings page. Follow these steps:

• Test Access and Query History Size

• Preview Results (Optional)

• Run QLI

Test Access and Query History Size

Before you run QLI, you can validate that the user has access to the QLI tables and estimate the approximate size of the

query history metadata. The size is estimated based on the average query volume of the last seven days.

To test the access and query history size:

Under the section of the user interface Step 1: Test access and query history size, click Test. A dialog box appears

displaying the test progress. Upon successful validation, you’ll get a confirmation that the user has the required

permissions to continue.

Preview Results (Optional)

Before running QLI, you can preview the queries to be ingested.

To preview queries:

1. Under the section Step 2: Preview Results (optional), enter the date range for which you want to generate a

preview.

2. Click Preview.

3. Click View Results to view the generated report.

4. You can download the preview as a JSON file. Click Download Preview Results in the preview window to

download it.

Run QLI

You can either run QLI manually on demand or configure it to run automatically on a schedule:

• Run QLI Manually

• Schedule QLI

Run QLI Manually

To run QLI on demand:

1. Under the section Step 3: Run QLI, specify the desired date range using the Date Range calendar widgets. You

will need to specify the start date and the end date of the date range separately.

2. Click Import. This will initiate a QLI job.

3. You can monitor the status and history of your QLI jobs on the QLI Job History page. To open the QLI job

history, click Go to QLI Job History.

Find more details about the QLI job history in View the QLI Job Status.
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Schedule QLI

You can configure QLI to run automatically on a schedule that you select.

To schedule QLI:

1. Under the section Step 3: Run QLI, enable the Enable QLI Schedule toggle.

2. Specify values for the job recurrence and time. The values are set in your local time. The next QLI job for your

data source will run on the schedule you have specified.

View the QLI Job Status

On the QLI Job History sub-tab, view the status of your QLI jobs.

To open the list of QLI jobs that were run on the data source, click the QLI Job History sub-tab on top of the page. The

QLI jobs are displayed in the query log ingestion job status table.

A QLI job can have one of these statuses:

• Succeeded—The job was successful.

• Partial Success—The job was successful, but there are some warnings. For example, if Alation fails to ingest

some objects, it skips them and proceeds to ingest other objects, with the QLI job resulting in partial success.

• Failed—The job failed due to errors.

For each of the QLI jobs listed in the ingestion job status table, you can view the detailed log messages. Click the

status link or the View Details link to open a detailed report in a pop-up info box. If there were errors during QLI, the

corresponding error messages are displayed in the Job errors table. Follow the instructions in the Hint column for

troubleshooting tips.

Versions Before 2.2.0

Use the information in this section to configure the Query Log Ingestion tab for connector versions before 2.2.0.

Perform QLI Manually

To perform QLI manually on demand:

1. If you are using connector version 2.0.2.6259, you must disable lineage auto-generation before running QLI.

Open the General Settings tab, select the Disable Automatic Lineage Generation checkbox under Application

Settings, and click Save. If you are using a newer connector version (2.0.3.6564 or later), you don’t have

to manually disable automatic lineage as from this connector version, it’s disabled programmatically. The

corresponding control is not present in the user interface.

Note: After every QLI job, the QLI framework in Alation runs a downstream sub-job to calculate

lineage based on the query history metadata ingested during QLI. However, for a Databricks Unity

Catalog data source, lineage is extracted directly from the system tables. Disabling automatic lineage

calculation disables the lineage downstream job and prevents creating duplicate lineage paths from

both direct lineage extraction and QLI.

2. On the Query Log Ingestion tab of the Settings page of your data source, under Automated and Manual Query

Log Ingestion ensure that the Enable Automated Query Log Ingestion toggle is disabled.
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3. Specify the desired date range using the Date Range calendar widgets. You will need to specify the start date and

the end date separately.

4. Click the Preview button to preview the queries that will be ingested. This will run a preview job that will fetch a

subset of the queries based on your QLI configuration. The result will be displayed in a table.

5. Click the Import button. This will start a query log ingestion job.

View Job Status

The status of preview or QLI jobs is logged in the Query Log Ingestion Job Status table at the bottom of the page. In

this table, click the status link or the View Details link for a job to view the details on its progress.

Schedule Automated QLI

To schedule QLI:

1. On the Query Log Ingestion tab, under Automated and Manual Query Log Ingestion, enable the Enable

Automated Query Log Ingestion toggle.

2. In the Automated Query Log Ingestion Time panel that will appear, specify the values for the job recurrence

and time. The values are set in your local time.

Note: The hourly schedule for automated QLI is not supported.

3. The next QLI will run on the schedule you set.

View Query History in the Catalog

After a successful QLI run on any connector version, you will be able to find and view the following information under

your data source:

• Query History

• Filters, Joins, and Expressions

• Popularity

Note: Joins, filters, and popularity calculation is a scheduled task that runs asynchronously with query log ingestion.

After running QLI for the first time, you will see popularity and join and filter information in the catalog on the next day.

Query History

The query history information that Alation ingests during QLI is made available on the Queries tab on the catalog pages

for schemas and tables.

To view query history:

1. Navigate to the catalog page of a data source object, such as a schema or a table.

2. Open the Queries tab.
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3. Select the History section from the list on the left. All the queries ingested for this object during QLI will be

listed here.

4. You can expand the query panels to see the full query statement and the related properties.

Filters, Joins, and Expressions

When ingesting query history, Alation parses SQL statements and catalogs joins and filter expressions. The joins and

filters can be viewed on the Joins and Filters tabs on catalog pages of the relevant table objects. Filter expressions are

captured under the Expressions tab on catalog pages of the relevant column objects.

To view the joins and filter information:

1. Navigate to the catalog page of a table object under your data source.

2. Open the Joins tab to view the relevant joins.

3. Open the Filters tab to view the relevant filters.

To view filter expressions:

1. Navigate to the catalog page of a column object under your data source.

2. Open the Expressions tab to view the relevant filter expressions.

Popularity

Popularity of objects is calculated from the number of mentions an object has in the queries parsed during query history

ingestion. Tables that are more frequently accessed by users will have a greater popularity value than tables that are

queried rarely. The popularity value is displayed on catalog pages of schema, table, and column objects.

6.31.11 Configure Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Overview

Compose is supported from connector version 1.0.2.3423, compatible with Alation version 2022.4 or newer.

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

To establish a connection between Compose and Unity Catalog using basic authentication, Compose users will need

their own personal access token or the knowledge of the token of the service account.

If you want to configure OAuth authentication for Compose, additionally see Azure Databricks OAuth for User Connec-

tions.
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Incremental MDE from Compose

When users create tables and views in Compose, Alation triggers a background extraction job to make the new table

and view objects available in the catalog. As a result, users will see the corresponding table or view metadata in the

data catalog without re-running MDE on the Settings page of the data source. When users run DDL SQL queries in

Compose, incremental MDE also adds lineage information to the affected objects under the data source.

6.31.12 Troubleshooting

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Issues with Metadata Extraction

Problem: MDE fails with error “iterating schema children”

The issue may occur with older connector versions that use the legacy Spark driver. This driver sometimes cannot keep

up the connection long enough for MDE to complete.

Solution

This issue was resolved starting with connector version 2.0.2.6259, where the driver was changed to the Databricks

JDBC driver. See more in Build the JDBC URI .

Issues with Lineage Extraction

Problem: After upgrading the connector to version 1.0.3, MDE fails at ingestion

Connector logs will show the error “system.access.table_lineage table does not exist”.

Solution

Direct lineage extraction from system tables is a beta feature. The lineage system tables are not enabled by default and

need to be enabled by your Databricks admin. See more in Lineage Extraction (Beta).

Problem: No lineage is generated after MDE

Solution

Verify that lineage data is available in the system lineage tables in Databricks.
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Issues with QLI

Problem: After running QLI, some queries don’t appear in the History section of the Queries tab

Explanation

Some SQL statements are currently not supported by the Databricks SQL parser that is used to parse SQL statements

during QLI, for example:

• Partially qualified names in SQL statements are not parsed. Object names in query history must be fully qualified

to be ingested.

• The USE statements are not parsed.

• Queries containing CTEs are not parsed.

• Queries containing comments (COMMENT, COMMENT ON) are not parsed

This is a limitation with the current GSP and a known issue.

Problem: After QLI, parts of a query appear as separate queries in the catalog

Explanation

To support proper query parsing, accurate execution times count, and lineage resolution, batched queries are split into

individual query statements before ingestion.

Problem: Queries that appeared in Preview don’t appear in the catalog after QLI

Explanation

The Preview is not directly tied to queries that will appear in the catalog. It returns 100 statements which may be a

subset of all imported queries. For queries to appear in the catalog after QLI:

• Queries must contain fully qualified object names with three-level namespace (catalog.schema.table).

• The objects referenced in queries must have been cataloged with MDE.

• Queries must not duplicate the queries that were ingested previously. Duplicated queries are not resolved.

6.31.13 Azure Databricks OAuth for User Connections

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Note: This feature is available from Azure Databricks Unity Catalog connector version 2.1.0.

Alation supports the OAuth 2.0 protocol for user connections from Compose and the catalog for Azure Databricks and

Azure Databricks Unity Catalog data sources via Azure Active Directory (Azure AD) as the OAuth provider.

A user connection is established by an individual user who wants to access a data source from Alation, as opposed to

the connection established via the service account to extract metadata, query history, or data samples.
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Users may need to open an individual connection to perform these actions:

• Compose

– Execute queries

– Execute queries on a schedule

– Run query forms

– Create Excel Live Reports

• Catalog

– Upload data into the data source

– Perform dynamic sampling of a table or column

– Run a query form

With OAuth enabled and configured, users connecting to Azure Databricks or Azure Databricks Unity Catalog will be

redirected to the Azure AD login screen in a new browser tab. Upon authentication, the login screen will close, and

Alation will establish a connection to the data source.

Note: The OAuth 2.0 protocol provides a secure authorization mechanism for applications and users to

access a resource. Authorization is managed with access tokens issued by an authorization server. The

token holder is allowed to access the resource until the token expires. When an access token has expired, a

refresh token can be requested by the application to retrieve a new access token.

Workflow

To configure OAuth with Compose for your Azure Databricks or Azure Databricks Unity Catalog OCF data sources,

follow this workflow:

• Create Service Principal in Azure Active Directory

• Create Databricks Users

• Configure OAuth for Compose

• Connect in Compose

Create Service Principal in Azure Active Directory

Enabling OAuth for a Databricks data source requires provisioning a service principal in Azure Active Directory. You

will need to collect the following information from the service principal:

• Client ID

• Client secret value

• Authorization endpoint

• Token endpoint

We recommend creating a list with all the required information and storing it securely.

To provision a service principal in Azure Active Directory:

1. Sign in to Azure Portal using your Azure account.

2. Select Azure Active Directory.
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3. Go to App registrations and click New registration.

4. In the Name field, specify a name for the application.

5. Under Supported account types, select Single tenant.

6. Under Redirect URI (optional), select Web as the app type and provide the Redirect URI in the format https:/

/<your_Alation_URL>/api/datasource_auth/oauth/callback. For example, https://datacatalog.

alation-test.com/api/datasource_auth/oauth/callback. Make sure there is no forward slash / at the

end of the URI.

7. Click Register to complete the app registration. The Overview page is displayed.

8. Copy and save the Application (client) ID from the Essentials section on the Overview. You’ll need it during the

configuration in Alation.

9. Go to the Endpoints tab. Copy the values of OAuth 2.0 authorization endpoint (v1) and OAuth 2.0 token

endpoint (v1), and save them. Make sure that you copy version 1 (v1) of the authorization and the token endpoints.
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10. From the main menu on the left, select API permissions.

11. Click Add a permission and select APIs my organization uses.

12. Search with the keyword AzureDatabricks and click the AzureDatabricks API. Make sure there is no space

in the search keyword.

13. Select the User Impersonation permission and click Add permissions.

14. On the API permissions page, select Grant admin consent for <Account> and in the pop-up dialog that opens,

click Yes.

15. In the menu on the left, select Certificates & secrets.

16. Click New client secret to add a new client secret. Specify a description, select an expiration period, and click

Add.

17. Copy the client secret value and save it in a safe location. You only have one chance to copy the client secret

value as it won’t be displayed again after you close this page.
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Create Databricks Users

To connect to Azure Databricks or Unity Catalog in Compose, users must exist in Azure Databricks. Perform the

following steps to add the users:

1. In Azure Databricks, go to Admin Settings.

2. Click Add User to add a new user and provide the user email in the dialog box.

3. Select the Admin checkbox for the new user to enable the user to run queries in Compose.

Note: If the Admin permission cannot be granted, the Can Attach To permission should also allow

making connections with OAuth.
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Configure OAuth for Compose

To enable OAuth in Compose for an Azure Databricks data source:

1. In Alation, open the Settings page of your Azure Databricks data source.

2. Go to the Compose tab.

Note: If it’s a Custom DB data source, go to the General Settings tab.

3. Under Compose Connections, modify the default connection or create a new one. To enable OAuth, add

parameters Authmech=11;Auth_flow=0.

Important:

• The Azure Databricks OCF connector supports two JDBC URI formats with Compose

OAuth—spark:// (from connector version 1.x) and databricks:// (from connector ver-

sion 2.x).

• The Databricks Unity Catalog OCF Connector only supports the databricks:// JDBC URI

format with Compose OAuth (from connector version 2.1.x).

Example:

databricks://dbc-32am8401-ac16.cloud.databricks.com:443/default;

transportMode=http;ssl=1;httpPath=/sql/1.0/warehouses/9f5d50hhsaeb0k23;

UseNativeQuery=0;Authmech=11;Auth_flow=0;

4. Under the OAuth Connection section, select the checkbox Enable OAuth 2.0 in Compose. This reveals several

parameters for the OAuth setup.

5. Enter the values into the fields and click Save.
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Field Value

Client ID Provide the client ID.

Client Secret Provide the client secret value.

Request Refresh To-

ken

Select the Request Refresh Token to enable requests for refresh tokens.

Enable PKCE Leave as is (unselected). This setting does not apply to this data source type.

Authorization End-

point

Provide the authorization endpoint.

Token Endpoints Provide the token endpoint.

Default Scope Leave this field blank.

Refresh Scope Leave this field blank.

Username

Field/Claim

Use the value unique_name.

JWT Select this checkbox (required).

Access Token Pa-

rameter name

Use the value Auth_AccessToken.

OAuth Enablers Provide the value Authmech=11&Auth_flow=0. Make sure there is an

ampersand symbol between the parameters.

The screenshot below shows an example of a Compose tab configuration:
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Connect in Compose

After you have completed the configuration, Compose users should be able to connect to Databricks via OAuth-enabled

connections and run queries.

To connect to the database in Compose:

1. Click Connection Settings to open the connection settings dialog.

2. In the Connection Settings dialog that opens, select the OAuth-enabled connection.
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3. From the Connect as (Select User) list, select your user or click Add New (SSO login).

4. The Microsoft login page should open in a new tab. Authenticate with your Azure Databricks credentials.
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More information about the Connection Setting dialog can be found in Working with Data Source Connections.

Troubleshooting

If your OAuth configuration requires fine-tuning, you will get authorization errors in Alation. The error usually contains

details about possible causes and may include troubleshooting tips.

Refer to the table below for message examples.

Error Description

Authorization terminated unexpectedly This message is shown:

• If the redirect browser window or tab is manually

closed before authorization completes.

• If the Client ID specified in the OAuth configura-

tion is incorrect.

• If the authorization endpoint is incorrect. The error

page will redirect to the URL provided if it exists or

throw the 404 error if no Redirect URL is provided.

The authorization server reported a failed authorization

attempt: <message>

If authorization fails, the authorization server may re-

spond with error details in the error message. Examples:

• Invalid scope defined as Default Scope in the data

source OAuth configuration.

• Invalid scope defined as Refresh Scope in the data

source OAuth configuration.

• The authorization step is canceled by some UI con-

trol on an authorization, authentication, or consent

screen.

• The authorization step is canceled due to an au-

thentication failure.

continues on next page
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Table 9 – continued from previous page

Error Description

Token request failed following successful authorization In some cases after successful authorization, the request

for tokens can fail. This message will be followed by

further details.

There was a problem extracting username information

following successful authorization and token retrieval.

Please check the OAuth settings for the data source

The causes of this error may be:

• The OAuth configuration specifies that the user-

name should be extracted as a JWT claim but:

– The access token can not be decoded as a

JWT.

– No JWT claim is specified in the OAuth con-

figuration.

– The specified claim does not exist in the to-

ken’s claim set.

• The OAuth configuration specifies that the user-

name should not be extracted as a JWT claim but:

– No username field is specified in the OAuth

config.

– The specified field does not exist in the re-

sponse returned from the authorization server

upon token request.

Connection timeout When the cluster is not running, the connection will time

out and return a connection error:

a. Ensure that the cluster is running.

b. Consider increasing the connection timeout sec-

onds in alation_conf (alation.rpc.timeout.

db_connect) to a value higher than your compute

cluster’s boot time. The default timeout is 17.

HTTP Response code: 400

Error Message: Authorization related error response re-

turned, but no token expired message received

Ensure that the signed-in user has permissions to use the

compute cluster in the connection URI.

Log Location

The log entries for OAuth authorization can be found in the file /opt/alation/site/logs/uwsgi.log (path inside

the Alation shell).

6.32 Add-On OCF Connector for dbt

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Add-On OCF connector for dbt.
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6.32.1 Add-On OCF Connector for dbt Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

December 13, 2023

Add-On OCF Connector for dbt: Version 3.0.7

Compatible Alation Version - 2023.1 or higher

Enhancements

Improved User Experience

The enhanced Add-On OCF connector for dbt Admin user interface provides better navigation and multiple visual cues,

making it easy to configure and manage dbt connector.

Important: Add-On OCF connector for dbt version 3.0.7 is supported with the Alation version 2023.1

and higher, however, the enhanced user experience is available only from the Alation version 2023.3.2.1.

6.32.2 Add-On OCF Connector for dbt: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The dbt OCF connector was developed by Alation and is available as a Zip file that can be uploaded and installed in the

Alation application.

The dbt add-on is compatible with Alation release 2022.4.3 and later.

To download the dbt OCF connector package, go to the Alation Connector Hub available from the Customer Portal. Go

to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer Portal

can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation Support.

The dbt connector can be used as an add-on connector with a primary OCF connector to extract and catalog descriptions

and lineage from dbt models, sources, and columns in dbt Core or dbt Cloud.

Note: Lineage is available from dbt add-on OCF connector version 2.0.0 or later and Alation version 2023.1 or later.

The dbt add-on cannot be used as a stand-alone connector as it works only with primary connectors that support it and

shares the user interface of primary connectors. When the dbt add-on is configured for a primary connector, MDE will

extract descriptions from dbt along with the metadata from the primary data source.

dbt Core:

• The manifest.json file contains description and lineage for all dbt models that was included in the execution of the

dbt job.

• The following storage locations are supported to store the manifest.json files:
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– GitHub

– Amazon S3

• Alation supports multiple manifest files, but these need to be from dbt projects all related to the same dbt

environment (Alation data source type). Only one most recent manifest file for each dbt project must be stored in

a folder.

• For Snowflake, the column names in dbt must be the same as in Snowflake tables.

dbt Cloud:

• A dbt account has projects of different target environments like Snowflake, Postgres, and more. If the project

names are not specified in Alation as part of extraction configuration, all projects for a data source type will be

fetched.

• If different projects have the same table signature (catalog_name.schema_Name.table_Name /catalog_-

name.schema_Name.table_Name.column_Name) then the latest fetch of the table/column description will be

updated.

• The connector will retrieve the manifest.json file from each project’s latest successful run to obtain the metadata

from dbt Cloud.

See Supported Data Sources list for the data source types that support the add-on OCF Connector for dbt.

Team

You may need the assistance of your dbt administrator to configure the dbt add-on connector:

• Alation Server Admin:

– Installs the connector.

– Configures the dbt add-on in the primary data source settings.

• dbt Administrator:

– dbt Core

∗ Ensures the latest mainfest.json files are saved to the supported locations (GitHub or S3)

– dbt Cloud

∗ Provides dbt Account ID required for the API URL

∗ Provide Access Token for use with dbt APIs

∗ Provide the list of dbt Project Names for processing

Scope

The table below shows which metadata objects are extracted by this connector and which operations are supported.
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Feature Scope Avail-
ability

Authentication

GitHub personal

access token

Authenticate on the GitHub storage using a personal access token Yes

Basic (AWS ac-

cess key and se-

cret key)

Authentication with AWS access key and secret key Yes

AWS STS authen-

tication

Authentication with an AWS STS access key and secret key No

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on default extraction queries in the connector code Yes

Custom query-

based MDE

Extraction of metadata based on extraction queries provided by user No

Extracted metadata objects

Table descriptions Description of the dbt target table descriptions Yes

Views descrip-

tions

Descriptions of the views Yes

Column descrip-

tions

Description of the columns Yes

Catalog Features

Sampling and pro-

filing

Not applicable

QLI Not applicable

Compose Not applicable

Lineage

Jinja code extrac-

tion

Extraction of Jinja code from dbt into dataflow content Yes

Automatic lineage

generation

Auto-calculation of lineage based on query history ingested from QLI and MDE Yes*

Column-level lin-

eage

Calculation of lineage data at the column level. Column-level lineage is not applicable

to the dbt connector, however, it can be viewed if CLL is supported by the primary

data source.

Not

appli-

cable

Supported Data Sources

The table below lists data sources that support the dbt add-on connector.

Data Source dbt type dbt OCF Connector Version

Snowflake dbt Core 1.0.0

dbt Cloud 2.0.0

PostgreSQL dbt Core 1.0.0

dbt Cloud 2.0.0

Amazon Redshift dbt Core 1.0.0

dbt Cloud 2.0.0

Google BigQuery dbt Core, dbt Cloud 2.1.0

AWS Databricks dbt Core, dbt Cloud 2.1.0

Azure Databricks dbt Core, dbt Cloud 2.1.0

GCP Databricks dbt Core, dbt Cloud 2.1.0
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Lineage

This table has the types of materializations (built into dbt) supported by each data source.

Data Source Table View Ephemeral Incremental

Snowflake Yes Yes Yes Yes*

PostgreSQL No Yes No No

Amazon Redshift No Yes No No

Google BigQuery Yes Yes Yes Yes*

AWS Databricks Yes Yes Yes Yes*

Azure Databricks Yes Yes Yes Yes*

GCP Databricks No No No No

* The dbt lineage is available for incremental materialization if QLI returns a query for the first run of the incremental

model. For subsequent incremental model runs, dbt inserts data from a temporary table to the actual table. Due to this

solution in dbt, lineage is not generated between the source and the target.

Object Mapping

The following table shows the supported dbt objects and how they are cataloged in Alation:

dbt Objects Alation

Table description Table source comments

View description View source comments

Column description Column source comments

6.32.3 Add-On OCF Connector for dbt: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prerequisites

Generate a Manifest File

Note: This section is only applicable to dbt Core. Users of dbt Cloud need to make sure they run their dbt project job

routinely.

Before you can configure the dbt add-on connector in Alation, request your dbt admin to generate a manifest.json file

using the dbt run or dbt docs commands. For more details on the manifest file, refer to Manifest. Place the manifest.json

file in a location supported by Alation — AWS S3 or GitHub.
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Storage for Manifest Files

The following storage locations are supported to store the manifest.json files:

• GitHub

• AWS S3

Alation needs access to the manifest file on the storage system you chose. If you chose to store it on AWS S3, see Create

an AWS S3 User. If you choose to store it on GitHub, see Generate a Personal Access Token on GitHub.

Create an AWS S3 User

Note: This section applies if you store the manifest.json files on AWS S3.

If you store multiple manifest files in different folders, access is required to the folders that have manifest files which

need to be read by Alation. Create a user in AWS IAM with read-only access to the folder(s) that store the manifest

file(s). Make sure to save the values of the access key and secret key. You will need to specify them in Alation when

configuring the dbt add-on on your data source.

Generate a Personal Access Token on GitHub

Note: This section is applicable, if the manifest.json files are stored on GitHub.

For the steps to create a token, refer to Create a Personal Access Token in GitHub documentation.

URI

This section provides the URI required for dbt Cloud or dbt Core.

dbt Cloud URI

Format

https://cloud.getdbt.com/api/v2/accounts/<Account_ID>

Account ID — Go to dbt > Account Settings. In the address bar you can find the Account_ID.
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Example:

https://cloud.getdbt.com/api/v2/accounts/71828

dbt Core

GitHub URI

To get the GitHub URI:

1. Go to the repository that stores the manifest.json file and click the manifest.json file.

2. Click the Raw button.

3. Copy the part of the URL that inlcudes the repository name as shown below. The copied URL can be

used as GitHub URI in Alation.

Example:

https://raw.githubusercontent.com/Project1984-2019/repo/
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Access Token for dbt Cloud

To get the access token for dbt Cloud, see API Tokens.

Note: API Key is called Access Token for dbt cloud in Alation.

Installation

Install the dbt Add-On OCF connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.
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Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Note: Install the dbt add-on connector on the same Alation Agent on which the primary connector is installed.

Configuration for dbt 2.1.4 and Earlier

Configuration for Snowflake OCF connector version 2.2.9 and later on Alation version 2023.3.2.1 and later is different.

See Configuration for Snowflake OCF (2.2.9 and later).

Enable the dbt Connector

To use the dbt add-on connector:

1. Go to Admin Settings > Server Admin > Feature Configuration.

2. Enable the Enable DBT Connector for OCF RDBMS sources (Paid Feature) flag. By default, this flag is

disabled.

Enabling this feature will add the dbt connector configuration fields to the Settings page of the supported primary

connectors (Snowflake, Redshift, PostgreSQL).

General Settings

After you have enabled the feature flag of the dbt connector, you can configure extraction from dbt on the General

Settings tab of the primary connector:

1. In Add-On Connector Settings, enable the Configure DBT OCF connector toggle. Once you

enable the toggle, the DBT configuration settings fields will appear.

2. Choose the DBT Configuration Settings (DBT Cloud or DBT Core) and click Save.

3. If you selected DBT Cloud, specify the DBT configuration settings for DBT Cloud.

Parame-
ter

Description

Cloud URL Specify the dbt Cloud URL.

Project(s)

name

Specify the projects name separated by comma.

Example: project1, project2

Access

token

Specify the dbt Cloud API Key assigned to the account Alation will use

to make the API calls.

4. If you selected DBT core, Specify the DBT configuration settings for DBT Core.
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Parameter Description

Repository type Select a repository type from the droplist.

The supported repository types are:

• GitHub

• Amazon S3

GitHub

GitHub URL Specify the GitHub URI in the required

format.

Manifest file(s) location Specify the manifest.json file locations sep-

arated by comma. The manifest.json file

path:

• Works with or without the leading

slash and the trailing slash.

• Folder name is case sensitive.

Example: dbt/Manifest1/project1,

dbt/Manifest2/project2

Access Token Specify the GitHub personal access token.

AWS S3

Region Specify the AWS S3 region. Example: us-

east-1

Bucket Name Specify the AWS S3 bucket name.

Manifest file(s) location Specify the manifest.json file locations sep-

arated by comma. The manifest.json file

path:

• Must not contain leading slash and

trailing slash.

• Folder name is case sensitive.

Example: dbt/Manifest1/project1,

dbt/Manifest2/project2

Access Key Provide the AWS access key ID of the IAM

user. Make sure that the IAM user has ac-

cess to the destination bucket.

Secret key Specify the secret key.

3. Click Save.
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Configuration for dbt 3.0.7 and Higher

To configure the add-on dbt OCF connector on Snowflake, you must perform these steps:

1. Enable the dbt Connector for Snowflake

2. Configure Authentication

3. Test the Connection

4. Configure Logging

dbt Cloud
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dbt Core
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Enable the dbt Connector for Snowflake

To use the dbt OCF connector as an add-on connector on Snowflake, perform these steps:

1. Go to the General Settings tab in the Settings page of your Snowflake data source and click the DBT tab.

2. Enable the Configure the DBT OCF Connector toggle.

Configure Authentication

Based on whether you are using dbt Cloud or dbt Core, configure the authentication.

For dbt Cloud

1. On the Settings page of your Snowflake data source, go to General Settings > DBT.

2. Under the Configure Authentication section, click DBT Cloud.

3. Specify the DBT configuration settings for DBT Cloud.

Parameter Description

DBT Cloud

URL

Specify the dbt Cloud URL.

Project(s)

name

Specify the projects name separated by comma.

Example: project1, project2

Access token Specify the dbt Cloud API Key assigned to the account Alation will use to make

the API calls.

4. Click Save.

For dbt Core

1. On the Settings page of your Snowflake data source, go to General Settings > DBT.

2. Under the Configure Authentication section, click DBT Core.

3. Specify the DBT configuration settings for DBT Core.
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Parameter Description

GitHub

GitHub URL Specify the GitHub URI in the required format.

Manifest file(s) location Specify the manifest.json file locations separated

by comma. The manifest.json file path:

• Works with or without the leading slash and

the trailing slash.

• Folder name is case sensitive.

Example: dbt/Manifest1/project1,

dbt/Manifest2/project2

Access Token Specify the GitHub personal access token.

AWS S3

Region Specify the AWS S3 region. Example: us-east-1

Bucket Name Specify the AWS S3 bucket name.

Manifest file(s) location Specify the manifest.json file locations separated

by comma. The manifest.json file path:

• Must not contain leading slash and trailing

slash.

• Folder name is case sensitive.

Example: dbt/Manifest1/project1,

dbt/Manifest2/project2

Access Key Provide the AWS access key ID of the IAM user.

Make sure that the IAM user has access to the

destination bucket.

Secret key Specify the secret key.

4. Click Save.

Test the Connection

To validate the network connectivity, go to General Settings > DBT > Test Connection on the Settings page of your

Snowflake data source and click Test.

A dialog box appears confirming the status of the connection test.

Configure Logging

To set the logging level for your dbt OCF connector logs, perform these steps:

1. On the Settings page of your Snowflake OCF data source, go to General Settings > DBT > Connector logs.

2. Select a logging level for the connector logs and click Save.

The available log levels are based on the Log4j framework.
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Metadata Extraction

The metadata extraction from dbt will run as a child job of the primary connector’s MDE. To make sure that the extraction

from dbt is successful:

1. In the Extract Job Status section, click View Details.

2. The successful extraction message will be displayed as shown below.

The descriptions extracted from dbt will be cataloged as Source Comments as shown below.

Note: On the Snowflake data source, there is 90 minutes latency time to update views AC-

COUNT_USAGE views. So the new descriptions created will be extracted during metadata

extraction after the latency time. Refer to Account Usage — Snowflake Documentation for

information about the latency time for each item.

Note: The alias config can be used to change the name of a model’s identifier in the database.

To display the alias name instead of the table name in the catalog, make sure you add the alias

name to the model file before generating the manifest file. See Custom Aliases for more details.
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Lineage

Note: Lineage is available from dbt Add-On OCF connector version 2.0.0 or later and Alation

version 2023.1 or later. See Lineage Support for the types of materializations supported for each

data source.

Note: Query Log Ingestion must be performed first to get the Lineage generated in Alation.

The dbt Connector will add a Jinja tab to the dataflow object if Alation can match the compiled SQL from

dbt to SQL extracted by the base connector’s QLI process.
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Alation now provides the ability to represent lineage objects based on their logical alignment with the data source and

dataflow objects: the Compound Layout View of the lineage data. The view supports the Show Parent/Show Children

functionality which will display additional upstream and downstream lineage nodes that are not directly linked to the

main object.

This feature is not enabled by default. To make it available on your Alation instance, set the following alation_conf

flags to True:

• alation.feature_flags.DEV_enable_lineage_asset_grouping—Enables the Compound Layout View

toggle on the Lineage tab.

• alation.feature_flags.DEV_enable_lineage_asset_grouping—Enables the three-dot menu on lin-

eage nodes on the Compound Layout View.

• alation.feature_flags.DEV_enable_lineage_collection_nodes_modal—Adds the Show Par-

ent/Show Children functionality.

On the lineage diagram for objects that have dbt lineage, users will see the dbt dataflow objects grouped together for the

supported data sources.

Note: Compound Layout View currently doesn’t support column-level lineage.
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Troubleshooting

Refer to Troubleshooting.

6.33 Denodo OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Denodo OCF connector.

6.33.1 Denodo OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

February 07, 2024

Denodo OCF Connector: Version 1.2.4

Enhancements

Performance Enhancement of Sampling and Profiling

Alation has enhanced the performance of Sampling and Profiling queries.

6.33. Denodo OCF Connector 1367



Alation User Guide

6.33.2 Denodo OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for Denodo was developed by Alation and is available as a Zip file that can be uploaded and installed

in the Alation application. The connector is compiled together with the required database driver, so no additional effort

is needed to procure and install the driver.

To download the Denodo OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog Denodo as a data source on Alation on-prem and Alation Cloud Service

instances. It extracts and catalogs such database objects as schemas, tables, columns, primary key, and views fields.

After the metadata is extracted, it is represented in the data catalog as a hierarchy of catalog pages under the parent data

source. Alation users can leverage the full catalog functionality to search for and find the extracted metadata, curate the

corresponding catalog pages, create documentation about the data source, and exchange information about it.

Team

The following administrators are required to install this connector:

• Alation administrator:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Installs the connector.

– Creates and configures the Denodo data source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

• Denodo administrator:

– Creates a service account.

– Provides the JDBC URI to access metadata

– Provides access to databases to extract metadata.

Scope

The table below shows which metadata objects are extracted by this connector and which operations are supported.

Feature Scope Availability

Authentication

Basic authentication Authentication with username and

password

Yes

LDAP Authentication with the LDAP proto-

col

No

Kerberos Authentication with Kerberos No

Keytab Authentication with Keytab No

SSL SSL Authentication Yes

continues on next page
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Table 10 – continued from previous page

Feature Scope Availability

SSO Authentication using an SSO flow

through an IdP application

No

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on the

JDBC driver methods in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

No

Extracted metadata objects

Data Source Data source object in Alation that is

parent to the extracted metadata

No

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column comments column comments No

Column data types Column data types No

Views List of views Yes

Source comments Source comments No

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

No

Functions Extract function metadata No

Function definitions Extract function definition metadata No

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling On-demand profiling of specific

columns with the calculation of value

distribution stats

Yes

Dynamic profiling On-demand table and column profil-

ing by individual users who use their

own database accounts to retrieve the

profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on a

table that contains query history data

Yes

File-based QLI Ingestion of query history based on

a file that contains query history data

No

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

continues on next page
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Table 10 – continued from previous page

Feature Scope Availability

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

No

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances

Depending on your net-

work configuration, you

may be using Alation

Agent to connect to your

data source.

Compose via Agent is supported

from connector version 1.2.0.4956.

Yes

Basic Authentication in Compose Authentication in Compose with

username and password

Yes

Query creation and execution Yes

OAuth in Compose Authentication in compose with

OAuth Credentials

No

SSO authentication in Compose Authentication in compose with SSO

Credentials

No

6.33.3 Denodo OCF Connector: Install and configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prerequisites

Network Connectivity

Open outbound TCP port 49999/9999 to the Denodo server.

1370 Chapter 6. Open Connector Framework



Alation User Guide

Service Account

Sample SQL to create an account:

CREATE LOGIN alation WITH PASSWORD password

USE <database>;

sp_adduser alation;

Permissions for Metadata Extraction and Profiling

MDE and profiling require the following privileges on the databases added to the Alation catalog:

• CONNECT

• EXECUTION

Permissions for QLI

QLI requires the following privileges on the databases added to the Alation catalog:

• CONNECT

• READ

JDBC URI

Format

Use the following format to build the JDBC URI:

vdb://<hostname_or_ip>:<port>/<service_name>

Example:

vdb://ec2-3-220-155-20.compute-1.amazonaws.com:49999/alation_tpc_h

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.
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3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Denodo OCF Connector.

1372 Chapter 6. Open Connector Framework



Alation User Guide

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.
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General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Application Settings

Skip this section as it is not applicable to this data source.

Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Pa-
ram-
eter

Description

JDBC

URI

Specify the JDBC URI in the required format.

User-

name

Specify the service account username.

Pass-

word

Specify the service account password.

En-

able

SSL

Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link below.

Note: This is applicable from connector version 1.1.0.

Trust-

store

pass-

word

Specify the password for the SSL certificate.

The password will be deleted if the data source connection is deleted.
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Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.
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Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Note: Compose is not available for on-prem databases connected to the Alation Cloud Service instances through

Alation Agent.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

Configuration on the Denodo Server Side

Alation QLI requires the use of the Denodo Monitor tool.

Before the Alation admin can perform QLI for a Denodo data source, a Denodo administrator has to perform the

following configuration on the Denodo server side:

1. If this has not previously been done, set up and start Denodo Monitor. Refer to the Denodo Monitor

section in Denodo documentation for details.

2. Import the following query denodo_monitor_views.vql file into the Denodo server. This query

creates the following objects in the Denodo server:

• A database called denodo_logs containing the 2 required interface views that Alation will query

during QLI:

– denodo_requests: an interface view that provides information about the requests received

by the Denodo server.

– denodo_connections: an interface view that provides information about the connections

that were opened and closed.

– Two DF data sources that read the logs generated by Denodo Monitor.

If there already exists a database called denodo_logs and you cannot add additional elements to this

database, modify the attached VQL file to create these views on a database different from denodo_logs.

Important: Do not change the structure of the interface views denodo_requests and denodo_-

connections: neither rename the interface views, nor remove any column, nor change their type

because Alation QLI feature expects these views to exist with this structure.
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# #######################################

# DATABASE

# #######################################

CREATE OR REPLACE DATABASE denodo_logs 'Database that contains the

following interface views to be consumed by third-party applications:

- denodo_requests: information about the requests received.

- denodo_connections: information about the connections opened and closed.

The implementation views of these interfaces retrieves the data from the

Denodo Monitor running on this same computer. The implementation of these

interfaces can be switched in case Denodo Monitor is configured to store

the logs on a database.

**NOTE**: the end user may create these views on a database different

than "denodo_logs".

';

CONNECT DATABASE denodo_logs;

# #######################################

# LISTENERS JMS

# #######################################

# No listeners jms

# #######################################

# DATASOURCES

# #######################################

CREATE OR REPLACE DATASOURCE DF denodo_monitor_connections

ROUTE LOCAL 'LocalConnection' '/opt/denodo/denodo-platform-8.0/tools/

monitor/denodo-monitor/logs' FILENAMEPATTERN = 'vdp-connections\.log.*'

CHARSET = 'UTF-8'

COLUMNDELIMITER = '\t'

ENDOFLINEDELIMITER = '\n'

HEADER = FALSE;

CREATE OR REPLACE DATASOURCE DF denodo_monitor_queries

ROUTE LOCAL 'LocalConnection' '/opt/denodo/denodo-platform-8.0/tools/

monitor/denodo-monitor/logs/' FILENAMEPATTERN = 'vdp-queries\.log(\.\d{4}-\

d{2}-\d{2})?'

CHARSET = 'UTF-8'

COLUMNDELIMITER = '\t'

ENDOFLINEDELIMITER = '\n'

HEADER = FALSE;

# #######################################

# WRAPPERS

# #######################################

CREATE OR REPLACE WRAPPER DF denodo_monitor_connections

DATASOURCENAME=denodo_monitor_connections

OUTPUTSCHEMA (

server_name = 'ServerName' (OPT),

host = 'Host' (OPT),

port = 'Port' (OPT),

notification_type = 'NotificationType' (OPT),

connection_id = 'ConnectionId' (OPT),

connection_start_time = 'ConnectionStartTime' (OPT),

connection_end_time = 'ConnectionEndTime' (OPT),

client_ip = 'ClientIP' (OPT),

user_agent = 'UserAgent' (OPT),
(continues on next page)
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access_interface = 'AccessInterface' (OPT),

session_id = 'SessionId' (OPT),

session_start_time = 'SessionStartTime' (OPT),

session_end_time = 'SessionEndTime' (OPT),

user_name = 'Login' (OPT),

database_name = 'DatabaseName' (OPT),

web_service_name = 'WebServiceName' (OPT),

jms_queue_name = 'JMSQueueName' (OPT),

intermediate_client_ip = 'IntermediateClientIP' (OPT)

);

CREATE OR REPLACE WRAPPER DF denodo_monitor_queries

DATASOURCENAME=denodo_monitor_queries

OUTPUTSCHEMA (

server_name = 'ServerName' (OPT),

host = 'Host' (OPT),

port = 'Port' (OPT),

request_id = 'Id' (OPT),

database_name = 'Database' (OPT),

user_name = 'UserName' (OPT),

notification_type = 'NotificationType' (OPT),

session_id = 'SessionId' (OPT),

start_time = 'StartTime' (OPT),

end_time = 'EndTime' (OPT),

duration = 'Duration' (OPT),

waiting_time = 'WaitingTime' (OPT),

num_rows = 'NumRows' (OPT),

state = 'State' (OPT),

completed = 'Completed' (OPT),

cache = 'Cache' (OPT),

query = 'Query' (OPT),

request_type = 'RequestType' (OPT),

elements = 'Elements' (OPT),

user_agent = 'UserAgent' (OPT),

access_interface = 'AccessInterface' (OPT),

client_ip = 'ClientIP' (OPT),

transaction_id = 'TransactionId' (OPT),

webservice_name = 'WebServiceName' (OPT)

);

# #######################################

# BASE VIEWS

# #######################################

CREATE OR REPLACE TABLE bv_denodo_monitor_connections I18N us_est (

server_name:text,

host:text,

port:text,

notification_type:text,

connection_id:text,

connection_start_time:text,

connection_end_time:text,

client_ip:text,

user_agent:text,

access_interface:text,

(continues on next page)
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session_id:text,

session_start_time:text,

session_end_time:text,

user_name:text,

database_name:text,

web_service_name:text,

jms_queue_name:text,

intermediate_client_ip:text

)

CACHE OFF

TIMETOLIVEINCACHE DEFAULT

ADD SEARCHMETHOD denodo_monitor_connections(

I18N us_est

CONSTRAINTS (

ADD server_name (=,in) OPT ANY

ADD host (=,in) OPT ANY

ADD port (=,in) OPT ANY

ADD notification_type (=,in) OPT ANY

ADD connection_id (=,in) OPT ANY

ADD connection_start_time (=,in) OPT ANY

ADD connection_end_time (=,in) OPT ANY

ADD client_ip (=,in) OPT ANY

ADD user_agent (=,in) OPT ANY

ADD access_interface (=,in) OPT ANY

ADD session_id (=,in) OPT ANY

ADD session_start_time (=,in) OPT ANY

ADD session_end_time (=,in) OPT ANY

ADD user_name (=,in) OPT ANY

ADD database_name (=,in) OPT ANY

ADD web_service_name (=,in) OPT ANY

ADD jms_queue_name (=,in) OPT ANY

ADD intermediate_client_ip (=,in) OPT ANY

)

OUTPUTLIST (access_interface, client_ip, connection_end_time,

connection_id, connection_start_time, database_name, host, intermediate_

client_ip, jms_queue_name, notification_type, port, server_name, session_

end_time, session_id, session_start_time, user_agent, user_name, web_

service_name

)

WRAPPER (df denodo_monitor_connections)

);

CREATE OR REPLACE TABLE bv_denodo_monitor_queries I18N us_est (

server_name:text,

host:text,

port:text,

request_id:text,

database_name:text,

user_name:text,

notification_type:text,

session_id:text,

start_time:text,

end_time:text,

(continues on next page)
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duration:text,

waiting_time:text,

num_rows:text,

state:text,

completed:text,

cache:text,

query:text,

request_type:text,

elements:text,

user_agent:text,

access_interface:text,

client_ip:text,

transaction_id:text,

webservice_name:text

)

CACHE OFF

TIMETOLIVEINCACHE DEFAULT

ADD SEARCHMETHOD denodo_monitor_queries(

I18N us_est

CONSTRAINTS (

ADD server_name (=,in) OPT ANY

ADD host (=,in) OPT ANY

ADD port (=,in) OPT ANY

ADD request_id (=,in) OPT ANY

ADD database_name (=,in) OPT ANY

ADD user_name (=,in) OPT ANY

ADD notification_type (=,in) OPT ANY

ADD session_id (=,in) OPT ANY

ADD start_time (=,in) OPT ANY

ADD end_time (=,in) OPT ANY

ADD duration (=,in) OPT ANY

ADD waiting_time (=,in) OPT ANY

ADD num_rows (=,in) OPT ANY

ADD state (=,in) OPT ANY

ADD completed (=,in) OPT ANY

ADD cache (=,in) OPT ANY

ADD query (=,in) OPT ANY

ADD request_type (=,in) OPT ANY

ADD elements (=,in) OPT ANY

ADD user_agent (=,in) OPT ANY

ADD access_interface (=,in) OPT ANY

ADD client_ip (=,in) OPT ANY

ADD transaction_id (=,in) OPT ANY

ADD webservice_name (=,in) OPT ANY

)

OUTPUTLIST (access_interface, cache, client_ip, completed, database_na

me, duration, elements, end_time, host, notification_type, num_rows, port,

query, request_id, request_type, server_name, session_id, start_time, state,

transaction_id, user_agent, user_name, waiting_time, webservice_name

)

WRAPPER (df denodo_monitor_queries)

);

(continues on next page)
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# #######################################

# VIEWS

# #######################################

CREATE OR REPLACE VIEW p_denodo_connections DESCRIPTION = 'View that

returns the information from the "connections" log captured by the Denodo

Monitor.

The data source over which this view is built assumes that Denodo Monitor

is storing the logs in <DENODO_HOME>/tools/monitor/denodo_monitor/logs.'

AS SELECT server_name AS server_name, host AS host, port AS port,

notification_type AS notification_type, connection_id AS connection_id, to_

timestamp('yyyy-MM-dd''T''HH:mm:ss.SSS', connection_start_time) AS

connection_start_time, case WHEN (connection_end_time = '-') THEN NULL ELSE

to_timestamp('yyyy-MM-dd''T''HH:mm:ss.SSS', connection_end_time) END AS

connection_end_time, client_ip AS client_ip, user_agent AS user_agent,

access_interface AS access_interface, session_id AS session_id, to_

timestamp('yyyy-MM-dd''T''HH:mm:ss.SSS', session_start_time) AS session_

start_time, case WHEN (session_end_time = '-') THEN NULL ELSE to_timestamp(

'yyyy-MM-dd''T''HH:mm:ss.SSS', session_end_time) END AS session_end_time,

user_name AS user_name, database_name AS database_name, case WHEN (jms_

queue_name = '-') THEN NULL ELSE jms_queue_name END AS jms_queue_name, case

WHEN (intermediate_client_ip = '-') THEN NULL ELSE intermediate_client_ip

END AS intermediate_client_ip, case WHEN (web_service_name = '-') THEN NULL

ELSE web_service_name END AS web_service_name FROM bv_denodo_monitor_

connections WHERE server_name <> 'ServerName';

CREATE OR REPLACE INTERFACE VIEW denodo_connections (

server_name:text,

host:text,

port:text,

notification_type:text,

connection_id:text,

connection_start_time:timestamp,

connection_end_time:timestamp,

client_ip:text,

user_agent:text,

access_interface:text,

session_id:text,

session_start_time:timestamp,

session_end_time:timestamp,

user_name:text,

database_name:text,

jms_queue_name:text,

intermediate_client_ip:text,

web_service_name:text

)

SET IMPLEMENTATION p_denodo_connections

DESCRIPTION = 'Interface view that returns the information from the

"connections" log captured by the Denodo Monitor.' ;

CREATE OR REPLACE VIEW p_bv_denodo_requests DESCRIPTION = 'View that

returns the information from the "requests" log files captured by the

Denodo Monitor.

It applies the CAST function over several columns to adjust their data

type. Esentially, apply the CAST function to convert values that contain

"datetime" values to publish them as "timestamp". (continues on next page)
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The data source over which this view is built assumes that Denodo Monitor

is storing the logs in <DENODO_HOME>/tools/monitor/denodo_monitor/logs.'

AS SELECT server_name AS server_name, host AS host, port AS port, request_

id AS request_id, database_name AS database_name, user_name AS user_name,

notification_type AS notification_type, session_id AS session_id, to_

timestamp('yyyy-MM-dd''T''HH:mm:ss.SSS', start_time) AS start_time, case

WHEN (end_time = '-') THEN NULL ELSE to_timestamp('yyyy-MM-dd''T''HH:mm:ss.

SSS', end_time) END AS end_time, case WHEN (duration = '-') THEN NULL ELSE

cast('long', duration) END AS duration, case WHEN (waiting_time = '-') THEN

NULL ELSE cast('long', waiting_time) END AS waiting_time, case WHEN (num_

rows = '-') THEN NULL ELSE cast('long', num_rows) END AS num_rows, case

WHEN (state = '-') THEN NULL ELSE state END AS state, case WHEN (completed

= '-') THEN NULL ELSE cast('boolean', completed) END AS completed, case

WHEN (cache = '-') THEN NULL ELSE cast('boolean', cache) END AS cache,

query AS query, request_type AS request_type, case WHEN (elements = '-')

THEN NULL ELSE elements END AS elements, user_agent AS user_agent, access_

interface AS access_interface, client_ip AS client_ip, case WHEN

(transaction_id = '-') THEN NULL ELSE transaction_id END AS transaction_id,

case WHEN (webservice_name = '-') THEN NULL ELSE webservice_name END AS

webservice_name FROM bv_denodo_monitor_queries WHERE server_name <>

'ServerName';

CREATE OR REPLACE INTERFACE VIEW i_denodo_requests_appropriate_data_types

(

server_name:text,

host:text,

port:text,

request_id:text,

database_name:text,

user_name:text,

notification_type:text,

session_id:text,

start_time:timestamp,

end_time:timestamp,

duration:long,

waiting_time:long,

num_rows:long,

state:text,

completed:boolean,

cache:boolean,

query:text,

request_type:text,

elements:text,

user_agent:text,

access_interface:text,

client_ip:text,

transaction_id:text,

webservice_name:text

)

SET IMPLEMENTATION p_bv_denodo_requests;

CREATE OR REPLACE VIEW denodo_request_transform_query DESCRIPTION =

'Removes the "CONTEXT" clause from the queries (column "query") so they can

be analyzed by the "Query Log Ingestion" process of Alation.' AS SELECT i_

denodo_requests_appropriate_data_types.server_name AS server_name, i_

denodo_requests_appropriate_data_types.host AS host, i_denodo_requests_

appropriate_data_types.port AS port, i_denodo_requests_appropriate_data_

types.request_id AS request_id, i_denodo_requests_appropriate_data_types.

database_name AS database_name, i_denodo_requests_appropriate_data_types.

user_name AS user_name, i_denodo_requests_appropriate_data_types.

notification_type AS notification_type, i_denodo_requests_appropriate_data_

(continues on next page)
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CREATE OR REPLACE INTERFACE VIEW denodo_requests (

server_name:text,

host:text,

port:text,

request_id:text,

database_name:text,

user_name:text,

notification_type:text,

session_id:text,

start_time:timestamp,

end_time:timestamp,

duration:long,

waiting_time:long,

num_rows:long,

state:text,

completed:boolean,

cache:boolean,

query:text,

request_type:text,

elements:text,

user_agent:text,

access_interface:text,

client_ip:text,

transaction_id:text,

webservice_name:text

)

SET IMPLEMENTATION denodo_request_transform_query

DESCRIPTION = 'Interface view that returns the information from the

"requests" log captured by the Denodo Monitor.';

CLOSE;

3. If you have previously configured Denodo Monitor to store the logging information in a database

instead of local files, change the implementation view of the interface views denodo_requests and

denodo_connections so that these views read the logging information from the appropriate database.

If not and the logs are read from the log file, skip this step.

4. The implementation view of the interface views created with the attached denodo_monitor_views.vql

retrieves the logging data generated by Denodo Monitor from the folder:

/opt/denodo/denodo-platform-8.0/tools/monitor/denodo-monitor/logs

If your Denodo Monitor is running on a different folder, modify the path of the two DF data sources

in the database denodo_logs so that they point to the location in which Denodo Monitor is running:

• denodo_monitor_connections

• denodo_monitor_queries

5. Test the setup by querying the denodo_requests and denodo_connections views to ensure they return

data.

6. Grant the permissions listed below to the service account you have created for Alation. These privileges

are required to query the interface view for QLI:
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• CONNECT for the database denodo_logs.

• READ for the views denodo_requests and denodo_connections

Proceed to the configuration on the Alation side. For QLI, Alation requires creating a view based on

the denodo_requests interface view.

Configuration in Alation

Create the QLI View

Note: QLI requires pre-configuration on the Denodo server side. See Configuration on the Denodo Server Side above.

Denodo will have the query history in the denodo_requests view in the database that is filled by the Denodo Monitor.

Create a QLI view for Alation by importing the queries from the denodo_requests into this view using the SQL example

given below. You can run this query in Compose:

CREATE OR REPLACE VIEW <alation_QLI_view_name> as SELECT

user_name AS userName,

'-' AS defaultDatabases,

session_id AS sessionId,

FORMATDATE('yyyy-MM-dd'' ''HH:mm:ss.SSS', start_time) AS startTime,

FORMATDATE('yyyy-MM-dd'' ''HH:mm:ss.SSS', start_time) AS sessionStartTime,

query AS queryString

FROM <database_name>.denodo_requests

WHERE notification_type = 'startRequest'

AND query NOT LIKE 'DESC%'

AND query NOT LIKE 'CALL%'

AND query NOT LIKE 'LIST%';

Table-Based QLI

On the Query Log Ingestion tab under Connector Settings > Query Extraction, in the Table Name field specify the

name of the view that was created in Create the QLI View section. Make sure that the service account has SELECT

permission to access this view. The table name must be provided in the format schema.table/view_name.

Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for custom query-based QLI, Alation will query the system table storing query

history or the table you’ve created to enable QLI every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the QLI

table.

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since the connector expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE

filter. These parameters are not actual column names and should stay as is. They are expected by the connector and will

6.33. Denodo OCF Connector 1385



Alation User Guide

be substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on

schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.

QLI Query Template

SELECT

username,

defaultdatabases,

sessionid,

sessionstarttime,

starttime,

querystring,

0 AS seconds,

false AS cancelled

FROM

<alation_QLI_view_name>

WHERE

starttime >= timestamp STARTTIME

and starttime <= timestamp ENDTIME

ORDER BY

sessionid,

starttime;

Automated and Manual Query Log Ingestion

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.
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Troubleshooting

Refer to Troubleshooting.

6.34 Amazon DynamoDB OCF Connector (Public Preview)

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for Amazon DynamoDB.

6.34.1 Amazon DynamoDB OCF Connector (Public Preview): Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from Alation version 2023.3

The Amazon DynamoDB OCF Connector is currently released as Public Preview or Limited Availability.

Overview

The latest OCF connector for Amazon DynamoDB is available for download from the Connector Hub on Alation

Customer Portal. Ask an Alation admin with access to Customer Portal to download the connector from the Connectors

section (Customer Portal > Connectors). You can upload and install the connector file in the Alation application. The

connector is compiled together with the required database driver, so no additional effort is needed to procure and install

the driver. Use this connector to catalog Amazon DynamoDB as a data source on Alation on-premises and Cloud Service

instances. It extracts and catalogs such database objects as schemas, tables, views and columns. After the metadata is

extracted, it is represented in the data catalog as a hierarchy of catalog pages under the parent data source. Alation users

can leverage the full catalog functionality to search for and find the extracted metadata, curate the corresponding catalog

pages, create documentation about the data source, and exchange information about it.

Team

You may need the assistance of your database administrator to configure this data source.

• DynamoDB administrator:

– Creates a service account for Alation.

– Provides the connection information and the JDBC URI.

– Provides the authentication information and assists in configuring the authentication.

• Alation Server administrator:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Install the connector.

– Creates and configures the DynamoDB data source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.
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Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope

Authentication

Basic Authentication with username, password, and security token

AWS Root Keys Authentication with Access Key and Secret Key.

SSL Connection over the TLS protocol

LDAP Authentication with a database service account that is an LDAP account in an

OAuth Authentication with the OAuth 2.0 protocol.

SSO Authentication using an SSO flow through an IdP application

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on the JDBC driver methods in the connector code

Custom query-based MDE Extraction of metadata based on extraction queries provided by a user

Extracted metadata objects

Data Source Data source object in Alation that is parent to extracted metadata

Schemas List of databases

Tables List of tables

Columns List of columns

Column data types Column data types

Views List of views

Source comments Source comments

Primary keys Primary key information for extracted tables

Foreign keys Foreign key information for extracted tables

Functions Extraction of function metadata

Function definitions Extraction of function definition metadata

Sampling and Profiling

Table sampling Retrieval of data samples from extracted tables

Column sampling Retrieval of data samples from extracted columns

Deep column profiling On-demand profiling of specific columns with the calculation of value distribution

Dynamic profiling On-demand table and column profiling by individual users who use their own

Custom query-based table sampling Ability to use custom queries for sampling specific tables

Custom query-based column profiling Ability to use custom queries for profiling specific columns

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on a table that contains query history data

Query-based QLI Ingestion of query history based on a custom query history extraction query

JOINs and filters Calculation of JOIN and filter information based on ingested query history

Predicates Ability to parse predicates in ingested queries

Lineage

Automatic lineage generation Auto-calculation of lineage based on query history ingested from QLI, MDE,

Direct lineage Extraction of lineage from system tables during MDE

Column-level lineage Extraction of lineages on the column level

Compose

On-premise instances Availability of Compose on on-premise instances of Alation

Alation Cloud Service instances Depending on your network configuration, you may be using Alation Agent to

Basic authentication in Compose Authentication in Compose with username and password

SSO authentication in Compose Authentication in Compose with SSO credentials
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Object Mapping

DynamoDB Object SQL Object

Collection Table

Document Rows or Records within Table

6.34.2 Amazon DynamoDB OCF Connector (Public Preview): Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Connectivity

Open outbound TCP port 8000 to the DynamoDB server.

Service Account

You can choose from the given auth scheme and authenticate with the Service. For example: If you choose to authenticate

using IAMRole, you can just pass your AccessKey, SecretKey, and ARN.

Permissions for Metadata Extraction

Use the predefined roles for Amazon DynamoDB:

• AmazonDynamoDBReadOnlyAccess: Grants read-only access to DynamoDB resources through the AWS

Management Console.

• AmazonDynamoDBFullAccess: Grants full access to DynamoDB resources through the AWS Management

Console.

Refer to the table below for minimum permissions required for IAM Role:
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IAM Role Description

dynamodb:ListTables Required for getting a list of your DynamoDB

tables. Used during metadata retrieval to dynam-

ically determine the list of your tables. Note

that this action does not support resource-level

permissions and requires you to choose All

resources (hence the * for “Resource”). In

other words, the action dynamodb:ListTables

needs a * Resource, and the other actions

can be given permission to all the tables

arn:aws:dynamodb:us-east-1:987654321098:table/

* or to a list of tables:

"Resource": [

"arn:aws:dynamodb:us-east-

1:987654321098:table/Customers",

"arn:aws:dynamodb:us-east-

1:987654321098:table/Orders"

]

dynamodb:DescribeTable Required for getting metadata about the selected

table. Used during table metadata retrieval to dy-

namically determine the list of the columns. This

action supports resource-level permissions, so you

can specify the tables you want to get the metadata

from. For example, for the table Customers and

Orders in the region Northern Virginia us-east-1,

for account 987654321098:

{

"Effect": "Allow",

"Action": [

"dynamodb:DescribeTable"

],

"Resource": [

"arn:aws:dynamodb:us-east-

1:987654321098:table/Customers",

"arn:aws:dynamodb:us-east-

1:987654321098:table/Orders"

]

}

To give permissions to all the tables in

the region you specified in the connec-

tion property AWSRegion, use an * in-

stead of the table name: "Resource":

"arn:aws:dynamodb:us-east-1:987654321098:table/

*"
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Permissions for Sampling and Profiling

Use the predefined roles for Amazon DynamoDB:

• AmazonDynamoDBReadOnlyAccess: Grants read-only access to DynamoDB resources through the AWS

Management Console.

• AmazonDynamoDBFullAccess: Grants full access to DynamoDB resources through the AWS Management

Console.

Refer to the table below for minimum permissions required for IAM Role:

IAM
Role

Description

dy-

namodb:Scan

Required for getting one or more items by accessing every item in the table. Used for most of

the SELECT queries, for example, SELECT * FROM [Customers].

This action supports resource-level permissions, so you can specify the tables you want to get

data from, similar to dynamodb:DescribeTable.

dy-

namodb:PartiQLSelect

Required for getting specific items from a table when using SELECT queries and filtering by

the primary key column, for example, SELECT * FROM [Customers] WHERE id=1234.

This action supports resource-level permissions, so you can specify the tables you want to get

data from, similar to dynamodb:DescribeTable.

Authentication

Basic Authentication

You’ll need the following credentials for basic authentication:

• Username of the service account

• Password of the service account

AWS Authentication

Select one of the following values in the Auth Scheme on the General Settings page to enable AWS authentication:

• AWS Root Keys (Default)

• AWS IAM Roles

• AWS EC2 Roles

• AWS MFA

• AWS Cognito SRP

• AWS Cognito Basic
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SSL Authentication

Note: The SSL authentication is not supported in this release. However, you can specify the SSL certificate content for

an SSL handshake if the cluster on DynamoDB is using SSL.

Select Use SSL in the Auth Scheme on the General Settings page to enable this.

You’ll need the following credentials and resources for authentication:

• Username of the service account

• Password of the service account

• The SSL certificate file

SSO Authentication

Note: The SSO authentication is not supported in this release.

Select the Identity Provider (IdP) OKTA, ADFS, or PingFederate in SSO > Auth Scheme on the General Settings

page to enable this.

You’ll need the following credentials and resources for authentication:

• Username of the IdP

• Password of the IdP

• SSO Login URL

• SSO Exchange URL

JDBC URI

Make use of the Cdata exposed connection property to build the URI or you can use the Connection properties displayed

on General Settings directly.

Use the following format to build the JDBC URI:

Format:

amazondynamodb://AWSAccessKey=xxx;AWSSecretKey=xxx;Domain=amazonaws.com;AWS

Region=OREGON;
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Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.
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5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Alation OCF Connector for DynamoDB.

Configuration

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: The automatic lineage is not supported in this release.

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.
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Connector Settings

Populate the data source connection information and Save the values.

Data Source Connection

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Connection

Pa-
rame-
ter

Description

Use

Lake

Forma-

tion

Select this to retrieve temporary credentials that enforces access policies against the user

based on the configured IAM role. The service can be used when authenticating through

OKTA, ADFS, AzureAD, PingFederate, while providing a SAML assertion.

AWS Authentication
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Parameter Description

Auth Scheme Specify an authentication scheme that DynamoDB

uses to authenticate the connection.

Available Values:

• Auto: Set this to have the provider attempt

to automatically resolve the proper authen-

tication scheme to use based on the other

connection properties specified.

• TemporaryCredentials: Set this to leverage

temporary security credentials alongside a

session token to connect.

• AwsRootKeys: (Default) Set this to use the

root user access key and secret. Useful for

quickly testing, but production use cases are

encouraged to use something with narrowed

permissions.

• AwsIAMRoles: Set to use IAM Roles for the

connection.

• AwsEC2Roles: Set this to automatically use

IAM Roles assigned to the EC2 machine the

CData Alation OCF Connector for Amazon

DynamoDB is currently running on.

• AwsMFA: Set to use multi factor authentica-

tion.

• Okta: Set to use a single sign on (SSO) con-

nection with OKTA as the identity provider.

• ADFS: Set to use a single sign on (SSO) con-

nection with ADFS as the identity provider.

• PingFederate: Set to use a single sign on

(SSO) connection with PingFederate as the

identity provider.

• AwsCredentialsFile: Set to use a credential

file for authentication.

• AwsCognitoSrp: Set to use Cognito based

authentication. This is recommended over

AwsCognitoBasic because this option does

NOT send the password to the server for au-

thentication, instead it uses the SRP protocol.

• AwsCognitoBasic: Set to use Cognito based

authentication.

Domain Specify your AWS domain name. You can op-

tionally choose to associate the domain name with

AWS.

Default: amazonaws.com

AWS Access Key Specify your AWS account access key. This value

is accessible from your AWS security credentials

page.

AWS Secret Key Specify your AWS account secret key. This value

is accessible from your AWS security credentials

page.

AWS Role ARN Specify the Amazon Resource Name of the role to

use when authenticating for a role based authenti-

cation.

Requires AWS Access Key and AWS Secret Key

of an IAM user.

AWS Region Specify the hosting region for your Amazon Web

Services.

Default: NORTHERNVIRGINIA

Available Values:
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SSO

Note: The SSO authentication is not supported in this release.

Pa-
ram-
e-
ter

Description

User Specify the IdP user name to authenticate the IdP (as set in the Auth Scheme) via SSO.

Pass-

word

Specify the password to authenticate the IdP (as set in the Auth Scheme) user via SSO.

SSO

Lo-

gin

URL

Specify the identity provider’s (as set in the Auth Scheme) login URL.

SSO

Prop-

er-

ties

Specify the additional properties required to connect to the identity provider in a semicolon-

separated list.

You can set and use OKTA, ADFS, or PingFederate in the Auth Scheme as identity provider for

SSO.

ADFS example:

AuthScheme=ADFS; AWSRegion=Ireland; User=user@cdata.com; Pass-

word=CH8WerW121235647iCa6; SSOLoginURL=’https://adfs.domain.com’;

AWSRoleArn=arn:aws:iam::1234:role/ADFS_SSO; AWSPrincipalArn=arn:aws:iam::1234:saml-

provider/ADFSProvider; S3StagingDirectory=s3://athena/staging;

OKTA example:

AuthScheme=Okta; AWSRegion=Ireland; User=user@cdata.com; Pass-

word=CH8WerW121235647iCa6; SSOLoginURL=’https://cdata-us.okta.com/home/amazon_

aws/0oa35m8arsAL5f5NrE6NdA356/272’; SSOProperties=’ApiToken=01230GGG2ceAnm_-

tPAf4MhiMELXZ0L0N1pAYrO1VR-hGQSf;’; AWSRoleArn=arn:aws:iam::1234:role/Okta_-

SSO; AWSPrincipalARN=arn:aws:iam::1234:saml-provider/OktaProvider;

S3StagingDirectory=s3://athena/staging;

SSO

Ex-

change

Url

Specify the URL used for consuming the SAML response and exchanging it for service specific

credentials.

SSL

Note: The SSL authentication is not supported in this release. However, you can specify the SSL certificate

content for an SSL handshake if the cluster on DynamoDB is using SSL.
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Parameter Description

SSL Server Cert Specify the TLS/SSL certificate to be accepted

from the server.

Accepted Values:

• A full PEM Certificate

• A path to a local file containing the certificate

• The public key

• The MD5 Thumbprint (hex values can also

be either space or colon separated)

• The SHA1 Thumbprint (hex values can also

be either space or colon separated)

If not specified, any certificate trusted by the ma-

chine is accepted.

Certificates are validated as trusted by the machine

based on the system’s trust store. The trust store

used is the ‘javax.net.ssl.trustStore’ value specified

for the system.

If no value is specified for this property, Java’s

default trust store is used

(for example, JAVA_HOME\lib\security\

cacerts).

Use * to signify to accept all certificates. This is

not recommended due to security concerns.

Firewall

Parameter Description

Firewall Type Specify the protocol used by the proxy-based fire-

wall for traffic tunneling.

Available Options:

• NONE: Default.

• TUNNEL: Opens a connection to Dy-

namoDB and traffic flows back and forth

through the proxy. The default port is 80.

• SOCKS4: Sends data through the SOCKSv4

proxy as specified in Firewall Server and Fire-

wall Port. The default port is 1080.

• SOCKS5: Sends data through the SOCKSv5

proxy as specified in Firewall Server and Fire-

wall Port. The default port is 1080.

Firewall Server Specify the host name, DNS name, or IP address

of the proxy-based firewall.

Firewall Port Specify the TCP port of the proxy-based firewall.

Firewall User Specify the user name to authenticate with the

proxy-based firewall.

Firewall Password Specify the password to authenticate with the

proxy-based firewall.
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Proxy
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Parameter Description

Proxy Auto Detect Select this to use the system proxy settings. Don’t

select this if you’re using custom proxy settings.

For SOCKS proxy, select the appropriate value in

Firewall Type.

Proxy Server Specify the hostname or IP address of a proxy to

route HTTP traffic.

For SOCKS proxy, select the appropriate value in

Firewall Type.

Proxy Port Specify the TCP port the ProxyServer proxy is

running on.

Default: 80

Proxy Auth Scheme Specify the authentication type to use to authenti-

cate to the proxy server.

Available Values:

• BASIC: (Default) Enables HTTP basic au-

thentication.

• DIGEST: Enables HTTP digest authentica-

tion.

• NONE: No proxy authentication.

• NEGOTIATE: Retrieves an NTLM or Ker-

beros token based on the applicable protocol

for authentication.

• NTLM: Retrieves only NTLM token based

on the applicable protocol for authentication.

• PROPRIETARY: Adds a custom token in the

Authorization header of the HTTP request. It

doesn’t generate NTLM or Kerberos token.

Proxy User Specify the username to authenticate to the proxy

server based on the chosen Proxy Auth Scheme.

If you are using Windows or Kerberos authentica-

tion, set this property to a user name in one of the

following formats:

user@domain domain\user

Proxy Password Specify the password to authenticate to the proxy

server based on the chosen Proxy Auth Scheme.

Proxy SSL Type Select the SSL type when connecting to the proxy

server.

Available Values:

• AUTO: (Default) If the URL is an HTTPS

URL, the provider will use the TUNNEL op-

tion. If the URL is an HTTP URL, the com-

ponent will use the NEVER option.

• ALWAYS: The connection is always SSL en-

abled.

• NEVER: The connection is not SSL enabled.

• TUNNEL: The connection is established

through a tunneling proxy. The proxy server

opens a connection to the remote host and

traffic flows through the proxy.

Proxy Exceptions Specify a semicolon separated list of destination

hostnames or IPs that are exempt from connecting

through the proxy server.1400 Chapter 6. Open Connector Framework
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Logging

Param-
eter

Description

Ver-

bosity

Specify the verbosity level between 1 to 5 to include details in the log file.

Log

Mod-

ules

Includes the core modules in the log files. Add module names separated by a semi-colon.

By default, all modules are included.

Max

Log

File

Count

Specify the maximum file count for log files.

After the limit, the log file is rolled over and time is appended at the end of the file. The

oldest log file is deleted.

Maximum Value: 2

Default: -1. A negative or zero value indicates unlimited files.

Schema

Pa-
ram-
e-
ter

Description

Brows-

able

Ta-

bles

Specify the schemas as subset of the available schemas in a comma separated list. For example,

BrowsableSchemas=SchemaA,SchemaB,SchemaC.

Ta-

bles

Specify the fully qualified name of the table as a subset of the available tables in a comma

separated list. For example, Tables=TableA,TableB,TableC.

Each table must be a valid SQL identifier that might contain special characters escaped us-

ing square brackets, double-quotes, or backticks. For example, Tables=TableA,[TableB/

WithSlash],WithCatalog.WithSchema.`TableC With Space`.

Views Specify the fully qualified name of the Views as a subset of the available tables in a comma

separated list. For example, Views=ViewA,ViewB,ViewC.

Each table must be a valid SQL identifier that might contain special characters escaped

using square brackets, double-quotes, or backticks. For example, Views=ViewA,[ViewB/

WithSlash],WithCatalog.WithSchema.`ViewC With Space`.
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Misc
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Parameter Description

Auto Detect Index Select this to automatically detect the secondary

index based on the query used.

Batch Size Specify the maximum size of each batch operation.

Default: 0

Connection Life Time Specify the maximum limit for a connection to stay

connected in seconds.

Default: 0 indicates unlimited lifetime for a con-

nection.

Flatten Arrays Specify an arbitrary number to flatten the elements

in a nested array into columns.

By default, the nested arrays are returned as JSON

strings.

Set it to “-1” to flatten all the elements.

Flatten Objects Select this to flatten the object properties in a

nested array into columns.

By default, the nested arrays are returned as JSON

strings.

Flexible Schema Set FlexibleSchema to true to scan for additional

metadata on the query result set.

Otherwise, the metadata will remain the same.

Generate Schema Files Specify the preference when to generate and save

the schemas.

Available Values:

• Never: Doesn’t generate a schema file.

• OnUse: A schema file is generated the

first time a table is referenced, provided the

schema file for the table does not already ex-

ist. In SQL, the schemas are generated as you

execute SELECT queries.

• OnStart: A schema file is generated at con-

nection time for any tables that do not cur-

rently have a schema file.

• OnCreate: A schema file is generated when

running a CREATE TABLE SQL query.

Ignore Types Specify to remove support for the specified types.

For example: Time. These types will then be re-

ported as strings instead.

Default: Datetime,Date,Time

Maximum Request Retries Specify the maximum number of times to retry a

request.

Default: 4

Max Rows Specify the limit for the number of rows returned if

no aggregation or GROUP BY is used in the query.

This takes precedence over LIMIT clauses.

Other Specify the caching, integration, or formatting

properties in a list format separated by a semicolon.

Available Options:

• Caching Configuration:

– CachePartial=True: Caches only a sub-

set of columns specified in the query.

– QueryPassthrough=True: Passes the

specified query to the cache database

instead of using the SQL parser of the

provider.

• Integration and Formatting:

– DefaultColumnSize: Sets the default

length of string fields when the data

source does not provide column length
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Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

If the connection test fails, make sure the JDBC URI and service account credentials are correct.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

This connector supports default query-based MDE. Custom query-based extraction is not supported.

Compose

For details about configuring the Compose tab of the Settings page, refer to Configure Compose for OCF Data Sources.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Troubleshooting

Refer to Troubleshooting for information about logs.
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General Troubleshooting Tips

Verify the Driver Version Being Used

The driver version being used can be obtained from the log file. It is printed out whenever a connection is opened and is

in the form:

Open Snowflake connection. Version: 20.0.7514.0. Edition: [JDBC Driver].

The version will help identify if there have been any issues that have been resolved in later builds in which case the

customer will need to be updated. Identifying the version also ensures that any testing performed in house is done using

the same build.

Identify Whether the Issue Stems from Product or Application or the Driver

Reviewing the error message should help you identify the source of the problem (For example, an error message you are

familiar with or know stems from your product). Viewing the stack trace for the exception will help identify whether it

has the CData class in it. In this case, the error is most likely coming from the driver.

Another useful tip is to verify the query being pushed down to the driver. Depending on the issue, you can distinguish

whether the problem is specific to the product or the driver.

Identify Whether the Issue Stems from the Driver or the Data Source

One of the best ways to determine this is to look at the debug log for the driver. The log will display the order of

operations performed (such as retrieving metadata, executing queries, etc.) along with the requests and responses sent to

the server. The error message will be displayed in the log as well and will help identify at what point, call, or request the

error occurred.

The request and response sequence can be reviewed to identify if there are any issues. The request can be verified to

ensure that the format and data is correct based on the query being issued. The request itself will vary between drivers,

so reviewing the data source specifications may help identify issues. If any issues are identified, such as a malformed

request, this should be escalated to the CData team to investigate further.

The response can also be reviewed as it may contain additional information on errors (one good example are the

SharePoint drivers which may just return an HTTP response that needs to be looked at). The response can also be

reviewed for the data returned. This is useful for cases where customers see issues where data is not being returned

when they expect it to. In these cases, the response can be reviewed to identify if the response from the server contains

the data they expect. If it does not, then this means the data most likely doesn’t exist on the server or does not match for

the query they entered. If it does exist in the response, then it may be a filtering issue in the driver. To troubleshoot this,

you can try removing filters (e.g. WHERE clause) and identify if the data is returned. If it is, then this narrows down the

issue to the filter. If the filter is pushed down to the driver (e.g. there isn’t an extra layer performing the filter), an issue

can be raised with the CData team to investigate further.
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Try to reproduce the issue in a local environment

In many cases, it is helpful to try to reproduce a customer’s issue in your local testing environment. This helps run

various testing procedures and narrow down the issue. If the issue can be reproduced, the appropriate action can be taken

to get it resolved. If the issue cannot be reproduced, then the customer’s behavior may be a result of a configuration

issue or a data specific problem. In these cases, it is helpful to compare log files from your local test environment to the

customer’s. Connection properties can be compared to ensure that the correct settings are specified. Additionally, the

request/response sequence can be compared to identify if there are any differences there. For issues that seem to be data

specific, it is helpful to try to import their data set or configure the same data (where applicable) and run tests locally

to further troubleshoot and narrow down the issue. Take notice when the log file shows that the customer has set the

location property in the connection string. This may indicate that the customer is using a custom schema file (.RSD),

and it is often important to retrieve this schema file from them in order to reproduce the issue locally.

SSL Troubleshooting Tips

SSL Handshake Errors

Example: javax.net.ssl.SSLHandshakeException: java.security.cert.CertificateException:

Server not trusted by the user

This particular error occurs when the certificate presented by the server is not trusted by the user/machine. The driver

will attempt to validate the server certificate using the system’s trust store. The trust store will be either the javax.net.

ssl.trustStore value (if specified) for the system or will map to java’s installed cacerts. If a value is specified for

the SSL Server Cert property, this value will override the system trust store and will attempt to validate the certificate

for the specified input.

The format of the input must be in one of the forms specified in the CData help documentation.

SSL Client Properties

These properties are specific for client authentication, they are not for validating a normal SSL connection for encrypted

communication. These properties are specific for 2-way SSL where the connection is encrypted but the server requires

the client to authenticate. This particular logic is configured on the server and in such cases the server will request that

the client present their certificate to validate their identity and authenticate with the server.

In most cases, these properties should never be set. If a customer has set these, it is best to verify with them that the

server requires client authentication via PKI (public key infrastructure) and if not to just remove them.

6.35 Elasticsearch OCF Connector (Public Preview)

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Elasticsearch OCF connector.
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6.35.1 Elasticsearch OCF Connector (Public Preview): Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Elasticsearch OCF Connector is currently released as Public Preview or Limited Availability.

The OCF connector for Elasticsearch is available as a Zip file from Alation Customer Portal (requires a login via the

Alation Customer Portal). The connector file can be uploaded and installed in the Alation application. The connector is

compiled together with the required database driver, so no additional effort is needed to procure and install the driver.

This connector should be used to catalog Elasticsearch as a data source on Alation on-premise and Cloud Service

instances. It extracts and catalogs such database objects as schemas, tables, views, and columns. After the metadata is

extracted, it is represented in the data catalog as a hierarchy of catalog pages under the parent data source. Alation users

can leverage the full catalog functionality to search for and find the extracted metadata, curate the corresponding catalog

pages, create documentation about the data source, and exchange information about it.

Team

The following administrators are required to install this connector:

• Elasticsearch administrator:

– Creates a service account with the required privileges to extract metadata.

– Provides the authentication information and assists in configuring the authentication.

Alation administrator:

• Ensures that Alation Connector Manager is installed and running or installs it.

• Installs the connector.

• Creates and configures the Elasticsearch data source in the catalog.

• Performs initial extraction and prepares the data source for Alation users.

Scope

The table below lists the features supported by the connector.

Feature Scope

Authentication

Basic Authentication with a service account created on the database using username, passw

SSL Connection over the TLS protocol

Kerberos Support for Kerberos authentication

Keytab Support for Keytab authentication

LDAP Authentication with the LDAP protocol

OAuth Authentication with the OAuth 2.0 protocol

SSO Authentication using an SSO flow through an IdP application

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on the JDBC driver methods in the connector code

Custom query-based MDE Extraction of metadata based on extraction queries provided by a user

Extracted metadata objects

Data Source Data source object in Alation that is parent to the extracted metadata

Schemas List of schemas
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Table 12 – continued from previous page

Feature Scope

Tables List of tables

Columns List of columns

Column data types Column data types

Views List of views

Source comments Source comments

Primary keys Primary key information for extracted tables

Foreign keys Foreign key information for extracted tables

Functions Extraction of function metadata

Function definitions Extraction of function definition metadata

Sampling and Profiling

Table sampling Retrieval of data samples from extracted tables

Column sampling Retrieval of data samples from extracted columns

Deep column profiling On-demand profiling of specific columns with the calculation of value distribution

Dynamic profiling On-demand table and column profiling by individual users who use their own database

Custom query-based table sampling Ability to use custom queries for sampling specific tables

Custom query-based column profiling Ability to use custom queries for profiling specific columns

Query Log Ingestion (QLI)

Not supported

Lineage

Not supported

Compose

Customer-managed (on-premise) Alation instances Availability of Compose on on-premise instances of Alation

Alation Cloud Service instances Depending on your network configuration, you may be using Alation Agent to connect

Basic authentication in Compose Authentication in Compose with username and password

SSO via OAuth Authentication in Compose using the OAuth protocol

Object Mapping

The following table shows the hierarchy of Elasticsearch objects and how they are cataloged in Alation:

Elasticsearch versions 6 and later:

Elasticsearch Con-
cept

SQL Concept

Index Table

Alias View

Document Row (each document is a row and the document’s JSON structure is represented as

columns)

Field Column

Note: From Elasticsearch 6, indices are limited to a single type. Hence, the type is no longer treated as a table since an

index and type have a one-to-one relation. Types are hidden and used internally where necessary to issue the proper

request to Elasticsearch.
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6.35.2 Prerequisites

Before you install the Elasticsearch OCF connector, ensure that you have performed the following:

• Enable Network Connectivity

• Create a Service Account

• Authentication Schemes

Enable Network Connectivity

Open the outbound TCP port 9200 to the Elasticsearch server.

Create a Service Account

Create the service account for Elasticsearch, refer to Elasticsearch Service Account or use any relevant mechanism to

create an ElasticSearch user/password for the service account.

Permissions

Make sure that the service account has the following permissions:

• auto_configure

• delete (optional as the driver supports deletes)

• delete_index (optional as the driver supports deletes)

• index

• read

• view_index_metadata

• write

Authentication Schemes

This section describes the prerequisites for the authentication schemes the Kafka OCF connector supports.

API Key

For API Key auth scheme:

1. Generate API key; see Create API Key for more details.

2. Generate API Key ID; see Get API key information API for more details.
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AWS Root Keys

To authenticate using the AWS Root Keys Credentials or AWS IAM Roles auth schemes, create an AWS Access Key

and AWS Secret Key; Refer to Create a Access Key for Root User for more information.

Temporary Credentials and AWS IAM Roles

To authenticate using the Temporary Credentials auth scheme:

1. Create an AWS Access Key and AWS Secret Key; Refer to Create a Access Key for Root User for more information.

2. Generate the AWS session token. This will have been provided alongside your temporary credentials. See AWS

Identity and Access Management User Guide for more info.

6.35.3 Set Up Elasticsearch OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the Elasticsearch connector and configure a new Elasticsearch data source to start using the connector.

Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.
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Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Configure a New Elasticsearch Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Elasticsearch OCF connector.

6.35.4 Configure Connection to Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you install the Elasticsearch OCF connector, you must configure the connection to the Elasticsearch data source.

The various steps involved in configuring the Elasticsearch data source connection setting are:

1. Provide Access

2. Connect to Data Source

6.35. Elasticsearch OCF Connector (Public Preview) 1411



Alation User Guide

Provide Access

Go to the Access tab on the Settings page of your Elasticsearch data source, set the data source visibility using these

options:

• Public Data Source — The data source is visible to all users of the catalog.

• Private Data Source — The data source is visible to the users allowed access to the data source by Data Source

Admins.

You can add new Data Source Admin users in the Data Source Admins section.

Connect to Data Source

To connect to the data source, you must perform these steps:

Application Settings

Specify Application Settings if applicable. Save the changes after providing the information by clicking Save.

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Datasource Connection

Not applicable.
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Authentication

Specify Authentication Settings. Save the changes after providing the information by clicking Save.
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Parameter Description

Auth Scheme Select the auth scheme used for authentication with the

Kafka broker from the dropdown.

• None: No authentication is performed unless User

and Password properties are set in which BASIC

authentication will be performed.

• Basic: Basic authentication is performed.

• Negotiate: If AuthScheme is set to Negotiate, the

provider will negotiate an authentication mecha-

nism with the server. Set AuthScheme to Negotiate

if you want to use Kerberos authentication.

• AwsRootKeys: Set this to use the root user access

key and secret.

• AwsIAMRoles: Set to use IAM Roles for the con-

nection.

• APIKey: Set to use APIKey and APIKeyId for the

connection.

See Appendix - Authentication Schemes to know more

about the configuration fields required for each authenti-

cation scheme.

User Specify the username to authenticate Elasticsearch.

Password Specify the password that authenticates Elasticsearch.

Use SSL. Select this check box to use SSL/TSL authentication.

Server The host name or IP address of the Elasticsearch REST

server. Alternatively, multiple nodes in a single cluster

can be specified, though all such nodes must be able to

support REST API calls.

Port The port for the Elasticsearch REST server.

API Key Specify the API Key used to authenticate to Elasticsearch.

API Key Id Specify the API Key ID to authenticate to Elasticsearch.

Connection

Specify Connection properties. Save the changes after providing the information by clicking Save.
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Pa-
rame-
ter

Description

Data

Model

Specifies the data model to use when parsing Elasticsearch documents and generating the database metadata.

Ex-

pose

Dot In-

dices

Select this checkbox to expose the dot indices as tables or views.

Use

Lake

For-

ma-

tion

Select this checkbox to use the AWS Lake Formation service to retrieve temporary credentials, which

enforce access policies against the user based on the configured IAM role. The service can be used when

authenticating through OKTA, ADFS, AzureAD, and PingFederate while providing a SAML assertion.

AWS Authentication

Specify AWS Authentication properties. Save the changes after providing the information by clicking Save.
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Parameter Description

AWS Access Key Specify the AWS account access key. This value is accessible from your AWS security

credentials page.

AWS Secret Key Specify the AWS account secret key. This value is accessible from your AWS security

credentials page.

AWS Role ARN Specify the Amazon Resource Name of the role to use when authenticating.

AWS Region Specify the hosting region for your Amazon Web Services.

AWS Session Token Specify the AWS session token.

Temporary Token Dura-

tion

Specify the amount of time (in seconds) an AWS temporary token will last.

AWS External Id Specify the unique identifier required when you assume a role in another account.
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Kerberos

Not supported.

SSL

Specify SSL properties. Save the changes after providing the information by clicking Save.

Parameter Description

SSL Client Cert Specify the TLS/SSL client certificate store for SSL Client Authentication (2-way SSL).

SSL Client Cert Type Select the type of key store containing the TLS or SSL client certificate from the drop-

down.

SSL Client Cert Pass-

word

Specify the password for the TLS or SSL client certificate.

SSL Client Cert Subject Specify the subject of the TLS or SSL client certificate.

SSL Server Cert Specify the certificate to be accepted from the server when connecting using TLS or

SSL.
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Firewall

Specify Firewall properties. Save the changes after providing the information by clicking Save.

Parameter Description

Firewall Type Specify the protocol used by a proxy-based firewall.

• None

• TUNNEL: Opens a connection to Elasticsearch

and traffic flows back and forth through the proxy.

• SOCKS4: Sends data through the SOCKSv4 proxy

as specified in the Firewall Server and Firewall

Port.

• SOCKS5: Sends data through the SOCKSv5 proxy

as specified in the Firewall Server and Firewall

Port.

Firewall Server Specify the hostname, DNS name, or IP address of the

proxy-based firewall.

Firewall Port Specify the TCP port of the proxy-based firewall.

Firewall User Specify the user name to authenticate with the proxy-

based firewall.

Firewall Password Specify the password to authenticate with the proxy-

based firewall.
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Proxy

Specify Proxy properties. Save the changes after providing the information by clicking Save.
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Parameter Description

Proxy Auto Detect Select the checkbox to use the system proxy settings.

This takes precedence over other proxy settings, so do

not select this checkbox to use custom proxy settings.

Proxy Server Specify the hostname or IP address of a proxy to route

HTTP traffic through.

Proxy Port Specify the TCP port the Proxy Server proxy is running

on.

Proxy Auth Scheme Select the authentication type to authenticate to the Proxy

Server from the drop-down:

• BASIC,

• DIGEST

• NONE

• NEGOTIATE

• NTLM

• PROPRIETARY

Proxy User Specify the user name to authenticate the Proxy Server.

Proxy Password Specify the password of the Proxy User.

Proxy SSL Type Select the SSL type when connecting to the ProxyServer

from the drop-down:

• AUTO

• ALWAYS

• NEVER

• TUNNEL

Proxy Exceptions Specify the list (separated by semicolon) of destina-

tion hostnames or IPs that are exempt from connecting

through the Proxy Server.

Logging

Specify Logging properties. Save the changes after providing the information by clicking Save.
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Param-
eter

Description

Ver-

bosity

Specify the verbosity level between 1 to 5 to include details in the log file.

Log

Mod-

ules

Includes the core modules in the log files. Add module names separated by a semi-colon. By default, all

modules are included.

Max

Log File

Count

Specify the maximum file count for log files. After the limit, the log file is rolled over, and time is

appended at the end of the file. The oldest log file is deleted.

Maximum Value: 2

Default: -1. A negative or zero value indicates unlimited files.

View the connector logs in Admin Settings > Server Admin > Manage Connectors > Kafka OCF connector.

Schema

Specify Schema properties. Save the changes after providing the information by clicking Save.
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Pa-
rame-
ter

Description

Brows-

able

Schemas

Specify the schemas as a subset of the available schemas in a comma-separated list. For example, Brows-

ableSchemas=SchemaA,SchemaB,SchemaC.

Ta-

bles

Specify the fully qualified name of the table as a subset of the available tables in a comma-separated list.

Each table must be a valid SQL identifier that might contain special characters escaped using square brackets,

double quotes, or backticks.

For example, Tables=TableA,[TableB/WithSlash],WithCatalog.WithSchema.`TableC With Space`.

Views Specify the fully qualified name of the Views as a subset of the available tables in a comma-separated list.

Each view must be a valid SQL identifier that might contain special characters escaped using square brackets,

double quotes, or backticks.

For example, Views=ViewA,[ViewB/WithSlash],WithCatalog.WithSchema.`ViewC With Space`.

Flat-

ten

Ob-

jects

Select the Flatten Objects checkbox to flatten object properties into their columns. Otherwise, objects

nested in arrays are returned as strings of JSON.

Flat-

ten

Ar-

rays

Set Flatten Arrays to the number of nested array elements you want to return as table columns. By default,

nested arrays are returned as strings of JSON.

Miscellaneous

Specify Miscellaneous properties. Save the changes after providing the information by clicking Save.
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Parameter Description

Batch Size Specify the maximum size of each batch operation to

submit.

When BatchSize is set to a value greater than 0, the batch

operation will split the entire batch into separate batches

of size BatchSize. The split batches will then be sub-

mitted to the server individually. This is useful when

the server has limitations on the request size that can be

submitted.

Setting BatchSize to 0 will submit the entire batch as

specified.

Client Side Evaluation Select the Client Side Evaluation checkbox to perform

the evaluation client side on nested objects.

Connection LifeTime The maximum lifetime of a connection in seconds. Once

the time has elapsed, the connection object is disposed.

The default is 0, indicating no limit to the connection

lifetime.

Generate Schema Files Select the user preference for when schemas should be

generated and saved.

• Never - A schema file will never be generated.

• OnUse - A schema file will be generated the first

time a table is referenced, provided the schema file

for the table does not already exist.

• OnStart - A schema file will be generated at con-

nection time for tables that do not currently have a

schema file.

• OnCreate - A schema file will be generated when

running a CREATE TABLE SQL query.

Maximum Results The maximum number of total results to return from

Elasticsearch when using the default Search API.

Max Rows Limits the number of rows returned when no aggregation

or GROUP BY is used in the query. This takes precedence

over LIMIT clauses.

Other This field is for properties that are used only in specific

use cases.

Page size Specify the maximum number of rows to fetch from

Kafka.

The provider batches read to Kafka to reduce overhead.

Instead of fetching a single row from the broker every

time a query row is read, the provider will read multiple

rows and save them to the resultset. Only the first row

read from the resultset must wait for the broker. Later

rows can be read out of this buffer directly.

This option controls the maximum number of rows the

provider stores on the resultset. Setting this to a higher

value will use more memory but requires waiting on the

broker less often. Lower values will give lower through-

put while using less memory.

Pagination Mode Specifies whether to use PIT with search_after or scroll

to the page through query results.

PIT Duration Specifies the time unit to keep alive when retrieving re-

sults via PIT API.

Pool Idle Timeout The allowed idle time for a connection before it is closed.

Pool Max Size The maximum connections in the pool. The default is

100.

Pool Min Size The minimum number of connections in the pool. The

default is 1.

Pool Wait Time The max seconds to wait for an available connection. The

default value is 60 seconds.
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Obfuscate Literals

Obfuscate Literals — Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. Disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Note: You can only test connectivity after providing the authentication information.

Metadata Extraction

This connector supports metadata extraction (MDE) based on default queries built in the connector code but does not

support custom query-based MDE. You can configure metadata extraction on the Metadata Extraction tab of the

settings page.

For more information about the available configuration options, see Configure Metadata Extraction for OCF Data

Sources.

Compose

For details about configuring the Compose tab of the Settings page, refer to Configure Compose for OCF Data Sources.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

Not supported.

Troubleshooting

Refer to Troubleshooting for information about logs.

6.35.5 Appendix - Authentication Schemes

The Elasticsearch OCF connector supports various authentication schemes in configurations. You can use any of the

authentication schemes while configuring and this section explains the configuration fields required for each scheme.

• None

• Basic

• Negotiate

• AwsRootKeys

• TemporaryCredentials
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• AwsIAMRoles

• APIKey

None

Set the Auth Scheme to None.

Basic

Specify the values in the following fields for the Basic authentication scheme:

• Set the Auth Scheme to Basic

• User

• Password

Negotiate

Not supported.

AwsRootKeys

Specify the values in the following fields for the AWSRootKeys authentication scheme:

• Set the Auth Scheme to AWSRootKeys

• AWS Access Key

• AWS Secret Key

Important: Use of this authentication scheme is discouraged by Amazon for anything but simple tests. The account

root credentials have the full permissions of the user, making this the least secure authentication method.

TemporaryCredentials

Specify the values in the following fields for the TemporaryCredentials authentication scheme:

• Set the Auth Scheme to TemporaryCredentials

• AWS Access Key

• AWS Secret Key

• AWS Session Token
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AwsIAMRoles

Specify the values in the following fields for the AWSIAMRoles authentication scheme:

• Set the Auth Scheme to AWSIAMRoles

• AWS Access Key

• AWS Secret Key

• AWS Session Token

• AWS Role ARN

• AWS External Id

APIKey

Specify the values in the following fields for the APIKey authentication scheme:

• Set the Auth Scheme to APIKey

• API Key

• API Key Id

6.36 Amazon EMR Presto OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for Amazon EMR Presto.

6.36.1 Amazon EMR Presto Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from Alation version 2022.2

Overview

The latest OCF connector for Amazon EMR Presto can be downloaded from the Connector Hub on Alation Customer

Portal. Ask an Alation admin with access to Customer Portal to download the connector from the Connectors section

(Customer Portal > Connectors).

The connector file can be uploaded and installed in the Alation application. The connector is compiled together with the

required database driver, so no additional effort is needed to procure and install the driver.

This connector should be used to catalog Amazon EMR Presto as a data source on Alation on-premise and Cloud Service

instances. It extracts and catalogs such database objects as schemas, tables, views, and columns. After the metadata is

extracted, it is represented in the data catalog as a hierarchy of catalog pages under the parent data source. Alation users

can leverage the full catalog functionality to search for and find the extracted metadata, curate the corresponding catalog

pages, create documentation about the data source, and exchange information about it.
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Team

You may need the assistance of the following administrators to configure this connector:

• Amazon EMR Presto administrator:

– Provides the connection information and the JDBC URI.

– Provides the authentication information and assists in configuring the authentication.

– Provides the SSL certificate.

– Assists in configuring Kerberos authentication.

– Provides access to the schema for metadata extraction.

• Alation Server administrator:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Installs the connector.

– Creates and configures the Amazon EMR Presto data source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope

Authentication

Basic Authentication with username, password, and security token

AWS IAM user Authentication with an IAM user access key and secret

AWS IAM role Authentication with an STS token for an AWS IAM role

SSL Connection over the TLS protocol

Kerberos Authentication with an IAM user access key and secret

Keytab Support for Kerberos with keytabs

LDAP Authentication with a database service account that is an LDAP account in an

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on the JDBC driver methods in the connector code

Custom query-based MDE Extraction of metadata based on extraction queries provided by a user

Extracted metadata objects

Data Source Data source object in Alation that is parent to extracted metadata

Schemas List of databases

Tables List of tables

Columns List of columns

Column data types Column data types

Views List of views

Source comments Source comments

Primary keys Primary key information for extracted tables

Foreign keys Foreign key information for extracted tables

Functions Extraction of function metadata

Function definitions Extraction of function definition metadata

Sampling and Profiling
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Table 13 – continued from previous page

Feature Scope

Table sampling Retrieval of data samples from extracted tables

Column sampling Retrieval of data samples from extracted columns

Deep column profiling On-demand profiling of specific columns with the calculation of value distribution

Dynamic profiling On-demand table and column profiling by individual users who use their own

Custom query-based table sampling Ability to use custom queries for sampling specific tables

Custom query-based column profiling Ability to use custom queries for profiling specific columns

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on a table that contains query history data

Query-based QLI Ingestion of query history based on a custom query history extraction query

JOINs and filters Calculation of JOIN and filter information based on ingested query history

Predicates Ability to parse predicates in ingested queries

Lineage

Automatic lineage generation Auto-calculation of lineage based on query history ingested from QLI, MDE,

Direct lineage Extraction of lineage from system tables during MDE

Column-level lineage Extraction of lineages on the column level

Compose

On-premise instances Availability of Compose on on-premise instances of Alation

Alation Cloud Service instances Depending on your network configuration, you may be using Alation Agent to

Basic authentication in Compose Authentication in Compose with username and password

SSO authentication in Compose Authentication in Compose with SSO credentials

6.36.2 Amazon EMR OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Connectivity

Open outbound TCP port 8889 to the Amazon EMR Presto server.

Service Account

Sample SQL to Create a Role

CREATE ROLE moderator WITH ADMIN USER alation;

Permissions for Profiling and Query Log Ingestion

GRANT SELECT ON <catalog>.<schema>.<tablename> TO alation WITH GRANT OPTION;
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Permissions

The service account must be granted read access to the tables in the system.jdbc schema.

JDBC URI

Use the following format to build the JDBC URI:

presto://<hostname_or_ip>:<port>/<service_name>

Example

presto://ec2-3-220-155-20.compute.amazonaws.com:8889/hive

Basic Authentication

You’ll need the following credentials for basic authentication:

• Username of the service account

• Password of the service account

JDBC URI for Basic Authentication

Use the following JDBC URI in Alation to connect to the Presto instance:

presto://<hostname_or_ip>:<port>/<service_name>

Example

presto://ip-10-13-61-118.alation.com:7778/hive

Kerberos Authentication

You’ll need the following credentials and resources for kerberos authentication:

• Username of the service account

• Password of the service account

• The krb5.conf file

• The Presto key tab file
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Keytab Authentication

You’ll need the following credentials and resources for the keytab authentication:

• Username of the service account

• The krb5.conf file

• The presto.jks key file

– Download this file from the EMR Presto server: /etc/presto/presto.jks

• The keytab file

• The Presto keytab file for the service account

JDBC URI for Kerberos Authentication

Use the following JDBC URI in Alation to connect to the Presto instance:

presto://<hostname_or_ip>:<port>/<service_name>/default?SSL=true&

KerberosRemoteServiceName=presto&KerberosPrincipal=presto/<hostname_or_ip>&

KerberosUseCanonicalHostname=false

Example

presto://ip-10-13-61-118.alation.com:7778/hive/default?SSL=true&

KerberosRemoteServiceName=presto&KerberosPrincipal=presto/ip-10-13-61-118.alation.

com@ALATION.COM&KerberosUseCanonicalHostname=false

JDBC Parameters and Usage

Parameter Description

KerberosRe-

moteService-

Name

The Presto coordinator Kerberos service name. This parameter is required for Kerberos authenti-

cation.

KerberosPrin-

cipal

The principal to use when you authenticate to the Presto coordinator.

KerberosUse-

Canonical-

Hostname

The canonical hostname of the Presto coordinator for the Kerberos service principal. You must

resolve the hostname to an IP address and then do a reverse DNS lookup for that IP address. This

is enabled by default.

For more information, refer to the JDBC driver parameter reference in the Presto documentation.
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SSL Authentication

You’ll need the following credentials and resources for authentication:

• Username of the service account

• Password of the service account

• The SSL certificate file

– Export the SSL certificate in the CRT file format from the EMR Presto server. You’ll need to

upload it to Alation.

• The TrustStore password

– The default password is changeit

JDBC URI for SSL Authentication

Use the following JDBC URI in Alation to connect to the Presto instance:

presto://<hostname>:<port>/<service_name>/?SSL=true

Example

presto://ip-10-13-61-118.alation.com:7778/hive/default?SSL=true

LDAP Authentication

You’ll need the following credentials and resources for authentication:

• Username of the service account

• Password of the service account

• SSL Certificate file

– Download the keystore.jks file from EMR Presto server:

/usr/share/aws/emr/security/conf/Keystore.jks

• TrustStore password

– Copy truststore password from EMR Presto server: In config.properties : etc/presto/conf

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:
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1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is EMR Presto OCF Connector.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.
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Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Enable Kerberos

authentication

Select this checkbox if using Kerberos authentication and upload the krb5.conf file using the

upload link under the checkbox.

Use Presto

keytab

If you enable Kerberos authentication, select Use Presto Keytab checkbox and upload the Presto

keytab file.

Use keytab Select this checkbox if using keytabs and upload the keytab file for the service account using the

upload link under the checkbox.

Enable LDAP Select this checkbox to use LDAP authentication. Also, select Enable SSL if you’ve enabled the

LDAP authentication.

Enable SSL Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link below.

Truststore pass-

word

Specify the password for the SSL certificate.

The password will be deleted if the data source connection is deleted.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

If the connection test fails, make sure the JDBC URI and service account credentials are correct.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

This connector supports default query-based MDE. Custom query-based extraction is not supported.
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Compose

For details about configuring the Compose tab of the Settings page, refer to Configure Compose for OCF Data Sources.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

To use Query Log Ingestion, run the custom query-based QLI.

Custom Query-Based QLI

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the

query log table.

Find an example of a custom query for QLI below. You can customize it by adding, removing, or changing the filter, but

the columns and their aliases must remain as is since the connector expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE

filter. These parameters are not actual column names and should stay as is. They are expected by the connector and will

be substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on

schedule.

SELECT user AS username,

query AS queryString,

source AS defaultDatabases,

False AS sessionid,

created AS sessionstarttime,

started AS starttime,

False AS cancelled,

date_diff('second',"started", "end") AS seconds

FROM system.runtime.queries

WHERE state ='FINISHED'

AND date(started) BETWEEN date STARTTIME

AND date ENDTIME

ORDER BY sessionId, startTime;

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.
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Automated and Manual Query Log Ingestion

You can either perform QLI manually on demand or enable automated QLI:

To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log Ingestion

tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

1. Click Preview to get a sample of the query history data to be ingested.

2. Click the Import button to perform QLI on demand.

3. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

4. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, hour, and

time fields. The next QLI job will run on the schedule you have specified.

Troubleshooting

Refer to Troubleshooting for information about logs.

Map FQDN in the Presto Server Host File

When you use Kerberos authentication, you need to map the EMR Presto server domain name with the Kerberos Principal

domain name. If you see the following error while authenticating via Kerberos, you may need to do the mapping:

“KrbException: Server not found in Kerberos database (7) - LOOKING_UP_SERVER”

To map the domain name, follow these steps to edit the EMR Presto host file:

1. Log in to the EMR Presto server using SSH.

2. Navigate to the etc/ path and open the host file.

3. Add the following IP mapping to the hostname:

• IP address—Example: 10.13.63.118

• Fully qualified name—Example: ip-10-13-63-118.alation.com

• Alias name—Example: ip-10-13-63-118

6.37 Add-on OCF Connector for Fivetran

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the add-on OCF connector for Fivetran.
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6.37.1 Add-On OCF Connector for Fivetran: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from Alation version 2023.3.2

Overview

The latest Addon OCF connector for Fivetran is available for download from the Connector Hub on Alation Customer

Portal. Ask an Alation admin with access to Customer Portal to download the connector from the Connectors section

(Customer Portal > Connectors).

The connector for Fivetran is an add-on connector and cannot be used as a standalone connector to catalog a data source.

You additionally configure the Fivetran connector for an existing data source cataloged using another—main—OCF

connector.

The main data source will represent a Fivetran destination. When you extract metadata from the main (destination)

data source, Alation will also extract metadata from Fivetran with a dependent, or downstream, extraction job. Based

on metadata from Fivetran, Alation will generate upstream lineage information providing you with an insight into the

sources of data in the destination database.

Note: The Fivetran OCF connector does not extract metadata for data transformations. It only retrieves source metadata,

cataloging the Extract - Load stage of the ELT pipeline. To extract metadata for transformations, you can additionally

install and configure the dbt OCF connector (paid feature) if dbt is in use in your ELT application stack.
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Team

You may need the assistance of your database administrator to configure this data source.

• Fivetran administrator:

– Generates API credentials to access the Fivetran API from Alation.

– Provides destination names and source connection details.

• Alation Server administrator:

– Installs the add-on OCF connector for Fivetran.

– Enables and configures extraction from Fivetran in the settings of the main (destination) data source. For

more information, see Enable Fivetran Add-On Connector.

– Configures lineage in the settings of the source data source.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope Avail-
ability

Authentication

API key and secret Basic authentication using an API access key and secret Yes

Metadata Extraction (MDE)

Default MDE Extraction of metadata from Fivetran as a downstream job during metadata extrac-

tion from the main data source (destination)

Yes

Custom query-

based MDE

Extraction of metadata based on extraction queries provided by user Not appli-

cable

Catalog Features

Sampling and pro-

filing

Not applicable

QLI Not applicable

Compose Not applicable

Lineage

Direct lineage Auto-calculation of source lineage based on metadata extracted from Fivetran Yes

Table-level lineage Calculation of lineage data at the table level Yes

Column-level lin-

eage (CLL)

Calculation of lineage data at the column level Yes

Transformations

metadata

Extraction of transformation information from Fivetran No
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Supported Fivetran Sources

The table below lists OCF data sources that support the Fivetran connector. In Fivetran, these data sources correspond

to sources. They are based on the metadata streamed with source information using Fivetran metadata APIs and are

able to generate Lineage charts. In addition, they are able to extract and catalog within Alation as Source (Fivetran

connected source) datasource.

OCF Connector Database Implementa-
tion

Supported from Fivetran OCF connector ver-
sion

PostgreSQL OCF connec-

tor

Post-

greSQL

Generic 2.0.6

Snowflake OCF connector Snowflake n/a 2.0.6

SQL Server OCF connector SQL Server Generic 2.0.6

Supported Fivetran Destinations

The table below lists OCF data sources that support the Fivetran connector. In Fivetran, these data sources correspond

to destinations.

In Alation, they can be considered “main” data sources that support additional extraction from Fivetran as part of

metadata extraction.

Note: After enabling the Enable Fivetran Add-On Connector and installing the Fivetran add-on connector, you will see

a toggle to enable extraction from Fivetran on the General Settings tab of the settings for each data source in the table

below. Find the details for configuring extraction from Fivetran in Configure Fivetran Add-On for a Data Source.

OCF Connector Database Implementa-
tion

Supported from Fivetran OCF connector
version

Azure Synapse OCF con-

nector

Azure Synapse Ana-

lytics

n/a 2.0.6

AWS Databricks OCF con-

nector

Databricks on AWS AWS* 2.0.6

BigQuery OCF connector Google BigQuery n/a 2.0.6

MySQL OCF connector MySQL Generic 2.0.6

PostgreSQL OCF connec-

tor

PostgreSQL Generic 2.0.6

Redshift OCF connector Amazon Redshift n/a 2.0.6

Snowflake OCF connector Snowflake n/a 2.0.6

SQL Server OCF connector SQL Server Generic 2.0.6

• Azure Databricks and Databricks on Google Cloud OCF implementations have not been certified by Alation yet.
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Supported Fivetran Connectors

Alation currently supports Fivetran sources, or connectors, of type database. Applications, files, events, and functions

are not supported. During extraction from the main data source, Alation will match the connector metadata from

Fivetran to the metadata under the source data source in Alation or create temp objects on Lineage diagrams if metadata

cannot be matched.

Use of Fivetran API

The Fivetran add-on connector relies on the Fivetran metadata API to retrieve metadata into Alation.

Refer to the table below for information about which API methods are used by the connector.

API API Endpoint Description

Group man-

agement

https://api.fivetran.com/v1/groups Fetch all groups accessible by the administrator

credentials

Connector

management

https://api.fivetran.com/v1/groups/{group_-

id}/connectors

Fetch all source connectors for group_id

https://api.fivetran.com/v1/

connectors/{connector_id}

Fetch source connector information based on con-

nector_id

Destination

management

https://api.fivetran.com/v1/

destinations/{destination_id}

Fetch destination information based on destina-

tion_id

Metadata

management

https://api.fivetran.com/v1/

metadata/connectors/{connector_-

id}/schemas?limit=10000

Fetch schema objects for a given connector_id

with the default pagination limit of 10,000

https://api.fivetran.com/v1/

metadata/connectors/{connector_-

id}/tables?limit=10000

Fetch table objects for a given connector_id with

the default pagination limit of 10,000

https://api.fivetran.com/v1/

metadata/connectors/{connector_-

id}/columns?limit=10000

Fetch column objects for a given connector_id

with the default pagination limit of 10,000

Limitations

• Fivetran metadata API response only contains metadata for tables that have been synced to the destination. If a

table is not present in Fivetran, it will not be present in Alation either.

• Fivetran does not sync views from sources to the destination.

• The Fivetran OCF connector does not remove renamed or deleted metadata objects automatically. Fivetran schema

changes should be followed by rerunning metadata extraction on the source and destination data sources to retrieve

the latest state of the metadata.

• A Fivetran metadata APIs response can contain soft-deleted metadata objects. If these objects are still present

in the catalog, you will see lineage for these objects. It’s the responsibility of Data Source Admin to monitor

Fivetran schema changes and rerun MDE in Alation when such changes occur.
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Known Issues

• Metadata objects containing backslash in names are shown as temporary (TMP) objects on the Lineage chart.

• Metadata objects (tables and columns) deleted from the source data source are not marked as temporary (TMP)

when viewed from the main (destination) data source. However, if you select such an object on the Lineage

diagram, the corresponding catalog page in the preview area will show that it has been removed from the catalog.

• If some previously cataloged metadata is removed from the main (destination) data source , you will not be able

to access lineage for deleted objects from the destination data source. However, on Lineage charts viewed from

the source data source, these objects will still be displayed.

6.37.2 Add-On OCF Connector for Fivetran: Install and Configure

Prerequisites

• Destinations and connectors have been set up under a Fivetran account.

• The database that is added as a destination to Fivetran has been cataloged in Alation as an OCF data source. The

Fivetran add-on will need to be configured on this data source (destination).

• Fivetran database connectors (sources) have been cataloged in Alation as OCF data sources.

Authentication

The Fivetran connector requires the API key and secret from Fivetran to extract metadata. You can use an existing

account with the Account Administrator privileges or create a separate account for Alation.

To give Alation access to Fivetran APIs:

1. Create a user account with the Account Administrator privileges or select an existing account.

2. Log in to Fivetran as this user and generate an API key and secret.

3. Save the key and secret in a safe location. They won’t be displayed after you close the page or navigate away. You

will need to specify them in Alation to connect to Fivetran from the main (destination) data source.
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Group Name

The Fivetran connector configuration requires the destination name (or group name in the Fivetran API terminology) to

build API calls.

You can find the destination name in the Name column on the Destinations page in the Fivetran user interface:
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Installation

Install the Fivetran OCF add-on connector on your Alation instance.

Customer-Managed Alation

Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

On Alation Cloud Service instances, Alation Connector Manager is available by default.

Installation of add-on connectors on Alation Cloud Service instances depends on the installation type of your main

(destination) OCF connectors: with or without Alation Agent. The main connector is the connector that was used to

catalog the data source for which you will be configuring extraction from Fivetran.

To install the add-on connector:

1. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors or install it on

the same Alation Agent as the main connector.

Configuration

Enable Fivetran Add-On Connector

To use the Fivetran add-on connector after installation:

1. Go to Admin Settings > Server Admin > Feature Configuration.

2. Locate and enable the feature flag Enable Fivetran Connector for OCF RDBMS sources (Paid Feature). By

default, this flag is disabled.

3. Save changes in Feature Configuration.

Enabling this flag will add the Fivetran connector activation toggle to the Settings > General Settings page of data

sources supported as destinations. See Supported Fivetran Destinations for the full list.

Note: The user interface to configure extraction from Fivetran will appear in the data source settings only after:

1. The connector is installed.

2. The corresponding feature flag is enabled.
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Configure Fivetran Add-On for a Data Source

You configure the Fivetran add-on connector in the settings of the main data source that represents a destination in

Fivetran.

To configure the connector:

1. Log in to Alation as Server Admin.

2. Open the Settings page of the main (destination) data source.

3. Click on the Fivetran tab and enable the toggle Configure Fivetran OCF Connector.

4. Specify the group name:

Field Description

Group

Name

Specify the destination name(s). On how to find group names in the Fivetran user interface,

refer to Group Name. This field is case sensitive. This field allows you to specify multiple

destination names separated with a comma. See more details in Using Multiple Group

Names.

5. Specify the API key and secret for authentication:

Field Description

API Key Specify the API key.

API Secret Specify the API secret.

Using Multiple Group Names

You can specify multiple group names. The group names listed in this field should have the same host and port

information and point to the same database.

For example, if the main source is Snowflake, you can add and enlist them as:

• test_snowflake_destination_1,test_snowflake_destination_2

If you accidentally add group names that point to different databases on different hosts, Alation will still extract metadata

from Fivetran and create temporary (TMP) destination objects for these group names. This is an incorrect configuration

that can be corrected by removing the irrelevant group names from the settings and rerunning metadata extraction.

Note: If the data source URI includes a parameter that specifies the database name, then extraction will happen from

group(s) that match the database name.

Logging Configuration

Select the logging level for the connector logs and save the values in this section. The available log levels are based on

the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.
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Test the Connection

The connection test checks database connectivity. Alation uses the JDBC URI to connect to the database and to confirm

when the connection is established. After specifying the JDBC URI and configuring authentication, test the connection.

To validate the network connectivity, go to General Settings > Test Connection of the Settings page of your data source

and click Test. A dialog box appears confirming the status of the connection test.

Metadata Extraction

Metadata extraction (MDE) from Fivetran is performed during metadata extraction from the main (destination) data

source. It runs as a downstream extraction job if you have specified the required Fivetran authentication information.

Note: In case of selective MDE, the connector retrieves Fivetran metadata for all schemas but only streams metadata

for schemas selected in MDE configuration, as the Fivetran API currently does not offer the ability to selectively retrieve

schemas using schema IDs.

Lineage

Based on metadata from Fivetran, Alation auto-generates lineage between the current data source (destination in Fivetran)

and other data sources cataloged in Alation that represent Fivetran connectors (upstream lineage). If the source data

source is not present in the catalog, then Alation won’t generate upstream lineage for the main (destination) data source.

Note that lineage generated as part of metadata extraction (direct lineage extraction) is not the only source of lineage

data you see on the Lineage diagram for a table. If the main data source supports query log ingestion, lineage data will

also be generated from QLI (downstream lineage). Extraction from BI sources that use the current data source for data

in reports and dashboards can add more downstream lineage. The Lineage diagram combines all lineages that Alation

has calculated from all available lineage-generating pipelines.

Configure Lineage Across Data Sources

Lineage generation relies on the configuration where both the data source that is source in Fivetran and the data source

that is destination in Fivetran are cataloged in Alation as OCF data sources. For Alation to match metadata objects

between data sources, you will need to configure the Additional Datasource Connections field in the settings of the

source data source before performing metadata extraction on the destination data source.

To configure cross-data source lineage:

1. In the Alation catalog, find the data source that represents the source (connector) in Fivetran.

2. Open the settings page of this data source and go to the General Settings tab.

3. Under Application Settings, in the Additional Datasource Connections field or the BI Connection Info

field, depending on which you find, specify the source connection details from Fivetran (Finding Connection

Information in Fivetran). In the example below, we’re using a Snowflake connection string:

• Format: <Host>:<Port>

• Example: mysnowflake.us-east-1.snowflakecomputing.com:443

If multiple destinations use the same source, you can specify multiple values separated by commas:

• 31.22.22.13:1551,mysnowflake.us-east-1.snowflakecomputing.com:443
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Note: The same field Additional Datasource Connections may have been used to configure cross-

source lineage between this data source and BI sources. If you find that values are already present in

this field, append the new value separating it with a comma. Do not overwrite existing values.

4. Click Save to save your changes.

Finding Connection Information in Fivetran

To fill in the Additional Datasource Connections field on a source data source, use the values that you find on the

Connection Details page for the corresponding connector in Fivetran.

Downstream Lineage Job

You can monitor the status of extraction and lineage generation in the Extract Job Status table on the bottom of the

Metadata Extraction tab of the data source settings.

Click the View Details link to view the log. The downstream jobs related to extraction from Fivetran will have the text

ELT DirectLineageExtraction (Fivetran) or ELT Direct Lineage Stream Dump Folder (Fivetran) in the name.
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View Lineage

The Fivetran lineage information is generated automatically as part of metadata extraction. The metadata from Fivetran

is used to build upstream lineage from Fivetran sources to the current data source (destination in Fivetran). For example,

the screenshot below shows the Lineage diagram with metadata from Fivetran for a destination data source:

1—Upstream lineage showing tables in the source data source.

2—Dataflow object generated from Fivetran.

3—Tables in the current (destination) data source that were created by the Fivetran ELT pipeline.

4—Preview of the dataflow object as it is currently selected and highlighted on the diagram. The Dataflow Content field

shows the table names at source and at destination. The Source of the dataflow object is Fivetran metadata.
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Note that if the source data source is not present in the catalog, then Alation won’t generate cross-data source upstream

lineage for the main (destination) data source.

Dataflow Content

On catalog pages of dataflow objects generated from Fivetran, the Source field will display the value Fivetran.

The Dataflow Content field will not contain a SQL query. It will display the name of the table at source and destination

respectively.

Find more information on Dataflow objects in Dataflow Objects.
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Use Compound Layout View

Alation provides the ability to view lineage links between metadata objects based on their logical alignment with data

sources on the Compound Layout View in Reading the Lineage Diagram of the lineage data.

This feature is not enabled by default. To make it available on your Alation instance, set the following alation_conf

flags to True:

• alation.feature_flags.DEV_enable_lineage_asset_grouping—Enables the Compound Layout View

toggle on the Lineage tab.

• alation.feature_flags.DEV_enable_lineage_asset_grouping—Enables the three-dot menu on lin-

eage nodes on the Compound Layout View.

• alation.feature_flags.DEV_enable_lineage_collection_nodes_modal—Adds the Show Par-

ent/Show Children functionality.

On the lineage diagram for objects that have Fivetran lineage, users will see the Fivetran dataflows grouped together

under the Fivetran source.

Note: Compound Layout View currently doesn’t support column-level lineage.
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Temporary Lineage Objects

You may see objects marked as temporary (TMP) on your Lineage diagrams. Find more information about it in Badges

in Reading the Lineage Diagram. When you run MDE on the main (destination) data source, Alation will create

temporary lineage objects in place of tables it cannot match in the catalog. Fivetran metadata-based lineage will include

temporary objects when:

The source data source is cataloged in Alation, but you haven’t yet performed MDE from this source. The next MDE

you perform on the source data source should remove them. The source data source is cataloged in Alation and MDE

has been performed; however, the relevant source tables have not been extracted.

If you see temporary objects where you expect to see existing objects, check your data source configuration. You may

also need to rerun MDE to bring the latest metadata updates into Alation.

Troubleshooting
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Specific Error Messages

Problem Recommendations

No cross-data source lineage is generated after per-

forming MDE on the destination data source.

Ensure that the Additional Datasource connections field has

been correctly configured on the data source that represents

the Fivetran source. See Configure Lineage Across Data

Sources for details. Ensure that the Group Name value(s)

is(are) correct in the settings of the destination data source.

See Configure Fivetran Add-On for a Data Source for a

Data Source for details.

Extraction job status details log shows that there is

no extraction done by Fivetran OCF connector. You

see a message similar to the following: “Direct Lin-

eage Stream Dump Folder (Fivetran): Dump folder

has been removed as connector couldn’t extract any

direct lineage data”.

Ensure that the Group Name value(s) is(are) correct in the

settings of the destination data source. See Configure Five-

tran Add-On for a Data Source for a Data Source for details.

Connector details view shows that there is no extrac-

tion even after configuring the correct Group Name.

Group Name is case-sensitive. Make sure the Group Name

value uses the correct case. Make sure the Fivetran sync

was successful before running MDE in Alation.

MDE fails at the stage where metadata should be ex-

tracted from Fivetran (the Fivetran extraction down-

stream job fails). You see a message similar to the

following: “RPC that terminated with: status = Sta-

tusCode.INTERNAL details = “Unable to authorize

with provided API Key and Secret. Please provide the

correct API Key and Secret”.

Ensure you have provided valid API credentials in the set-

tings of the data source.

MDE fails at the stage where metadata is extracted

from Fivetran (the Fivetran extraction downstream

job fails). You see a message similar to the follow-

ing: “RPC that terminated with: status = Status-

Code.INTERNAL details = “Provided Fivetran Group

Name for destination is either empty or null”.

The Group Name field is mandatory. Ensure you have pro-

vided a valid Group Name in the settings of the data source.

MDE fails at the stage where metadata is extracted

from Fivetran (the Fivetran extraction downstream job

fails) even though the configuration is correct. You see

a message similar to the following: “RPC that termi-

nated with: status = StatusCode.INTERNAL details

= “Malformed response. Please retry or verify if the

response is proper”.

Check the logs for the 500 error. This may be a Fivertran

API issue. Contact Alation Support.

API Rate Limiting

Fivetran has various rate limits for different types of API. However, no specific limit is defined for the metadata API.

Non-trial accounts can make a maximum of 20,000 requests per hour. Trial accounts can make 500 requests per hour.

For more information, refer to Rate Limiting in Fivetran documentation.

In a rare scenario, the Fivetran OCF connector may exceed the allowed rate limit. If this happens, the connector will

receive the response “HTTP 429 Too Many Requests” from Fivetran. It will go into sleep mode until it can retry the

request based on the Retry-After value in the Fivetran API response. Sleep mode is not logged to the job status details

on the Metadata Extraction tab of the settings; however, Alation will log it to the Fivetran connector log (Admin

Settings > Server Admin > Manage Connectors > Fivetran Add-On OCF Connector). In the connector logs, look

for an entry for alation.fivetran.util.HttpRestUtility with the message that the connector entered the sleep
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mode: Add-on Connector to sleep for <...>.

Log Location

From the Alation user interface, you can review OCF connector logs in Admin Settings > Server Admin > Manage

Connectors > <your_OCF_connector>. For data sources using the Fivetran add-on connector, MDE from the main

data source is logged to the main connector log and extraction from Fivetran is logged to the Fivetran connector log.

Admins of on-prem Alation instances can find more information in Troubleshooting.

6.37.3 Case Study: Combining Lineage from Fivetran and dbt

You can combine lineage data from Fivertran and dbt to show both upstream source lineage from Fivetran and downstream

transformations lineage from dbt on one Lineage chart for a table. This configuration can be performed for data sources

that support both Fivetran and dbt add-on connectors. In this case study, we’ll walk through such a configuration from

start to end and analyze the result on the Lineage diagram.

Prerequisites

1. You have cataloged your Fivetran destination data source in Alation using an OCF connector. This data source supports bo

• Which Supported Fivetran Destinations are supported?

• Which data sources support the dbt add-on OCF connector in Add-On OCF Connector for dbt:

Overview?

2. You have cataloged the data source that was configured as a source in Fivetran. Currently, you have ELT pipelines

in Fivetran that extract data from this source and load it into the data warehouse (destination data source). So the

data in the destination data source originates from the source data source.

3. You have a dbt project that stores transformations you have performed on the data in your destination data source.

4. You have enabled the Fivetran and dbt add-on OCF connectors on your Alation instance in Admin Settings > Feature Configuration:

• Enable Fivetran Add-On Connector.

• Enable dbt Add-On Connector in Add-On OCF Connector for dbt: Install and Configure.

Steps

We’re starting with a state where the destination data source we’re going to work with is already in Alation but does not

have the Fivetran or dbt add-on connectors configured.
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Step 1: Configure Fivetran Add-On Connector

We’ll start with configuring the Fivetran add-on connector, which will allow us to retrieve source lineage information

that should appear on the Lineage diagram as upstream lineage for the tables in the destination data source.

To configure the Fivetran add-on:

1. In the settings of the destination data source, click on the Fivetran tab and enable the toggle Configure Fivetran

OCF Connector.

Note: The toggles for the add-on connectors become available in connector settings after the corre-

sponding add-on is enabled in Admin Settings.

2. Enabling the toggle will display the Fivetran connector properties. We’ll configure them using the information in

Configure Fivetran Add-On for a Data Source and save.

This configuration allows Alation to send calls to the Fivetran API and retrieve Fivetran metadata.

Note: Extraction from Fivetran will not bring in the transformation information from Fivetran into Alation.
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Step 2: Link Source and Destination Data Sources in Alation

Next, we’ll need to make sure that the data sources cataloged in Alation “recognize” one another as Fivetran source and

destination. We’ll do this by performing an additional configuration in the settings of the data source that is connected

as a source in Fivetran.

First, we’ll need to find out the source connection details from Fivetran. We can do it using the information in Finding

Connection Information in Fivetran.

Keeping the host and port information ready, we’ll update a field in the settings of the data source that represents the

source database using the information in Configure Lineage Across Data Sources and save it.

At this point, we have configured everything we need to extract metadata from Fivetran. Next, we’ll configure the dbt

part.

Step 3: Configure dbt Add-On Connector

To configure the dbt add-on:

1. In the settings of the destination data source (the same data source for which we have already configured extraction

from Fivetran), click on the DBT tab, and enable the toggle Configure DBT OCF Connector.

Note: The toggles for the add-on connectors become available in connector settings after the corre-

sponding add-on is enabled in Admin Settings and the connector is installed.

2. Enabling the toggle will display the dbt connector properties. We’ll configure them using the information in

Configure dbt Connector in Add-On OCF Connector for dbt: Install and Configure and save.
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This configuration will allow Alation to send calls to the dbt API and retrieve metadata from dbt.

Note: Extraction from dbt will bring in information on data transformations.

Step 4: Perform Metadata Extraction

Next, we’ll perform metadata extraction (MDE) from the destination data source to retrieve metadata into Alation.

You can find more information about metadata extraction in Configure Metadata Extraction Configure Metadata

Extraction for OCF Data Sources for OCF Data Sources.

As part of MDE, Alation will perform two dependent, or downstream, jobs that will extract metadata from Fivetran

and dbt and calculate lineage. Metadata from Fivetran will be used to calculate the upstream lineage from source to

destination, and metadata from dbt will be used to calculate the downstream stream lineage based on transformations in

dbt.

Alation uses the direct lineage extraction feature to generate lineage from Fivetran and dbt metadata. Direct lineage

extraction happens during MDE and does not require query log ingestion (QLI).

We can see all downstream jobs logged in the extraction detail log that you can open from the Extraction Job Status

table at the bottom of the Metadata Extraction tab.
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When metadata extraction completes, we’ll be able to view the lineage information on the Lineage diagram.

Step 5: View Lineage Diagram

Next, we’ll analyze the lineage generated based on the metadata from Fivetran and dbt.

Compound Layout View

Let’s open the Lineage diagram for a table in the destination data source that we know should have such lineage and

enable the Compound Layout View to view lineage information grouped by source.

The screenshot below shows such a Lineage view.

On this Lineage diagram:

1—The upstream lineage (TEST POSTGRES SOURCE group) comes from Fivetran and reveals that the data in the

current table originates in a Postgres data source. This is the source we linked to the current data source using the

Additional Datasource Configuration field.

2—The Fivetran metadata-based dataflow objects are grouped under the group FIVETRAN. Each of these dataflows

stores information about the object at source that was used to create the corresponding object at destination.
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3—The preview area under the diagram displays the catalog page for the currently selected object, providing you with

the ability to view its properties. You can select any object on the Lineage diagram—a table or a dataflow object—by

clicking it.

4—The current data source is represented by a group of lineage objects (TEST SNOWFLAKE DESTINATION group).

5—The dbt metadata-based dataflow objects are grouped under the group DBT. These lineages represent the transfor-

mations that Alation extracted with the dbt add-on connector. You can click on the dbt data flow object to view the

corresponding Jinja code in the preview. (Find more information about, refer to dbt Lineage in Add-On OCF Connector

for dbt: Install and Configure).

6—More downstream lineage is available that was calculated during extraction from BI sources that use data from this

data source.

Standard Lineage View

When we turn off the Compound Layout view, the Lineage diagram returns to the standard view. Currently, column-level

lineage can be seen using this view only. In the standard view, you will need to click on an object and read the preview to

understand the source of the lineage. For example, the screenshot below shows the same lineage data as the screenshot

described in Compound Layout View. You can switch between views to analyze different levels of lineage detail.
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6.38 Google BigQuery OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics explaining how to install and configure the OCF connector for Google BigQuery.

Important: With Alation version 2023.3.4 or higher and Google BigQuery OCF connector version 1.3.0

or higher, Alation has introduced an enhanced user interface for configuring the Google BigQuery data

source settings.

6.38.1 OCF Connector for Google BigQuery Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

January 24, 2024

Google BigQuery OCF Connector: Version 1.3.0

Compatible Alation Version - 2023.1 or higher
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Enhancements

With Alation version 2023.3.4 and Google BigQuery OCF connector version 1.3.0, Alation has introduced an enhanced

user interface for configuring the Google BigQuery data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.4. However, you will

view the old user interface with Alation versions prior to 2023.3.4.

The documentation for the new Google BigQuery experience is available at : Google BigQuery OCF Connector

The enhanced user interface provides the following features:

Better User Experience

The enhanced Google BigQuery user interface provides better navigation and multiple visual cues, making it easy to

configure and manage Google BigQuery data source.

Easy to Connect

The Google BigQuery user interface now provides a step-by-step process to connect to your Google BigQuery data

source easily and quickly.

Additional Error-Prevention Checks

The Google BigQuery user interface now includes added checks to avoid obvious configuration mistakes. The user

interface also includes text to assist and provide cues while configuring.

Detailed Error Reports and Troubleshooting Support

The improved Google BigQuery user interface makes troubleshooting easier for metadata extraction and query log

ingestion, as you can now have a detailed error report for both processes. The report contains a detailed error description

and steps to resolve the issue.

December 06, 2023

Google BigQuery OCF Connector: Version 1.2.3

Compatible Alation Version - 2022.3 (Patch version: 13.4.7) or higher
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Enhancements

Google BigQuery Connector Uses Service Account During Sampling

Google BigQuery Connector now uses a service account while performing dynamic sampling with OAuth setup using

the Compose tab.

6.38.2 Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for Google BigQuery was developed by Alation and available for download from Alation Connector

Hub (requires you to login to the Alation Customer Portal). For instructions to install or manage a connector, see see

Manage Connectors. The connector is compiled together with the required database driver, so no additional effort is

needed to procure and install the driver.

Use the connector catalog Google BigQuery as a data source on Alation customer-managed (on-premise) and Cloud

Service instances. It extracts projects, datasets, tables, and columns and catalogs them as Schema, Table or View, and

Columns, respectively.

After metadata is extracted, it is represented in the data catalog as a hierarchy of catalog pages under a parent data source.

Alation users can leverage the full catalog functionality to search and find the metadata, curate the corresponding catalog

pages, create documentation about the data source, exchange information about it, and follow data transformations using

lineage diagrams.

Team

• Alation administrator:

– Ensures that Alation Connector Manager is available or installs it.

– Installs the OCF connector.

– Creates and configures a Google BigQuery data source in the data catalog.

– Performs initial extraction and prepares the data source for Alation users.

• Google Cloud Platform administrator:

– Assists in configuring authentication for extraction and Compose.

– Provides the JDBC URI.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope Availability

Authentication

Authentication with a service ac-

count

Authentication with a service ac-

count

Yes

continues on next page

1460 Chapter 6. Open Connector Framework

https://customerportal.alationdata.com/


Alation User Guide

Table 14 – continued from previous page

Feature Scope Availability

Authentication with OAuth and a

user account

Authentication with a user account

and an OAuth client

Yes

Metadata extraction (MDE)

Default MDE Extraction of metadata from Google

BigQuery projects. This connector

uses Google BigQuery API to re-

trieve metadata into the Alation cata-

log

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

No

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas (Datasets) List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views

Extraction of materialized views is

supported

Yes

Source comments Source comments are extracted for dataset, table, view, | Yes materialized

view, and column objects |

Primary keys Primary key information for ex-

tracted tables

No

Foreign keys Foreign key information for extracted

tables

No

Functions Function metadata No

Function definitions Function definition metadata No

Sampling and profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query log ingestion (QLI)

API-based QLI Connector performs extraction using

API requests.

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

continues on next page
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Table 14 – continued from previous page

Feature Scope Availability

Column-level lineage Calculation of lineage data at the col-

umn level.

Requires the column-level lineage

parser add-on for Google BigQuery

Yes

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose with Agent is supported

from connector version 1.1.1.4664.

Yes

OAuth Authentication in Compose using the

OAuth protocol

Yes

6.38.3 Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Before you install and configure the OCF connector for Google BigQuery, ensure that you have performed the following:

• Enable APIs

• Configure Network Connectivity

• Create a Service Account or Create a User Account and an OAuth Client

• Grant Required Permissions

• Create an OAuth Configuration for Extraction

Enable APIs

Enable the following APIs for OCF connector for Google BigQuery:

• BigQuery API

• Cloud Resource Manager API (Optional)

Enable BigQuery API

Enable the BigQuery API for projects you want to catalog.

Note: By default, the BigQuery API is enabled for all newly created projects. To verify, go to APIs

& Services > Enabled APIs & services on Google Cloud Platform. If disabled, enable it by clicking

ENABLE APIS AND SERVICES and selecting the BigQuery API.
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Enable Cloud Resource Manager API

Note: This is optional.

Enable Cloud Resource Manager API for the project you configure in the JDBC URI for Alation to perform permission

checks for metadata extraction and query log ingestion. However, Alation recommends enabling the Cloud Resource

Manager API to complete the access check to help you identify possible permission issues to perform Metadata Extraction

and Query Log Ingestion.

Configure Network Connectivity

Open outbound TCP port 443 to the Google BigQuery server.

Additionally, if you have enabled firewall, you must include the following URLs to the allowlist.

• https://www.googleapis.com/oauth2/v1/certs

• https://oauth2.googleapis.com/token

• https://accounts.google.com/o/oauth2/v2/auth

• https://www.googleapis.com/robot/v1/metadata/x509/

• https://www.googleapis.com/auth/bigquery

• .1e100.net

Create a Service Account

Google service accounts are special accounts that belong to your applications or virtual machines instead of individual

end-users. An application uses a service account to call the Google API of a service without users being directly involved

in this flow.

Alation has certified the following service account types:

• SERVICE_ACCOUNT_NAME@PROJECT_ID.iam.gserviceaccount.com

• PROJECT_NUMBER-compute@developer.gserviceaccount.com (Compute Engine API service account)

Create a Service Account and Generate Key

Each service account is associated with a key managed by the Google Cloud Platform (GCP) and used for service-to-

service authentication in GCP.

You can either create a new service account for Alation, use an already existing service account, or use the default

Compute Engine service account. If you chose to use an existing service account or the Compute Engine service account,

make sure you have the account key and key file or generate new ones to use in Alation.

To create a service account:

1. Log in to Google Cloud Platform and go to IAM & Admin > Service Accounts.

2. Click +CREATE SERVICE ACCOUNT.

3. Enter the required and optional information (name, ID, description) and click Create.

4. Assign the roles bigquery.jobUser and AlationUser to the service account. Click Done.
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5. In the list of service accounts, for the service account you created, click Actions > Manage keys.

6. Click ADD KEY > Create new key. Choose JSON as Key type (recommended).
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7. Click Create to generate the key. The key file will be saved to your computer.

8. Save the name of the key and the information about the location of the key file. They will be required later during

the configuration on the Alation side.

Create a User Account and an OAuth Client

You can use an OAuth client and a user account for authentication in Alation.

To authenticate with a a user account and OAuth client:

Create a new or designate an existing user account that Alation can use for metadata extraction, sampling and profiling,

and QLI. Ensure that this account has permissions listed in the Grant Required Permissions section.

Note: To authenticate in Compose, run query forms, perform dynamic sampling and profiling, and upload

data, each user will use their own Google BigQuery account.

Create an OAuth Client

To create an OAuth client:

1. Log in to Google Cloud Platform and in the left-hand menu select API & Services > Credentials.
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2. Click on Create Credentials and select OAuth client ID.

3. Select Web Application in the Application type dropdown list.

4. Specify a name.

5. Under the Authorized redirect URIs section, click ADD URI. You will need to add two URIs to cover full data

source functionality: one for extraction, sampling, profiling, and QLI; and the second for Compose, query forms,

dynamic sampling and profiling, and data upload.

Note: If you chose to authenticate with a service account for extraction, then only add a redirect URI

for Compose.

Use the following URI formats:

• MDE, sampling and profiling, and QLI

Format:

http://<hostname>/auth/callback/?method=oauth&config_-

name=<oauth_config_name>

—where <oauth_config_name> is a name of a configuration profile that you will need

to create in Alation later. Save the value that you add to the URI to use in Alation, for

example google_oauth_conf.

Example:

http://my-datacatalog.com/auth/callback/?method=oauth&config_-

name=google_oauth_conf

• Compose, query forms, dynamic sampling and profiling, and data upload

Format:

http://<hostname>/api/datasource_auth/oauth/callback

Example:

http://my-datacatalog.com/api/datasource_auth/oauth/callback
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6. Click on Save and copy the client ID and client secret that will be generated. Save them to use later when

configuring your data source in Alation.

Add Additional Configuration

You can additionally configure authentication for Compose, dynamic sampling and profiling, and data upload using a

user account and an OAuth client. Use the steps in Create an OAuth Client to create an OAuth client with the Compose

redirect URL only. When setting up your data source in Alation, you will need to specify two sets of parameters: for

extraction through the service account and for user-initiated connections (Compose, query forms, dynamic sampling

and profiling, and data upload).

Grant Required Permissions

The service or user account you want to use for extraction requires a specific set of permissions on Google BigQuery.

Assign a predefined role that contains all the required permissions listed below, or create a custom role AlationUser

and assign the permissions.

Important: We recommend that you apply all the permissions at the Project level.

Note:

• Storage buckets must have the Storage Object Viewer permission to extract external tables.

• If the project has the Google Storage API enabled, add more permissions (see below).
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Grant Permissions for Metadata Extraction

Required Permissions Purpose

bigquery.datasets.get Retrieves dataset metadata

bigquery.tables.get Retrieves table metadata

bigquery.tables.list Lists tables and metadata on tables

resourcemanager.projects.get Retrieves project names and metadata

Note:

• Alation performs the permission checks only at the Project level and not at all resource levels.

• A successful access check mostly ensures a successful QLI. However, if the QLI fails even after the

access checks are completed successfully, check the job history tables for error details.

Grant Permissions for Query Log Ingestion

Required Permissions Purpose

bigquery.jobs.list Lists all jobs and retrieves metadata on any job submitted by a user.

bigquery.jobs.listAll Allows QLI preview and extraction for any user.

resourcemanager.projects.get Retrieves project names and metadata.

Note:

• Alation performs the permission checks only at the Project level and not at all resource levels.

• A successful access check mostly ensures a successful MDE. However, if the MDE fails even after

the access checks are completed successfully, check the job history tables for error details.

Grant Permissions for QLI Volume Check (Optional)

Required Permissions Purpose

bigquery.jobs.listAll Fetches all queries for a project.

resourcemanager.projects.get Retrieves project names and metadata.

bigquery.jobs.create Runs jobs (including queries) within the project.

bigquery.datasets.get Retrieves dataset metadata.

Note:

• Alation performs the volume check to discover the approximate size of the query history metadata.

This helps in determining the QLI run frequency. The size is estimated based on the query volume of

the last 7 days.

• QLI volume check is limited to run for five minutes or till the daily average volume reaches 500K,

whichever occurs first.

• If the daily average volume is more than 500K, Alation recommends that you schedule to run the QLI

job daily.
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Grant Permissions for Sampling and Profiling

Required Permissions Description

bigquery.tables.get Retrieves table metadata.

bigquery.tables.getData Fetches actual data present in the table.

bigquery.tables.list Lists tables and metadata on tables

bigquery.jobs.listAll Lists all jobs and retrieves metadata of any job submitted by any user.

bigquery.jobs.create Runs jobs (including queries) within the project.

Note: The bigquery.tables.getData and bigquery.jobs.create permissions are optional for a

service account. You can skip these permissions to avoid data security issues, if any. However, these

permissions are required to perform Sampling using service and user accounts. Also, these permissions

(bigquery.tables.getData and bigquery.jobs.create) are required for user accounts to enable the

dynamic sampling option to avail table sampling.

Grant Permissions for External Table Extraction

Required Permissions Description

bigquery.readsessions.create Creates a session to stream large results.

Grant Permissions for Projects with Google Storage API Enabled

Required Permissions Description

bigquery.readsessions.create Creates a session to stream large results.

bigquery.readsessions.getData Retrieves data from the session.

bigquery.readsessions.update Cancels the session.

Create an OAuth Configuration for Extraction

Authentication with an OAuth client and a user account for extraction requires creating an OAuth configuration object

for Alation AuthService.

To create the configuration object, use the steps in Authentication Configuration Methods for External Systems and the

following information:

• Config Name—Use the same value as in the Authorized redirect URI in the OAuth client settings. See Create a

User Account and an OAuth Client.

• Client Id—Use the client ID of your OAuth client.

• Client Secret—Use the client secret of your OAuth client.

• Scope—Use value https://www.googleapis.com/auth/bigquery, https://www.googleapis.com/

auth/cloud-platform.read-only

• Subject (Optional)—Leave blank.

• Token Buffer time—Set in minutes, for example: 10.

• Grant Type—Leave the default value. This parameter does not apply to this connector and will not be used.
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• PKCE Verifier—Leave the default value. This parameter does not apply to this connector and will not be used.

• Authorize Endpoint URL—Use value https://accounts.google.com/o/oauth2/v2/auth?access_-

type=offline

• Redirect URL—Use format https://<your_Alation_host>/auth/callback/?

method=oauth&config_name=<config_name>

• Token Endpoint URL—Use value https://oauth2.googleapis.com/token

• User Info Endpoint URL— Provide the User Info Endpoint URL for the identity provider.

After creating the authentication object, configure the settings of your data source.

Note: Authentication with an OAuth client and a user account for Compose and other features that require user-initiated

connections does not require an OAuth configuration object. It will need to be configured separately on the Compose

tab of the data source settings.

6.38.4 Set Up OCF Connector for Google BigQuery

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the OCF connector for Google BigQuery, configure a new data source, and enable the complex data type UI

support before you start using the connector.

Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.
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Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Google BigQuery OCF connector.

Enable Complex Data Type UI Support

To enable the representation of the struct and array data types in the tree format in the user interface, on the Alation

server, set the alation_conf flag alation.feature_flags.enable_generic_nosql_support to True.

On how to use alation_conf, see Using alation_conf .
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6.38.5 Configure Connection to Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you install the Google BigQuery OCF connector, you must configure the connection to the Google BigQuery data

source.

The various steps involved in configuring the Google BigQuery data source connection setting are:

1. Provide Access

2. Connect to Data Source

Provide Access

Go to the Access tab on the Settings page of your Google BigQuery data source, set the data source visibility using

these options:

• Public Data Source — The data source is visible to all users of the catalog.

• Private Data Source — The data source is visible to the users allowed access to the data source by Data Source

Admins.

You can add new Data Source Admin users in the Data Source Admins section.
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Connect to Data Source

To connect to the data source, you must perform these steps:

1. Provide the JDBC URI

2. Configure Authentication

3. Test the Connection

4. Configure Additional Connection Settings

5. Configure Logging

Important: The Alation user interface displays standard configuration settings for credentials and connection informa-

tion stored in the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager to

hold such information, the user interface will change to include the following buttons adjacent to the respective fields:

By default, you see the user interface for Standard. In the case of Vault, instead of the actual credential information,

you must select the source and provide the corresponding key. For details, see Configure Secrets for OCF Connector

Settings.

Note: For Vault, ensure that you encode the service account certificate content into base64. It is applicable for both

.json and .p12 certificates.

Provide the JDBC URI

Before using the JDBC URI format, understand the JDBC URI format and parameters for the Google BigQuery OCF

connector.

URI Format

bigquery://https://www.googleapis.com/bigquery/v2:<Port_Number>;ProjectId=<Project_Id>

Example

bigquery://https://www.googleapis.com/bigquery/v2:443;ProjectId=alation-edw;

Note:

• The service account can be given multiple projects permissions. Only include the main project ID into this URI.

See Extract from Multiple Projects for more details.

• Legacy SQL is supported: QueryDialect=BIG_QUERY.

• QueryDialect defaults to SQL if you don’t provide a value.
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Provide the JDBC URI in Alation

To provide to the JDBC URI in the Alation UI, perform these steps:

Connector Version 1.3.0 and Newer

From Alation version 2023.3.4 and connector version 1.3.0

1. On the Settings page of your Google BigQuery data source, go to the General Settings tab.

2. In the Provide the JDBC URI section, enter the JDBC URI.

Follow the correct JDBC URI format (* bigquery://https://www.googleapis.com/bigquery/v2:<Port_-

Number>;ProjectId=<Project_Id>;*).

3. Click Save.

Connector Versions Prior to 1.3.0

1. On the Settings page of your Google BigQuery data source, go to the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and enter the JDBC URI.

Follow the correct JDBC URI format (bigquery://https://www.googleapis.com/bigquery/v2:<Port_-

Number>;ProjectId=<Project_Id>;).

3. Click Save.

Configure Authentication

For Google BigQuery data sources, Alation supports authentication with a service account or with a user account and

OAuth client.

Authentication with a service account supports metadata extraction, sampling and profiling, and query log ingestion.

However, it will not allow you to use the functionality where a specific user initiates a connection to the database, such

as Compose, query forms, dynamic sampling and profiling, and data upload. These features require a user account and

will need to be configured additionally.

Authentication with a user account and an OAuth client supports all extraction features (metadata extraction, sampling

and profiling, QLI), as well as Compose, query forms, dynamic sampling and profiling, and data upload.

Configure Service Account Authentication

Before configuring the service account authentication in Alation user interface, ensure that you create a service account

and generate a certificate. For details, see the Create a Service Account section in Prerequisites.

To configure service account authentication, perform these steps:

Connector Version 1.3.0 and Newer

From Alation version 2023.3.2.1 and connector version 2.2.9

1. On the Settings page of Google BigQuery data source, go to the General Settings tab.

2. In the Configure authentication step, select the Service account tab.

3. Enter the service account ID in the following format: <SA_Name>@<Project_Id or Service_-

type>.gserviceaccount.com

Example: alation-test@orbital-eon.iam.gserviceaccount.com

4. Upload the service account certificate.
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Alation accepts the .json or .p12 extensions.

Note: Service account ID is mandatory for certificate type .p12 and optional for .json.

5. Click Save.

Connector Versions Prior to 1.3.0

1. On the Settings page of your Google BigQuery data source, click on the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and provide the following information:

Parameter Description

Service account ID Specify the service account ID you have created for authentication

and for which you generated the certificate.

Service Account Certificate Upload the certificate using the upload link. Alation accepts the

.json and .p12 extension.

Service Account Certifi-

cate’s File Extension

From this dropdown list, choose the extension of the certificate

Auth Types From this dropdown list, select None as the Auth Type.

3. Click Save.

Extract from Multiple Projects

When authenticating with a service account, you can extract metadata from multiple projects. To extract from multiple

projects, cross-reference projects by adding the service account as a member on all the projects you want to extract.

Assign it the required permissions on all these projects.

The connection URI in Alation only needs to include the project ID of the main project (the project on which this service

account was created) as the value of the Database Name parameter. Alation will fetch all datasets from all projects the

service account has access to.

Configure OAuth Authentication

This type of authentication supports all data source features, such as MDE, sampling and profiling, QLI, Compose,

query forms, dynamic sampling and profiling, and data upload.

Before configuring OAuth authentication in Alation, ensure that you create a user account and an OAuth client for

Alation. For details, see the Create a User Account and an OAuth Client section in Prerequisites.

To configure OAuth authentication, perform these steps:

Connector Version 1.3.0 and Newer

From Alation version 2023.3.4 and connector version 1.3.0

1. On the Settings page of your Google BigQuery data source, go to the General Settings tab.

2. In the Configure authentication step, select the OAuth tab.

If you have not created any configuration objects yet you will see a warning that none exist. Perform

the steps in the Create an OAuth Configuration for Extraction section in Prerequisites to create the

required authentication configuration.

3. Select the Authentication profile.
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It’s the configuration object you created for this data source.

4. Click Authenticate.

5. Click Save.

Connector Versions Prior to 1.3.0

1. On the Settings page of your Google BigQuery data source, go to the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and provide the following information:

Parame-
ter

Description

Service

account

ID

Leave empty.

Service

Account

Certifi-

cate

Leave empty.

Service

Account

Certifi-

cate’s File

Extension

Leave as is.

Auth

Types

From this dropdown list, select OAuth. The user interface will display the Authenti-

cation Profile dropdown list and the Authenticate button.

If you have not created any configuration objects yet you will see a warning that

none exist. Perform the steps in <<LINK Create an OAuth Configuration for Extrac-

tion>>>_ to create the required authentication configuration.

Authen-

tication

Profile

Select the configuration object you created for this data source (your <oauth_-

config_name>).

Authenti-

cate

Click Authenticate. A new tab will open with the Google account selection dialog.

Add the user account you want to use for extraction and authorize Alation to access it.

3. Click Save.

Test the Connection

The connection test checks database connectivity. Alation uses the JDBC URI to connect to the database and to confirm

when the connection is established.

After specifying the JDBC URI and configuring authentication, test the connection.

To validate the network connectivity, go to General Settings > Test Connection of the Settings page of your Google

BigQuery data source and click Test.

A dialog box appears confirming the status of the connection test.
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Configure Additional Connection Settings

Apart from the mandatory configurations that you perform to connect to the data source in the General Settings tab, you

can configure the following additional settings:

• Configure Additional Data Source Connections

• Disable Obfuscate Literals

• Disable automatic lineage generation

Configure Additional Data Source Connections

Alation can associate objects in a data source with objects in another source in the catalog through lineage. For example,

you can show lineage between your data source and BI sources that use its data.

Provide additional connection information for the data source to see lineage across multiple sources on the Lineage

chart.

Connector Version 1.3.0 and Newer

From Alation version 2023.3.4 and connector version 1.3.0.

To enter additional data source connection details, go to General Settings > Advanced settings of the

Settings page of your Google BigQuery connector and enter the connection URL.

Use the following format: <host>:<port>

You can provide multiple values as a comma-separated list:

<host1>:<port1>,<host2>:<port2>

For example:

10.13.71.216:1541,sever.com:1542

Connector Versions Prior to 1.3.0

On the Application Settings section of the General Settings tab, provide the host and port information in the Additional

data source connections field.

This parameter is used to generate lineage between the current data source and another source in the catalog, for example

a BI source that retrieves data from the underlying database. The parameter accepts host and port information of the

corresponding BI data source connection.

Use the following format: <host>:<port>

You can provide multiple values as a comma-separated list:

<host1>:<port1>,<host2>:<port2>

For example:

10.13.71.216:1541,sever.com:1542

For more details, see BI Connection Info.
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Enable or Disable Automatic Lineage Generation

You can enable or disable the lineage for the data source to be generated automatically during metadata extraction, query

log ingestion, and from Data Definition Language queries run by users in Compose.

Connector Version 1.3.0 and Newer

From Alation version 2023.3.4 and connector version 1.3.0.

Go to General Settings > Advanced settings of the Settings page of your Google BigQuery data source

and turn on or off the Disable automatic lineage generation toggle.

Turn off the Disable automatic lineage generation toggle when you want to automatically generate the

lineage.

Enable this option when you do not want lineage to be automatically generated and prefer to create lineage

manually or using an API.

Connector Versions Prior to 1.3.0

On the Application Settings section of the General Settings tab, turn off the Disable automatic lineage generation

toggle when you want to automatically generate the lineage.

Enable this option when you do not want lineage to be automatically generated and prefer to create lineage manually or

using an API.

By default, automatic lineage generation is enabled.

Enable or Disable Obfuscate Literals

You can hide literal values from queries ingested with query log ingestion and displayed on the Queries tab of a schema

and table catalog objects.

Connector Version 1.3.0 and Newer

From Alation version 2023.3.4 and connector version 1.3.0.

Go to the General Settings tab and turn on or off the Obfuscate literals toggle under the Advanced

settings section.

Connector Versions Prior to 1.3.0

Go to the General Settings tab and turn on or off the Obfuscate literals toggle.

When enabled, literal values are substituted with placeholder values. Disable this option when you want literal values in

queries to be visible to users.

By default, this option is disabled.

Configure Logging

To set the logging level for your Google BigQuery data source logs, perform these steps:

Connector Version 1.3.0 and Newer

From Alation version 2023.3.4 and connector version 1.3.0.

1. On the Settings page of your Google BigQuery data source, go to General Settings > Connector logs.

2. Select a logging level for the connector logs and click Save.

The available log levels are based on the Log4j framework.
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Connector Versions Prior to 1.3.0

1. On the Settings page of your Google BigQuery data source, go to Logging configuration section of General

Settings tab.

2. Select a logging level for the connector logs and click Save.

The available log levels are based on the Log4j framework.

You can view the connector logs in Admin Settings > Server Admin > Manage Connectors > Google BigQuery

OCF connector.

6.38.6 Configure Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: With Google BigQuery OCF connector version 1.3.0 or higher, Alation has introduced an enhanced user

interface for configuring Metadata Extraction. To use the new interface, install or upgrade the connector on Alation

version 2023.3.4 or newer.

Version 1.3.0 or Newer

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable for Alation version 2023.3.4 or higher and Google BigQuery OCF connector

version 1.3.0 or higher.

Overview

Metadata extraction (MDE) is the process of fetching data source information, such as tables, columns, column data

types, views, primary keys, foreign keys, functions, policies, tags, and procedures. Alation initiates Google BigQuery

API requests to retrieve this metadata, which becomes catalog objects.

You can initiate MDE on demand or schedule it for regular catalog updates.

Configure MDE in Alation

Metadata extraction fetches data source information, such as datasets, tables, columns, keys, functions, and more.

Alation queries your database to retrieve this metadata, which becomes catalog objects. You can initiate MDE on

demand or schedule it for regular catalog updates.

Steps involved in metadata extraction are:

1. Test Access and Fetch Datasets

2. Select Datasets for Extraction

3. Run Extraction
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Test Access and Fetch Datasets

Before fetching the datasets for extraction, Alation tests if the service account has the required permissions to run

metadata extractions. For information on the permissions required, see Grant Permissions for Access Check in

Prerequisites.

Perform these steps to test the access and fetch datasets.

Note:

• Ensure that the service account has the necessary permissions to access required system

views and retrieve accessible datasets (see Prerequisites).

• Ensure that the service account has the resourcemanager.projects.get permission to

retrieve accessible projects. This test executes an API request to fetch the list of datasets.

1. On the Settings page of your Google BigQuery OCF data source, go to the Metadata Extraction tab.

2. Click Run.

The retrieved list of datasets appears in the Datasets table under the Select datasets for

extraction section of the Metadata Extraction page.

Select Datasets for Extraction

Select datasets for extraction, to which you have access, instead of extracting all the datasets. When selecting datasets

for extraction, you retrieve the metadata only for the selected ones. This makes the extraction quicker and consumes

fewer resources than extracting all the datasets.

By default, all the datasets Alation fetches from the data source will be selected for extraction. You can adjust the

selection of by:

• Selecting Datasets using Filters

• Selecting Datasets Manually

If you do not select any dataset manually or using rules, Alation extracts all the datasets upon running the metadata

extraction.
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Select Datasets using Filters

If you want to apply extraction filters, perform these steps:

1. On the Settings page of your Google BigQuery OCF connector, go to the Metadata Extraction tab.

2. Under the Select datasets for extraction section, enable the Enable advanced settings toggle.

3. Select the required extraction filter option from the Extract drop down:

• Only selected datasets — extracts metadata only from the selected datasets. This is the default

value.

• All datasets except selected — extracts metadata from all Datasets except the selected Datasets.

4. Select the Keep the catalog synchronized with the current selection of datasets checkbox, to

soft-delete the Datasets from previous extraction that are not part of the current dataset selection.

5. Create a filter.

a. From the first drop down, select Dataset or Catalog.

b. Select the filter criteria (Contains, Starts with, Ends with, Regex).

c. Specify the keyword to look for from the dataset or catalog.

Use this option if you frequently change datasets or if you use extensive metadata.

You can add multiple filters by clicking the Add another filter link.

Note: You must use rules if you plan to schedule MDE.

6. Click Apply filters.

The Datasets table displays the selected Datasets that match the rules that you had set.

Note: After applying rules, you cannot manually adjust the selection of datasets.

Select Datasets Manually

If you opt to manually select the datasets for extraction, perform these steps:

1. On the Settings page of your Google BigQuery OCF data source, go to the Metadata Extraction tab.

2. Under the Select datasets for extraction section, turn off the Enable advanced settings toggle if not disabled

already.

3. Select the required datasets from the list of datasets in the Datasets table.

Alternatively, you can select datasets by searching for the required dataset from the table using either the dataset

name or any keyword or string in the dataset name.

After you have selected the datasets, your dataset selection count is displayed above the Datasets table.
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Run Extraction

Under the Run extraction section (General Settings > Metadata Extraction), click Run Extraction to extract metadata

on demand.

The status of the extraction action is logged in the Extraction Job Status table under the MDE Job History tab.

Schedule Extraction

You can also schedule the extraction. To schedule the extraction, perform these steps:

1. On the Settings page of your Google BigQuery OCF data source, go to the Metadata Extraction.

2. Under the Run extraction section, enable the Enable extraction schedule toggle.

3. Using the date and time widgets, select the recurrence period and day and time for the desired MDE

schedule. The next metadata extraction job for your data source will run on the schedule you have

specified.

Note: Here are some of the recommended schedules:

• Schedule extraction to run for every 12 hours at the 30th minute of the hour.

• Schedule extraction to run for every 2 days at 11:30 PM.

• Schedule extraction to run every week on the Sunday and Wednesday of the week.

• Schedule extraction to run for every 3 months on the 15th day of the month.

View the MDE Job History

You can view the status of the extraction actions after you run the extraction or after Alation triggers the MDE as per the

schedule. Also, you can view the status of the datasets retreived from the Test Access and Fetch Datasets step.

To view the status of extraction, go to Metadata Extraction > MDE Job History on the Settings page of your Google

BigQuery OCF data source. The Extraction job status table is displayed.
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The Extraction job status table logs the following status:

• Did Not Start - Indicates that the metadata extraction did not start due to configuration or other issues.

• Succeeded - Indicates that the extraction was successful.

• Partial Success - Indicates that the extraction was successful with warnings. If Alation fails to extract some of the

objects during the metadata extraction process, it skips them and proceeds with the extraction process, resulting

in partial success.

• Failed - Indicates that the extraction failed with errors.

Click the View Details link to view a detailed report of metadata extraction. If there are errors, the Job errors table

displays the error category, error message, and a hint (ways to resolve the issue). Follow the instructions under the Hints

column to resolve the error.

In some cases, Generate Error Report link is displayed above the Job errors table. Click the Generate Error Report

link above the Job errors table to generate an archive (.zip) containing CSV files for different error categories, such as

Data and Connection errors. Click Download Error Report to download the files.

Enable Raw Dump or Replay

You can enable or disable the Raw Metadata Dump or Replay feature for debugging MDE. By default, this feature is

disabled. We recommend enabling it for extraction debugging only. The full use of this feature requires access to the

Alation server.

If Raw Metadata Dump or Replay is enabled, Alation performs MDE into these stages:

• “Dump” the extracted metadata into files. You can access and review the files on the Alation server to debug

extraction issues before attempting to ingest the metadata into the catalog.

• Ingest the metadata from the files into the catalog (Replay).

Both the stages are manually controlled from the user interface.

To enable the Raw Metadata Dump or Replay perform these steps:

1. On the Settings page of your Google BigQuery OCF data source, go to the Metadata Extraction > Troubleshoot-

ing: Enable raw dump or replay section.
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2. From the Enable Raw Metadata Dump or Replay dropdown list, select the Enable Raw Metadata Dump

option.

3. Click Save.

This enables the first stage of MDE where the extracted metadata is dumped into the following files in a subdirectory

within the opt/alation/site/tmp/ directory on the Alation server (inside the Alation shell):

attribute.dump, function.dump, schema.dump, table.dump —in a subdirectory of the directory

opt/alation/site/tmp/ on the Alation server (inside the Alation shell).

4. Click Run extraction.

Alation performs a raw metadata dump into files. In the Extraction job status table on the MDE Job History tab,

click the View Details link to display the details of the MDE job. The log lists the location of the .dump files for

the MDE job. For example: /opt/alation/site/tmp/rosemeta/170/extraction_dump/5028.

5. Access and review the metadata dump files to intercept any potential extraction issues.

6. From the Enable Raw Metadata Dump or Replay dropdown list, select the option Enable Ingestion Replay.

7. Click Save.

This enables the second stage where the metadata from the files is ingested into the Alation catalog.

8. Click Run extraction.

The metadata from the files are ingested into the catalog.

Versions Before 1.3.0

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable to all Alation versions and Snowflake OCF Connector versions prior to 1.3.0.

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

OCF Google BigQuery data sources support default MDE.

Custom query-based extraction is not supported.

6.38.7 Configure Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

To configure the use of Compose with your Google BigQuery OCF data source, go to the Compose tab on the Settings

page of your Snowflake OCF data source. For more details, see Configure Compose for OCF Data Sources.

To configure authentication for Compose, query forms, dynamic sampling and profiling, and data upload, perform the

configuration described below.

This configuration assumes that you have created an OAuth client for Alation and added a redirect URL for Compose as

is described in the Configure OAuth Authentication section of Configure Connection to Data Source.

To enable Compose and other features that use user-initiated connections for your data source:
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1. Enable Compose for your data source by enabling the Enabled in Compose toggle.

2. Select the Enable OAuth 2.0 in Compose checkbox under the section OAuth Connection. The user interface

will display the relevant configuration fields.
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Pa-
rame-
ter

Description

Client

ID

Specify the OAuth client ID.

Client

Secret

Specify the OAuth client secret.

Re-

quest

Re-

fresh

To-

kens

Select this checkbox to enable requests for refresh tokens. Refresh tokens are issued to the

client by the authorization server and are used to obtain a new access token when the current

access token expires.

En-

able

PKCE

PKCE is a way to make a token request more secure. Optional property. Select if available.

Autho-

riza-

tion

End-

point

Specify the authorization endpoint to be used to obtain an authorization grant after a user

authorizes a client with Google BigQuery.

Use value: https://accounts.google.com/o/oauth2/v2/auth

Token

Re-

quest

End-

point

This endpoint returns access tokens or refresh tokens depending on the request parameters.

Use value: https://oauth2.googleapis.com/token

De-

fault

Scope

Use the following values:

openid email https://www.googleapis.com/auth/bigquery

The values are separated by a space.

User-

name

field/claim

Property of the top-level JSON attribute in the authorization server response to a token request

that contains the identity of the authorized user.

Use value email.

Make sure to select the JWT checkbox after filling this field.

JWT For most authorization servers, access tokens are issued as a JWT.

When this checkbox is selected, the access token is parsed as a JWT and the username

information is extracted as a claim from the token.

When this checkbox is left unselected, Alation attempts to extract the username information as

a top-level attribute of the JSON response returned from the authorization server upon token

request.

Ac-

cess

token

param-

eter

name

Use the value OAuthAccessToken.

OAuth

En-

ablers

Use the value OAuthType=2.

3. After providing the OAuth configuration information, either edit the default Compose URI or add a new OAuth-

enabled URI using one of the formats below.

bigquery://https://www.googleapis.com/bigquery/v2:443;ProjectId=<Your

Project Name>;QueryDialect=SQL;TimeOut=60;OAuthType=2
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Some Google BigQuery environments require the service account ID in the Compose URL. If that is

the case, use this format:

bigquery://https://www.googleapis.com/bigquery/v2:443;

ProjectId=<Your Project Name>;QueryDialect=SQL;TimeOut=60;OAuthType=2;

OAuthServiceAcctEmail=<Service Account ID>

Note: Legacy SQL is supported: QueryDialect=BIG_QUERY.

4. Click Save to save the information you entered.

For other configuration options on the Compose tab, refer to Configure Compose for OCF Data Sources.

Note: When you create temporary tables (TEMP tables) on Google BigQuery using Compose, ensure that you enclose

the query within BEGIN and END statements. For example:

BEGIN

CREATE TEMP TABLE _SESSION.V_TEST AS

SELECT * from `ostk-gcp-ostkedwviews-prod.edw_access_views.ostk_cal`;

END

6.38.8 Configure Sampling and Profiling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Configure Sampling and Profiling for OCF Data Sources.

Note: Google BigQuery allows you to create tables using the require_partition_filter feature. This feature will enable

you to run simple queries on the table only if you use a filter over the partition column. However, Alation uses simple

queries to fetch the sample values of the struct column during table sampling without using a filter, causing the table

sampling to fail.
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To workaround this issue, change the default query to a custom query during custom table sampling. Custom query

allows you to use a filter over the partition column.

6.38.9 Configure Query Log Ingestion

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: With Alation version 2023.3.4 or higher and Snowflake OCF connector version 1.3.0 or higher, Alation

has introduced an enhanced user interface for configuring Metadata Extraction.

Version 1.3.0 or Newer

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable for Alation Version 2023.3.4 or higher and Google BigQuery OCF connector

version 1.3.0 or higher.

Query log ingestion (QLI) extracts and ingests the query history of a database and powers the lineage, popularity, top

user, and join and filter information in the catalog. Explore examples of ingested queries on schema and table catalog

pages.

The steps involved in configuring and running QLI are:

1. Test the Access and Find the Query History Size

2. Preview Results

3. Run QLI

You can configure query log ingestion on the Query Log Ingestion tab of the Settings page. You can choose to configure

QLI in one of the following ways:

• View-Based

• Custom Query-Based
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Test the Access and Find the Query History Size

Before you perform the QLI, you must validate that the service account has access to the QLI view and gauge the

approximate size of the query history metadata. The size is estimated based on the average query volume of the last

seven days. For information on the permissions required, see Grant Permissions for Access Check in Prerequisites.

To test the access and find out the approximate size of the query history metadata, perform these steps:

1. On the Settings page of your Google BigQuery data source, go to the Query Log Ingestion tab.

2. Under the Test access and query history size section, click Test.

A dialog box appears displaying the access validation result and upon successful validation, the size of the query

history is displayed. The size is estimated based on the query volume of the last 7 days.

Note: If the average query size for the last seven days exceeds 500k, a warning message indicates the

same. In such cases, Alation recommends that you schedule the QLI jobs to run daily.

Preview Results

Before performing the QLI, you can preview the queries that are ingested.

1. On the Settings page of your Google BigQuery data source, click go to the Query Log Ingestion tab.

2. Under the Preview Results section, enter the date range for which you want to generate the preview of the query

history.

3. Click Preview.

4. Click View Results to view the generated preview.

The Preview dialog appears displaying the total number of query statements per user under the User Queries

tab and a detailed query statement under the Statements tab. Click Download to download the detailed query

statement as a JSON file.

Run QLI

You can either run QLI manually on demand or configure it to run automatically on a schedule.

Run QLI Manually

To perform QLI manually on demand:

1. On the Settings page of your Google BigQuery data source, go to the Query Log Ingestion tab.

2. Under the Run QLI section, disable the Enable QLI Schedule toggle.

3. Specify the desired date range using the Date Range calendar widgets. You will need to specify the start date and

the end date separately.

4. Click Import.

A query log ingestion job is initiated.
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Schedule QLI

1. On the Settings page of your Google BigQuery data source, go to the Query Log Ingestion tab.

2. Under the Run QLI section, enable the Enable QLI Schedule toggle.

3. Specify values for the job recurrence and time. The values are set in your local time.

Note: Here are some of the recommended schedules:

• Schedule QLI to run for every 12 hours at the 30th minute of the hour

• Schedule QLI to run for every 2 days at 11:30 PM

• Schedule QLI to run every week on the Sunday and Wednesday of the week

• Schedule QLI to run for every 3 months on the 15th day of the month

4. Click Import.

The next QLI runs on the set schedule.

View the Job Status

To view the QLI job status after you run the QLI manually or after Alation triggers the QLI as per the schedule, go to

Query Log Ingestion > QLI Job Status.

The Query log ingestion job status table logs the following status:
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• Succeeded - Indicates that the query ingestion was successful.

• Partial Success - Indicates that the query ingestion was successful with warnings. If Alation fails to ingest some

of the objects during the QLI, it skips them and proceeds with the query ingestion, resulting in partial success.

Similarly, if all the queries are ingested by a single user, QLI results in a partial success.

• Failed - Indicates that the query ingestion failed with errors.

Click the View Details link to view a detailed report of query ingestion. Click the View Details link to view a detailed

report of metadata extraction. If there are errors, the Job errors table displays the error category, error message, and a

hint (ways to resolve the issue). Follow the instructions under the Hints column to resolve the error.

Versions Before 1.3.0

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

No additional configuration is required for query log ingestion. Make sure the account has the required permissions.

6.39 Greenplum OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics explaining how to install, configure, and use the OCF connector for Greenplum.

6.39.1 Greenplum OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

December 13, 2023

Greenplum OCF Connector: Version 1.0.7

Compatible Alation Version - 2022.3 (Patch version: 13.4.7) and higher

Fixed Issues

Popularity and Top User Calculations Differ Between OCF and Native Connectors

There are discrepancies in the Popularity and Top Users values displayed on catalog pages of schema, table, and column

objects between the Greenplum OCF and native connectors.

6.39. Greenplum OCF Connector 1491



Alation User Guide

6.39.2 Greenplum OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF Connector for Greenplum was developed by Alation and is available on demand as a Zip file. The required

driver is compiled with the connector and does not require additional installation.

To download the Greenplum OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog the Greenplum database as a data source in Alation. The connector catalogs

such Greenplum objects as tables, columns, views, primary keys, foreign keys, functions, and function definitions. It

enables end-users to search and find Greenplum objects from the Alation user interface.

Team

You may need the assistance of your DBA to configure this data source.

• Greenplum administrator

– Creates a service account for Alation.

– Provides the JDBC URI to access metadata.

– Provides access to schemas to extract metadata.

– Assists in configuring query log ingestion (QLI).

• Alation administrator

– Installs the connector.

– Creates and configures a Greenplum data source in the catalog.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope Availability

Authentication

Basic authentication Authentication with a service ac-

count created on the database that

uses a username and password

Yes

LDAP Authentication with a database ser-

vice account that is an LDAP account

in an organization’s network

Yes

SSL Database connection over SSL Yes

Kerberos Support for Kerberos authentication No

Keytab Support for Kerberos with keytabs No

SSO SSO authentication with an identity

provider application

No

Metadata Extraction (MDE)

continues on next page
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Table 15 – continued from previous page

Feature Scope Availability

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

Yes

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments

• Source comments for schemas

are not extracted

• Source comments for tables

and columns are extracted

Yes

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

Yes

Functions Function metadata Yes

Function definitions Function definition metadata Yes

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on

a table or view that contains query

history data

Yes

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

continues on next page
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Table 15 – continued from previous page

Feature Scope Availability

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose via Agent is supported

from connector version 1.0.3.3188.

Yes

SSO authentication in Compose Authentication in Compose with

SSO credentials

No

6.39.3 Greenplum OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prerequisites

Ports

Open the outbound TCP port 5432 to the Greenplum server.

Service Account

On the Greenplum database, create a service account for Alation and grant it the permissions for metadata extraction,

sampling and profiling, and query log ingestion.

Example

CREATE ROLE <service_account_name> LOGIN password 'passwd';

GRANT CONNECT ON DATABASE <database_name> TO <service_account_name>;
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Metadata Extraction

Grant the service account the USAGE permission on all schemas that you want extracted and ALL PRIVILEGES ON ALL

TABLES in these schemas.

Example

GRANT USAGE ON SCHEMA <database.schema> TO <service_account_name>;

GRANT ALL PRIVILEGES ON ALL TABLES IN SCHEMA <database.schema> TO <service_account_name>;

Note: Use fully qualified schema names.

Sampling and Profiling

The permissions granted for metadata extraction are enough for sampling and profiling.

Query Log Ingestion

To perform query log ingestion (QLI), the service account requires access to the gpperfmon database and the SELECT

permissions on the table or view created for QLI. The details on QLI configuration are available in Table-Based QLI

Using gpperfmon below.

JDBC URI

Format

The JDBC URI must use the following format:

postgresql://<hostname_or_ip>:<port>/<service_name>

where <service_name> stands for the database that you are adding to the catalog.

No additional parameters are required in the URI string when using an LDAP account and/or SSL.

Example

postgresql://10.13.92.29:5432/test_database
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Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Greenplum OCF connector.

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.
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Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parame-
ter

Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Enable

SSL

Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link below.

Truststore

password

Specify the password for the SSL certificate.

The password will be deleted if the data source connection is deleted.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.
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Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The default queries that the connector uses to extract metadata can be found in Extraction Queries for Greenplum. You

can customize these queries to adjust the extraction to your needs.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

The Greenplum data source supports table-based or query-based QLI.

Before you can set up QLI in Alation, perform the configuration on the Greenplum database as is described below.

Note: The parameter min_query_time sets to log queries that run longer than this value. The default is 20 seconds,

which is configurable at $MASTER_DATA_DIRECTORY/gpperfmon/conf/gpperfmon.conf. If you do not see many

logs ingested, you may need to adjust this parameter.

Table-Based QLI Using gpperfmon

To use table-based QLI, create a view for QLI using the steps below.

1. Create the gpperfmon database. For steps, refer to the corresponding Greenplum documentation, for example:

• The gpperfmon Database

• gpperfmon_install.

2. Give <service_account_name> the permission to access gpperfmon.
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psql postgres

GRANT CONNECT ON DATABASE gpperfmon TO <service_account_name>;

\q

3. In the public schema, create a QLI view using the example SQL below.

CREATE VIEW public.alation_qli_view AS

SELECT

qh.ctime,

qh.rows_out,

CASE

WHEN qh.tfinish IS NOT NULL AND qh.tstart IS NOT NULL

THEN extract(epoch FROM qh.tfinish - qh.tstart)

ELSE NULL

END AS seconds,

qh.tstart AS startTime,

qh.cpu_elapsed,

CASE

WHEN qh.status = 'abort'

THEN true

ELSE null

END AS cancelled,

qh.ssid || cast(qh.tmid as varchar(10)) AS sessionId,

qh.ccnt,

qh.username AS userName,

qh.application_name,

qh.query_text AS queryString,

qh.tsubmit AS sessionStartTime,

qh.db AS defaultDatabases,

FROM queries_history qh

WHERE

lower(username) NOT IN ('gpmon')

AND query_text NOT ILIKE '%jdbc_savepoint%'

AND query_text NOT ILIKE 'select current_schema()';

4. On gpperfmon, give <service_account_name> permissions for the QLI view.

psql gpperfmon

GRANT USAGE ON SCHEMA public TO <service_account_name>;

GRANT SELECT ON TABLE alation_qli_view TO <service_account_name>;

\q

To configure table-based QLI in Alation:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Table Name field, specify the name of the QLI view

where the query logs are available. Ensure that the service account has the permissions to access this view. The

view name must be provided in the format database.schema.view_name.

3. Click Save.
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Custom Query-Based QLI Using queries_history in gpperfmon

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for query-based QLI, Alation will query the system table storing query history

every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to query the queries_-

history table in gpperfmon.

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since Alation expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in

the WHERE filter. These parameters are not actual column names and should stay as is. They are expected

by the connector and will be substituted with the start and end date of the QLI range selected in the user

interface when QLI is run manually or on schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, specify the QLI query.

3. Click Save.

QLI Query Template

SELECT

qh.ctime,

qh.rows_out,

CASE

WHEN qh.tfinish IS NOT NULL AND qh.tstart IS NOT NULL

THEN extract(epoch FROM qh.tfinish - qh.tstart)

ELSE NULL

END AS seconds,

qh.tstart AS startTime,

qh.cpu_elapsed,

CASE

WHEN qh.status = 'abort'

THEN true

ELSE null

END AS cancelled,

qh.ssid || cast(qh.tmid as varchar(10)) AS sessionId,

qh.ccnt,

qh.username AS userName,

qh.application_name,

qh.query_text AS queryString,

qh.tsubmit AS sessionStartTime,

qh.db AS defaultDatabases

FROM queries_history qh

WHERE

lower(username) NOT IN ('gpmon')

AND query_text NOT ILIKE '%jdbc_savepoint%'

(continues on next page)
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(continued from previous page)

AND query_text NOT ILIKE 'select current_schema()'

AND DATE(startTime) >= DATE(STARTTIME)

AND DATE(startTime) <= DATE(ENDTIME)

AND queryString IS NOT NULL

AND queryString <> ''

ORDER BY

sessionid,

starttime;

Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

Troubleshooting

Refer to Troubleshooting.

6.39.4 Extraction Queries for Greenplum

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The default extraction queries for the Greenplum data source are provided below. You can customize them to better suit

your catalog needs. Custom queries can be specified on the Metadata Extraction tab of the data source Settings page

under Metadata Extraction Queries.

You can customize all or some of the queries.
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Schema

Ensure your query has a column labeled as CATALOG in the SELECT list.

SELECT

CURRENT_DATABASE() AS CATALOG,

nspname AS SCHEMA

FROM

PG_NAMESPACE

WHERE

nspname NOT LIKE 'pg\_%'

AND nspname NOT IN ('''')

AND nspname NOT IN (

'information_schema',

'pg_toast',

'pg_catalog',

'pg_internal');

Table

Ensure your query has columns labeled as CATALOG, TABLE_NAME, TABLE_TYPE, REMARKS in the SELECT list.

SELECT

CURRENT_DATABASE() AS CATALOG,

A.TABLE_SCHEM AS SCHEMA,

A.TABLE_NAME,

A.OWNER AS TABLE_OWNER,

A.TABLE_TYPE,

PGDC.DESCRIPTION AS REMARKS

FROM

(

SELECT

T.SCHEMANAME AS TABLE_SCHEM,

T.TABLENAME AS TABLE_NAME,

T.TABLEOWNER AS OWNER,

'TABLE' AS TABLE_TYPE

FROM

PG_TABLES T

WHERE

(

T.SCHEMANAME || '.' || T.TABLENAME

) NOT IN (

SELECT

ST.SCHEMANAME || '.' || ST.RELNAME

FROM

PG_INHERITS,

PG_CATALOG.PG_STAT_ALL_TABLES ST

WHERE

PG_INHERITS.INHRELID = ST.RELID)) A

LEFT JOIN

(

SELECT

(continues on next page)
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C.SCHEMANAME,

C.RELNAME,

PGD.DESCRIPTION

FROM PG_CATALOG.PG_STAT_ALL_TABLES C

INNER JOIN PG_CATALOG.PG_DESCRIPTION PGD

ON (PGD.OBJOID = C.RELID)

WHERE

PGD.OBJSUBID IS NULL OR PGD.OBJSUBID = 0) PGDC

ON (PGDC.RELNAME = A.TABLE_NAME AND PGDC.SCHEMANAME = A.TABLE_SCHEM)

WHERE

A.TABLE_SCHEM NOT LIKE 'pg\_%'

AND A.TABLE_SCHEM NOT IN ('''')

AND A.TABLE_SCHEM NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal')

ORDER BY

TABLE_SCHEM,

TABLE_NAME;

View

Ensure your query has columns labeled as CATALOG, VIEW_NAME, VIEW_CREATE_STATEMENT, 'VIEW' AS VIEW_-

TYPE, REMARKS in the SELECT list.

SELECT

CURRENT_DATABASE() AS CATALOG,

schemaname AS SCHEMA,

viewname AS VIEW_NAME,

' CREATE OR REPLACE VIEW ' || schemaname || '.' || viewname || ' AS ' ||

definition AS VIEW_CREATE_STATEMENT,

'VIEW' AS VIEW_TYPE,

'' AS REMARKS

FROM

PG_VIEWS

WHERE

schemaname NOT LIKE 'pg\%'

AND schemaname NOT IN ('''')

AND schemaname NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

)

ORDER BY

SCHEMA,

VIEW_NAME;
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Column

Ensure your query has columns labeled as CATALOG, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME, ORDINAL_-

POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT in the SELECT list.

SELECT *

FROM

(SELECT

CURRENT_DATABASE() AS CATALOG,

S.NSPNAME AS SCHEMA,

O.RELNAME AS TABLE_NAME,

C.ATTNAME AS COLUMN_NAME,

CASE

WHEN (

IC.DATA_TYPE = 'numeric'

OR IC.DATA_TYPE = 'integer'

OR IC.DATA_TYPE = 'bigint'

OR IC.DATA_TYPE = 'smallint'

OR IC.DATA_TYPE = 'real'

OR IC.DATA_TYPE = 'double precision')

AND IC.NUMERIC_SCALE IS NOT NULL

AND IC.NUMERIC_PRECISION IS NOT NULL THEN CONCAT(

TYP.TYPNAME,

'(',

CAST(IC.NUMERIC_PRECISION AS character varying),

',',

CAST(IC.NUMERIC_SCALE AS character varying),

')')

WHEN (

IC.DATA_TYPE = 'numeric'

OR IC.DATA_TYPE = 'integer'

OR IC.DATA_TYPE = 'bigint'

OR IC.DATA_TYPE = 'smallint'

OR IC.DATA_TYPE = 'real'

OR IC.DATA_TYPE = 'double precision')

AND IC.NUMERIC_SCALE IS NULL

AND IC.NUMERIC_PRECISION IS NULL THEN TYP.TYPNAME

WHEN (

IC.DATA_TYPE = 'character varying'

OR IC.DATA_TYPE = 'character')

AND IC.CHARACTER_MAXIMUM_LENGTH IS NULL THEN TYP.TYPNAME

WHEN (

IC.DATA_TYPE = 'character varying'

OR IC.DATA_TYPE = 'character')

AND IC.CHARACTER_MAXIMUM_LENGTH IS NOT NULL THEN CONCAT(

TYP.TYPNAME,

'(',

CAST(IC.CHARACTER_MAXIMUM_LENGTH AS character

varying),

')')

WHEN IC.DATA_TYPE = 'interval'

AND IC.DATETIME_PRECISION IS NOT NULL THEN CONCAT(

TYP.TYPNAME,

(continues on next page)
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'(',

CAST(IC.DATETIME_PRECISION AS character varying),

',',

CAST(IC.INTERVAL_TYPE AS character varying),

')')

WHEN (

IC.DATA_TYPE = 'time without time zone'

OR IC.DATA_TYPE = 'timestamptz'

OR IC.DATA_TYPE = 'date'

OR IC.DATA_TYPE = 'timestamp with time zone'

OR IC.DATA_TYPE = 'time with time zone')

AND IC.DATETIME_PRECISION IS NOT NULL THEN CONCAT(

TYP.TYPNAME,

'(',

CAST(IC.DATETIME_PRECISION AS character varying),

')')

WHEN IC.DATA_TYPE = 'time without time zone'

AND IC.DATETIME_PRECISION IS NULL THEN TYP.TYPNAME

ELSE TYP.TYPNAME

END AS TYPE_NAME,

TYP.TYPNAME AS DATA_TYPE,

C.ATTNUM AS ORDINAL_POSITION,

C.ATTNOTNULL AS IS_NULLABLE,

pgd.description AS REMARKS,

null AS COLUMN_DEFAULT

FROM

PG_ATTRIBUTE C

INNER JOIN PG_CLASS O

ON C.ATTRELID = O.OID

INNER JOIN PG_NAMESPACE S

ON O.RELNAMESPACE = S.OID

INNER JOIN PG_TYPE TYP

ON TYP.OID = C.ATTTYPID

LEFT JOIN PG_CATALOG.PG_STAT_ALL_TABLES ca

ON (

ca.relname = O.RELNAME

AND ca.schemaname = S.NSPNAME)

LEFT JOIN PG_CATALOG.PG_DESCRIPTION pgd

ON (

pgd.objoid = ca.relid

AND pgd.objsubid = C.ATTNUM)

LEFT JOIN INFORMATION_SCHEMA.columns IC

ON (

IC.table_schema = S.NSPNAME

AND IC.table_name = O.RELNAME

AND IC.column_name = C.ATTNAME)

WHERE

C.ATTNUM > 0

AND nspname NOT LIKE 'pg\\_%'

AND nspname NOT IN ('''')

AND nspname NOT IN (

'information_schema',

(continues on next page)
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'pg_toast',

'pg_catalog',

'pg_internal')) T

WHERE

(T.SCHEMA || '.' || T.TABLE_NAME) NOT IN (

SELECT

ST.SCHEMANAME || '.' || ST.RELNAME

FROM

PG_INHERITS,

PG_CATALOG.PG_STAT_ALL_TABLES ST

WHERE

PG_INHERITS.INHRELID = ST.RELID)

ORDER BY

SCHEMA,

TABLE_NAME,

ORDINAL_POSITION;

Primary Key

Ensure your query has columns labeled as CATALOG, TABLE_NAME, COLUMN_NAME in the SELECT list.

SELECT

CURRENT_DATABASE() AS CATALOG,

S.NSPNAME AS SCHEMA,

C.RELNAME AS TABLE_NAME,

CONSTR.CONNAME AS PK_NAME,

ATTR.ATTNAME AS COLUMN_NAME,

ATTR.ATTNUM AS KEY_SEQ

FROM

PG_CONSTRAINT CONSTR

INNER JOIN PG_ATTRIBUTE ATTR

ON ATTR.ATTNUM = ANY (CONSTR.CONKEY)

AND ATTR.ATTRELID = CONSTR.CONRELID

INNER JOIN PG_CLASS C

ON CONSTR.CONRELID = C.OID

INNER JOIN PG_NAMESPACE S

ON C.RELNAMESPACE = S.OID

WHERE

nspname NOT LIKE 'pg\\_%'

AND CONSTR.CONTYPE = 'p'

AND nspname NOT IN ('''')

AND nspname NOT IN (

'information_schema',

'pg_toast',

'pg_catalog',

'pg_internal')

ORDER BY

SCHEMA,

TABLE_NAME,

PK_NAME,

KEY_SEQ;
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Foreign Key

Ensure your query has columns labeled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_CATALOG, FK_-

SCHEMA, FK_TABLE, FK_COLUMN in the SELECT list.

SELECT

CURRENT_DATABASE() AS CATALOG,

F.FKTABLE_SCHEM AS FK_SCHEMA,

F.FKTABLE_NAME AS FK_TABLE,

F.FK_NAME,

F.FKCOLUMN_NAME AS FK_COLUMN,

null AS FK_CATALOG,

F.KEY_SEQ,

null AS PK_CATALOG,

P.PKTABLE_SCHEM AS PK_SCHEMA,

P.PKTABLE_NAME AS PK_TABLE,

P.PK_NAME,

P.PKCOLUMN_NAME AS PK_COLUMN

FROM

(

SELECT S.NSPNAME AS FKTABLE_SCHEM,

C.RELNAME AS FKTABLE_NAME,

CONSTR.CONNAME AS FK_NAME,

ATTR.ATTNAME AS FKCOLUMN_NAME,

ATTR.ATTNUM AS KEY_SEQ,

CONSTR.CONFKEY,

CONSTR.CONFRELID

FROM PG_CONSTRAINT CONSTR

INNER JOIN PG_ATTRIBUTE ATTR

ON ATTR.ATTNUM = ANY (CONSTR.CONKEY)

AND ATTR.ATTRELID = CONSTR.CONRELID

INNER JOIN PG_CLASS C

ON CONSTR.CONRELID = C.OID

INNER JOIN PG_NAMESPACE S

ON C.RELNAMESPACE = S.OID

AND CONSTR.CONTYPE = 'f'

WHERE nspname NOT LIKE 'pg\\%'

AND nspname NOT IN ('''')

AND nspname NOT IN (

'information_schema',

'pg_toast',

'pg_catalog',

'pg_internal')) F

INNER JOIN

(

SELECT S.NSPNAME AS PKTABLE_SCHEM,

C.RELNAME AS PKTABLE_NAME,

CONSTR.CONNAME AS PK_NAME,

ATTR.ATTNAME AS PKCOLUMN_NAME,

ATTR.ATTNUM AS PKEY_SEQ,

C.OID

FROM PG_CONSTRAINT CONSTR

INNER JOIN PG_ATTRIBUTE ATTR

(continues on next page)
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ON ATTR.ATTNUM = ANY (CONSTR.CONKEY)

AND ATTR.ATTRELID = CONSTR.CONRELID

INNER JOIN PG_CLASS C

ON CONSTR.CONRELID = C.OID

INNER JOIN PG_NAMESPACE S

ON C.RELNAMESPACE = S.OID

AND (CONSTR.CONTYPE = 'p'

OR CONSTR.CONTYPE = 'u')

WHERE nspname NOT LIKE 'pg\\%'

AND nspname NOT IN ('''')

AND nspname NOT IN (

'information_schema',

'pg_toast',

'pg_catalog',

'pg_internal')) P

ON P.PKEY_SEQ = ANY (F.CONFKEY)

AND P.OID = F.CONFRELID

ORDER BY

FKTABLE_SCHEM,

FKTABLE_NAME,

FK_NAME,

KEY_SEQ;

Index

Ensure your query has columns labeled as CATALOG, TABLE_NAME, COLUMN_NAME in the SELECT list.

SELECT

current_database() AS CATALOG,

stable.schemaname AS SCHEMA,

ind_parent.relname AS TABLE_NAME,

ind_col.attname AS COLUMN_NAME,

ind_child.relname AS INDEX_NAME,

ind_col.attnum AS POSITION,

acc_meth.amname AS INDEX_TYPE

FROM

PG_INDEX index

JOIN PG_CLASS ind_parent

ON index.indrelid = ind_parent.oid

JOIN PG_CLASS ind_child

ON index.indexrelid = ind_child.oid

JOIN PG_ATTRIBUTE ind_col

ON ind_parent.oid = ind_col.attrelid

JOIN PG_AM acc_meth

ON ind_child.relam = acc_meth.oid

JOIN PG_TABLES stable

ON ind_parent.relname = stable.tablename

WHERE

ind_parent.relkind = 'r'

AND ind_col.attnum = ANY(index.indkey)

AND schemaname NOT LIKE 'pg\_%'

(continues on next page)
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AND schemaname NOT IN ('''')

AND schemaname NOT IN (

'information_schema',

'pg_toast',

'pg_catalog',

'pg_internal')

ORDER BY

SCHEMA,

TABLE_NAME,

COLUMN_NAME;

Function Definition

Ensure your query has columns labeled as FUNCTION_CAT, FUNCTION_NAME, ARG_NAME, TYPE_NAME, ARG_TYPE,

ARG_DEF in the SELECT list.

SELECT

CURRENT_DATABASE() AS FUNCTION_CAT,

N.NSPNAME AS SCHEMA,

P.PRONAME AS FUNCTION_NAME,

P.PRONAME AS ARG_NAME,

P.PROARGNAMES AS FUNCTION_ARGS,

P.PRONARGS AS NUM_OF_FUNCTION_ARGS,

STRING_TO_ARRAY (REPLACE (OIDVECTORTYPES(P.PROARGTYPES),'"',''), ',') AS ARG_

TYPE,

FORMAT_TYPE(P.PRORETTYPE, NULL) AS TYPE_NAME,

P.PROSRC AS ARG_DEF,

NULL AS REMARKS

FROM

PG_PROC P

INNER JOIN PG_NAMESPACE N

ON P.PRONAMESPACE = N.OID

INNER JOIN PG_LANGUAGE L

ON P.PROLANG = L.OID

WHERE

(

L.LANNAME IN ('internal', 'sql')

AND p.prorettype <> 'pg_catalog.trigger' :: pg_catalog.regtype

OR L.LANNAME IN ('plpgsql'))

AND N.NSPNAME NOT LIKE 'pg\\_%'

AND N.NSPNAME NOT IN ('''')

AND N.NSPNAME NOT IN (

'information_schema',

'pg_toast',

'pg_catalog',

'pg_internal')

ORDER BY

FUNCTION_CAT,

SCHEMA,

FUNCTION_NAME;
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Function

Ensure your query has columns labeled as FUNCTION_CAT, FUNCTION_NAME in the SELECT list.

SELECT

CURRENT_DATABASE() AS FUNCTION_CAT,

S.NSPNAME AS SCHEMA,

P.PRONAME AS FUNCTION_NAME,

NULL AS SPECIFIC_NAME,

NULL AS REMARKS

FROM

PG_PROC P

INNER JOIN PG_NAMESPACE S

ON P.PRONAMESPACE = S.OID

INNER JOIN PG_LANGUAGE L

ON P.PROLANG = L.OID

WHERE

(

L.LANNAME IN ('internal', 'sql')

AND p.prorettype <> 'pg_catalog.trigger' :: pg_catalog.regtype

OR L.LANNAME IN ('plpgsql'))

AND S.NSPNAME NOT LIKE 'pg\\_%'

AND S.NSPNAME NOT IN ('''')

AND S.NSPNAME NOT IN (

'information_schema',

'pg_toast',

'pg_catalog',

'pg_internal')

ORDER BY

FUNCTION_CAT,

SCHEMA,

FUNCTION_NAME;

6.40 Hive OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Hive OCF connector.

6.40.1 Hive OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation
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February 28, 2024

Hive OCF Connector: Version 1.2.0

Enhancements

Docker CIS Benchmark Compliance

Hive OCF connector versions 1.2.0 or newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

January 17, 2024

Hive OCF Connector: Version 1.1.5

Fixed Issues

Metadata Extraction Fails for Objects with Whitespace Characters

Metadata Extraction (MDE) fails when encountering a whitespace character in MDE object names.

Now, if the connector encounters a whitespace object name, it logs the object and skips cataloging the object with the

whitespace character. Therefore, the Hive OCF Connector is now tolerant and helps catalog all the objects that can be

cataloged without issues in Alation.

6.40.2 Hive OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for Hive was developed by Alation and is available as a Zip file that can be uploaded and installed

in the Alation application. The connector is compiled together with the required database driver, so no additional effort

is needed to procure and install the driver.

To download the Hive OCF connector package, go to the Alation Connector Hub available from the Customer Portal. Go

to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer Portal

can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation Support.

This connector should be used to catalog Hive as a data sources on Alation on-prem and Cloud Service instances. It

extracts and catalogs such database objects as schemas, tables, views, and columns. After the metadata is extracted, it is

represented in the data catalog as a hierarchy of catalog pages under the data source. Alation users can leverage the full

catalog functionality to search for the extracted metadata, curate the corresponding catalog pages, create documentation

about the data source, and exchange information about it.

Note: For information about the supported Hive distributions and versions, refer to Support Matrices.
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Team

You may need the assistance of your Hive administrator to configure this data source.

• Alation administrator:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Installs the OCF connector.

– Creates and configures the Hive data source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

• Hive administrator:

– Creates a service account for Alation and provides access to metadata.

– Provides the JDBC URI.

– Provides the Hive client configuration files.

– Provides the SSL certificate.

Scope

The table below describes which metadata objects are extracted by this connector and which operations are supported.

Hive 2

Platform CDH EMR

Engine MR MR

Basic Yes Yes

Kerberos with keytabs Yes Yes

Knox LDAP n/a n/a

ZooKeeper URL Yes n/a

SASL Yes No

Azure Encryption n/a n/a

HttpFS Kerberos Yes n/a

Wire-level security n/a n/a

MapR SASL n/a n/a

Data source

Schema

Table

View

Column

Primary keys

Foreign keys

Source comments

Table sampling

Column sampling

Custom query-based table sampling

Custom query-based column profiling
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Table 16 – continued from

Hive 2

File-based QLI Yes Yes

Table-level Lineage Yes Yes

Column-level Lineage

Customer-managed (on-prem) Alation instances

Alation Cloud Service instances, connection without Agent

Alation Cloud Service instances, connection via Agent

Limitations

1. Table sampling and column profiling of columns of type union results in the error Unrecognized column type:

UNIONTYPE. This is an Apache Hive known issue.

2. MapR with Kerberos is not a supported configuration.

3. Compose does not work with Kerberos authentication (only basic authentication is supported).

4. Partition keys will be shown in the user interface only if a comment was added while creating the partition.

6.40.3 Hive OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Connectivity

Open the ports that apply to your Hive configuration:

• Port 10000 to the Hive server

• Port 9083 to the Hive metastore server

• Port 50070 or 9870 to the WebHDFS server

– The default WebHDFS port depends on the Hadoop version and distribution. For Hadoop 2.x, the default

WebHDFS port is 50070. For Hadoop 3.x, in some of the distributions, the default WebHDFS port may be

9870. For example, on CDH, the default WebHDFS port may be 9870.

– Port 14000 to the HttpFS server, if using HttpFS.

– Port 1006 on datanodes. WebHDFS requests are redirected to this port.

If using Kerberos authentication:

• TCP/UDP port 88 to all Kerberos servers involved in the authentication chain.

If using Apache Knox:

• Port 8443 for Knox connections.
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Service Account

We recommend creating a Hive service account for Alation before adding the Hive data source to the catalog. The

service account requires permissions to access schemas and tables in Hive for metadata extraction (MDE), data sampling

and profiling, and access to the query log directory on HDFS for query log ingestion (QLI).

Permissions for Metadata Extraction

Basic authenti-

cation

No requirements

Kerberized Hive

instance

SELECT on schemas, tables, and columns to be extracted.

We recommend creating the service account in the same realm as the one used by Hive users.

Permission for Sampling and Profiling

Basic authentication No requirements

Kerberized Hive instance Depending on your Hive authorization configuration,

grant read or SELECT:

• Storage Based Access Control Lists—Service ac-

count needs read access to all DB folders/files that

need to be sampled.

• SQL Based Access Control Lists—Grant SELECT

on DBs and tables that need to be sampled.

Permissions for Query Log Ingestion

The service account needs the read permission for the job history logs directory on HDFS.

Hive Client Configuration Files

When configuring your OCF Hive data source in Alation, you will need to upload Hive configuration files as a .tgz

archive. Hive client configuration files enable metadata extraction and query log ingestion. Alation will use these files

to connect to Hive over the APIs and perform metadata extraction (MDE) and query log ingestion (QLI).

This section describes how to get client configuration files for Hive from several Hive management systems. In case of

kerberized Hive and connection over SSL, you will need to place additional files into the configuration archive.

Adding Kerberos Configuration File

If your Hive is kerberized, you will need to add the krb5.conf file to the Hive client configurations archive. The

default_realm should be set to the realm that has the user principal which you are planning to use as the service

account in Alation.
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Example of the krb5.conf file

[libdefaults]

default_realm = TEST.ALATIONDATA.COM

dns_lookup_realm = false

dns_lookup_kdc = false

ticket_lifetime = 24h

forwardable = true

[realms]

TEST.ALATIONDATA.COM = {

kdc = 10.11.21.205

admin_server = 10.11.21.205

}

[domain_realm]

.alationdata.com = TEST.ALATIONDATA.COM

alationdata.com = TEST.ALATIONDATA.COM

Adding ssl-client.xml and Keystore Files to Client Configurations Archive

If connecting over SSL, you will need to add the .jks keystore file specified in the ssl.client.truststore.location

property of the ssl-client.xml file to your client configurations archive.

The ssl-client.xml is usually found in the /etc/hadoop/conf directory on HDFS. The location of the .jks file is usually

specified in the property ssl.client.truststore.location.

• The ssl.client.truststore.location property often contains an absolute path on the filesystem; however,

Alation isolates execution of its Hive engine: we only pay attention to the filename of the truststore.

Example

Given a location of /etc/security/awesomeCorp.jks for the ssl.client.truststore.location property,

Alation will look for, and use, the first file named awesomeCorp.jks that was uploaded with the client

configuration archive.

• Ensure that the password specified for the ssl.client.truststore.password property is the correct password

for the file listed in the ssl.client.truststore.location property.

Example of ssl-client.xml

<configuration>

<property>

<name>ssl.client.truststore.location</name>

<value>truststore.jks</value>

</property>

<property>

<name>ssl.client.truststore.password</name>

<value>changeit</value>

</property>

<property>

<name>ssl.client.truststore.type</name>

(continues on next page)
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<value>jks</value>

</property>

</configuration>

Knox SSL

The ssl-client.xml is usually found in the /etc/hadoop/conf directory. The location of the .jks file usually is

/var/lib/knox/data-2.6.5.0-292/security/keystores in the Hadoop cluster.

Example of ssl-client.xml for Knox SSL

<configuration>

<property>

<name>ssl.client.truststore.location</name>

<value>gateway.jks</value>

</property>

<property>

<name>ssl.client.truststore.password</name>

<value>admin</value>

</property>

<property>

<name>ssl.client.truststore.type</name>

<value>jks</value>

</property>

</configuration>

Adding the aha-conf.xml file

This step applies only if Alation supports QLI for your Hive distribution.

Create and save an additional file named aha-conf.xml.

By default, the OCF Hive connector returns URL-encoded queries. To get the query format suitable for ingestion, you

will need to include the aha-conf.xml file into the configuration tarball for your data source.

Use the following example to create the file:

<?xml version="1.0" encoding="UTF-8"?><?xml-stylesheet type="text/xsl" href=

"configuration.xsl"?>

<configuration>

<property>

<name>alation.qli.check-url-decode</name>

<description>Some distributions of hive will arbitrarily url-encode queries. This

will break QLI.

Setting this to true will add an extra preprocessing step to check each query before

ingesting it,

decoding as needed. Enabling this may increase QLI time.

(continues on next page)
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</description>

<value>true</value>

</property>

</configuration>

Prepare the Client Configurations Archive

CDH, HDP, and EMR

To prepare the Hive client configurations archive:

1. SSH to your cluster and form the tarball file with the Hive client configurations.

Example

mkdir hive_configs

cp -r /etc/hive/conf/* hive_configs

cp -r /etc/hadoop/conf/* hive_configs

2. If applicable to your Hive deployment, add:

• The krb5.conf file if using Kerberos authentication

• The keytab file for the service account you are going to use in Alation

• The .jks certificate file if using SSL

• The aha-conf.xml file if your Hive deployment supports QLI (see Adding the aha-conf.xml file).

Example

cp /etc/krb5.conf hive_configs

3. Form the archive.

tar -czf hive_configs.tgz hive_configs

4. Copy the client configuration archive to your machine. This file will need to be uploaded to Alation on your Hive

data source Settings page.

HDInsight (Apache Ambari)

1. On your Hadoop manager dashboard, in the left-hand menu, click Actions and Download All Client Configs:
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2. Un-package your download to a directory.

3. If applicable to your Hive configuration, add the keytab file to the directory.

Note: You do not need to add the krb5.conf file because it is already in the archive you downloaded.

4. If using SSL, make sure the ssl-client.xml file is present and add the .jks keystore file.

5. Open the core-site.xml for editing and make the following changes:

5.1 Replace the encrypted account key present in the fs.azure.account.key.<YOUR_STORAGE_-

ACCOUNT_NAME>.blob.core.windows.net property with the unencrypted key value for your stor-

age account <YOUR_STORAGE_ACCOUNT_NAME>.

5.2 Comment out the following properties to disable encryption and decryption of the account key:

• fs.azure.account.keyprovider.YOUR_STORAGE_ACCOUNT_NAME.blob.core.

windows.net

• fs.azure.shellkeyprovider.script

Example:
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6. Create a .tgz archive from this directory.

7. Copy the client configuration archive to your machine. This file will need to be uploaded to Alation on your Hive

data source Settings page.

MapR

MapR configurations are spread out and there is no way to download them using a Hive manager UI.

To get Hive client configuration files from MapR:

1. SSH to your manager instance and form the configuration tarball file.

Example

mkdir client_configs

cp -r /opt/mapr/conf/ client_configs

cp -r /opt/mapr/hive/hive-2.3/conf/ client_configs

cp -r /opt/mapr/hadoop/hadoop-2.7.0/etc/hadoop/ client_configs
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2. If applicable, add:

• The krb5.conf file for Kerberos authentication

• The keytab file for the service account

• The ssl-client.xml file and the .jks file

• The aha-conf.xml if your Hive deployment supports QLI (see Adding the aha-conf.xml file).

3. Copy the client configuration tarball (client_configs.tgz in this example) to your machine. This file will need to

be uploaded to Alation on your Hive data source Settings page.

Prepare Kerberos Configuration File and Certificate

Apart from the configuration tarball, make sure you have the krb5.conf file, the keytab file, and the SSL certificate on

your machine. You will need to upload them separately and in addition to the client configurations tarball. For sampling

and profiling, Alation uses the Hive JDBC driver and passes the Kerberos configuration file, keytab, and the certificate

in the JDBC connection parameters. The certificate needs to be exported from the corresponding .jks file to the .cer

format.

Prepare the SSL Certificate

The .jks file won’t work with this OCF connector. Create a certificate file from the .jks file using the commands below:

1. Collect the alias from the .jks file.

keytool -list -v -keystore <jks_file_path>

2. Export certificate from the .jks file.

keytool -exportcert -alias <alias_name> -keystore <jks_file_path> -file

<cer_file_name>

JDBC URI

Basic Authentication

Format

hive2://<hostname_or_ip>:<port>

Example

hive2://10.13.80.155:10000
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Basic Authentication + SSL

hive2://10.13.80.155:10000/default;ssl=true;

Kerberos Authentication + SSL

Format

hive2://<hostname_or_ip>:<port>/default;principal=<principal>;ssl=true;

Example

hive2://10.13.80.155:10000/default;principal=hive/ip-10-13-80-155.alation-test.

com@ALATION-TEST.COM;ssl=true;

Using ZooKeeper

Format

hive2://<hostname_or_ip>:<port>/;principal=<principal>;serviceDiscoveryMode=zooKeeper;

zooKeeperNamespace=<namespace>;ssl=true;

Example

hive2://ip-10-13-10-125.alation-test.com:2181/;principal=hive/_HOST@ALATION-TEST.COM;

serviceDiscoveryMode=zooKeeper;zooKeeperNamespace=hiveserver2;ssl=true;

Using Knox

Knox is supported, replacing the Hive server URI with the Knox Server URI in the data source settings. If using Apache

Knox, you will need to provide the Knox WebHDFS URI in the JDBC URI field. Documentation on this URI, as well

as on how Knox routes gateways, topologies, and clusters using this URI can be found in the Knox book.

Configuration in Alation

Step 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:
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1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Hive OCF connector.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.
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Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Hive version Select your Hive version.

Hadoop version Select your Hadoop version.

Hive Configura-

tion

Use the upload link under Hive Configuration to upload your Hive client configurations

archive.

Kerberos Configuration

Provide the Kerberos information and save the values by clicking Save in this section.

Parameter Description

Enable

Kerberos Au-

thentication

Enable or disable Kerberos authentication by selecting or clearing the Enable Kerberos Authenti-

cation checkbox. If the Kerberos Authentication checkbox is enabled upload the krb5.conf file

using the upload link under the checkbox.

Use keytab To enable Kerberos with keytab authentication, select the Use Keytab checkbox and upload the

keytab file for the service account using the upload link under the checkbox.

SSL Configuration

Provide the SSL information and save the values by clicking Save in this section.

Note: Ensure that you are uploading the certificate in the correct format. See Prepare the SSL Certificate

for details.

Parameter Description

Enable SSL Enable SSL authentication by selecting the Enable SSL checkbox. If the Enable SSL checkbox is

enabled, upload the SSL certificate using the upload link below.

Truststore

password

Specify the password for the SSL certificate.

The password will be deleted if the data source connection is deleted.
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Performance Configuration

Use these settings to enhance the performance of MDE and QLI. Save the values you specify by clicking Save.

Pa-
ram-
e-
ter

Description

Thread

Count

By default, QLI runs on a single thread. When the number of QLI files is large, ingestion may take a long

time as it reads each file. In such cases, you can increase the thread count, so that the connector can process

several files in parallel, reducing the QLI time.

When the value is set to a specific number, Alation will create this number of threads for QLI.

Time-

out

The OCF connector calls the standalone executable (AHA) for QLI and MDE. Communication between the

connector and AHA happens through gRPC. If AHA does not respond within the timeout configured using

this parameter, in seconds, the connector will mark the MDE or QLI job as failed. The default timeout is 120

seconds.

We recommend using this parameter for debugging only. You should not have the need to change it in a

normal case.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > Hive OCF connector.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

If the connection test fails, a detailed error message will be available in connector logs. Below are some known errors

that could be encountered during Test Connection:
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Error Message Solution

No subject alternative names

matching IP address <IP_-

ADDRESS> found

Make sure the IP address added in JDBC URI matches with the SSL certificate. If

not, change the JDBC URI IP address.

UnknownHostException This error is specific to Azure HDInsight. Change the primary hostname to the IP

address in the hive-site.xml file or make the host accessible to the Alation instance.

Return code 1 from

org.apache.hadoop.hive.ql.exec.mr.MapRedTask.

Permission denied.

javax.security.auth.login.LoginException:

Message stream modified

(41)

Change the hostname to ip_address in krb5.conf. Comment out the timeout if it

exists in krb5.conf.

Could not connect to host-

name on port 10000

Hostname is incorrect. Check the hostname of the Hive instance and replace it in the

JDBC URI.

Bad URL format. Host-

name not found in the

authority part of the url:

10.13.54.57:10000;princi-

pal=mapr. Are you missing

a ‘/’ after the hostname?

Make sure the JDBC URI is the correct format. See JDBC URI .

return code 2 from

org.apache.hadoop.hive.ql.exec.mr.MapRedTask

Using the Alation service account, run a query in Hive Beeline. It will give you the

actual error. If it is a permissions error, grant sufficient permissions. If the connection

fails even after permissions are granted, add the following JDBC parameter to the

URI: hive.execution.engine=tez;

Example: hive2://ip-10-13-54-231.alation-test.com:8443/

;hive.execution.engine=tez;ssl=true;transportMode=http;

httpPath=gateway/default/hive

Error while processing state-

ment: FAILED: Execution

Error, return code 1 from

org.apache.hadoop.hive.ql.exec.tez.TezTask

Using the Alation service account, run a query in Hive Beeline. It will give you the

actual error. If it is a permissions error, grant sufficient permissions. If the connection

fails even after permissions are granted, add the following JDBC parameter to the

URI: hive.execution.engine=tez;

Example: hive2://ip-10-13-54-231.alation-test.com:8443/

;hive.execution.engine=tez;ssl=true;transportMode=http;

httpPath=gateway/default/hive

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.
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Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Query Log Ingestion

On the Query Log Ingestion tab of the Settings page, you can perform QLI manually on demand or schedule it. The

QLI pipeline goes through the Hive API and uses the Hive client configuration files uploaded on the General Settings

tab. No additional configuration is required for QLI on the Query Log Ingestion tab.

Automated and Manual QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

Troubleshooting

Refer to Troubleshooting for information about logs.

6.41 HDFS OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the HDFS OCF connector.
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6.41.1 HDFS OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2022.3.2

The OCF connector for HDFS is developed by Alation and available on demand as a Zip file for you to upload and

install in the Alation application.

The latest HDFS OCF connector package is available on the Connector Hub. Ask an Alation admin with access to the

Customer Portal to download the connector from the Connectors section of the Portal (Customer Portal > Connectors >

Alation Connector Hub).

Use the OCF connector for HDFS to catalog HDFS as a file system source in Alation. It extracts HDFS objects such

as root folders along with their content, which includes files and folders. It enables catalog users to discover, search,

browse, and curate HDFS objects, such as files and folders, from the Alation user interface. The HDFS OCF connector

can be used to catalog metadata from the HDFS file system deployed on the Cloudera Distributed Hadoop (CDH) or

Cloudera Data Platform (CDP) platforms.

Team

The following administrators are required to install this connector:

• Alation Server Admin:

– Validates the availability of Alation Connector Manager or installs it

– Installs the connector

– Adds and configures the HDFS file system source in Alation

• Kerberos Server Administrator:

– Provides the Kerberos configuration file (krb5.conf)
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Scope

The table below lists the features supported by the connector.

Feature Scope Avail-
ability

Authentication

Basic (username) Authentication with a service account. Yes

SSL Connection over the TLS protocol. Yes

Kerberos Authentication with the Kerberos protocol. Yes

LDAP Authentication with the LDAP protocol. No

OAuth Authentication with the OAuth 2.0 protocol. No

SSO Authentication using an SSO flow through an IdP application. No

Metadata extrac-

tion (MDE)

Metadata Extraction uses the WebHDFS REST API. The HDFS OCF connector calls

the List a Directory API to get the list of files and folders.

Yes

Extracted metadata objects

Files Files on the HDFS server. Yes

Folders Folders on the HDFS server. Yes

Attributes or

columns

Table attributes or columns within a file or folder on the HDFS server. Yes

Object permis-

sions

Information related to object permissions. Yes

Object owner Information related to the object owner. Yes

Object group Object owner group name. Yes

Lineage

Automatic lin-

eage generation

Auto-calculation of lineage based on query history ingested from MDE queries. Yes

Direct lineage Extraction of lineage from system tables during MDE. Yes

Column-level lin-

eage

Extraction of lineage on the column level No

Object Mapping

File System Object Alation Object

File system File system source.

Folder Directory or File.

Note: During ingestion, Folder is consid-

ered as File and during search, Folder is con-

sidered as Directory.

File File
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6.41.2 HDFS OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Authentication

For metadata extraction (MDE), the connector supports these authentication methods:

• Basic (username) Basic authentication requires an HDFS user. To use basic authentication to connect from

Alation, use your HDFS username. For metadata extraction, as an HDFS user, you must at least have

read-only access to the folder that you want to access.

• Kerberos

– Krb5.conf file

– Username

– Password

• SSL

– A valid SSL certificate

Prerequisites

Ports

To connect to the HDFS server, you must open an outbound TCP port to the server. Perform these steps to find relevant

ports to use using the Cloudera Manager interface. You can find the relevant ports using the Cloudera Manager interface

for either Cloudera Distributed Hadoop (CDH) or Cloudera Data Platform (CDP). To identify the ports, perform these

steps:

1. Log in to Cloudera Manager.

2. On the Clusters dashboard page, on the left, click on HDFS.
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3. Click on the Configuration tab.

4. From the left navigation bar, select Category > Ports and Addresses.

5. Based on your authentication type, use the port number displayed for the following configuration names:

Authentication Type Port Configuration Name

Basic NameNode Web UI Port

SSL
Secure NameNode Web UI Port (TLS/SSL)

HttpFS Rest Port
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Activate the HttpFS Connection

If using HttpFS, you must enable the HttpFS port to connect to the HDFS server and configure SSL/TLS for HttpFS.

Perform these steps to enable the HttpFS port using CDP or CDH:

1. Log in to Cloudera Manager.

2. On the Clusters dashboard page, on the left, click on HDFS.

The dashboard for HDFS appears.

3. Click on the Instances tab.

4. Click Add Role Instances.
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5. Click on the HttpFS textbox.

The Select Hosts dialog box is displayed.

6. Select the host on which to run the role and click OK.

7. Click Continue.

8. Select the HttpFS role.

9. From Actions for Selected dropdown list, click Start.
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The HttpFS server is started.

Configuration in Alation

Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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Create and Configure an HDFS File System Source

In Alation, add a new file system source:

1. Log in to the Alation instance as a Server Admin.

2. Go to Apps > Sources > Add > File System and add a new HDFS OCF source.

3. From the File System Type dropdown, select HDFS OCF Connector.

4. Provide a title for the file system and click Add File System.

The Settings page of your new HDFS OCF file system is displayed.

Access

On the Access tab, set the file system visibility as follows:

• Public File System - The file system will be visible to all users of the catalog.

• Private File System - The file system will be visible to the users allowed access to the file system by file system

Admins.

Add new File System Admin users in the File System Admins section.

General Settings

Connector Settings

Populate the Connector Settings information and click Save to save each section you fill out.
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File System Connections

Parameter Description

Hostname Specify the hostname or the IP address of the HDFS web server.

Port Specify the HDFS web server port number.

Basic Authentication Select Basic Authentication if your user role has the Basic authentication access.

Kerberos Authentica-

tion

Select Kerberos Authentication if your user role has the Kerberos authentication

access.

Basic Authentication

Note: This section is applicable only if you have selected Basic Authentication.

Parameter Description

HDFSUser Username. The HDFS user must have at least read-only access to the destination folder.

Kerberos Authentication

Note: This section is applicable only if you have selected Kerberos Authentication.

Parameter Description

krb5.conf file Upload the krb5.conf file containing the Kerberos configuration information.

Kerberos Username Provide your Kerberos username.

Kerberos Password Provide your Kerberos password.

6.41. HDFS OCF Connector 1537



Alation User Guide

SSL Configuration

Parameter Description

Enable SSL Select the Enable SSL checkbox to connect to an https:// server.

SSL certificate Upload the SSL certificate.

Logging Configuration

Select a logging level for the connector logs and save the values by clicking Save in this section. The available log levels

are based on the Log4j framework.

You can view the connector logs in Admin Settings > Server Admin > Manage Connectors > HDFS OCF Connector.

The default logging level is INFO.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.

Delete File System

You can delete your data source from the General Settings tab. Under Delete File System, click Delete to delete the

file system.

Metadata Extraction

The connector catalogs HDFS objects such as directories (folders) and their contents such as files and folders. It enables

end users to discover, search, browse, and curate HDFS objects as files and folders from the Alation user interface.

You can perform a full extraction or selective extraction for an OCF file system source on the Metadata Extraction tab.
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Prefixes

Use prefixes to limit the folder extraction.

In the Prefixes field of the Metadata Extraction tab, you can provide a list of comma-separated strings for metadata

extraction. When this list is populated, only the files that match one of the prefixes are extracted.

Prefixes must start with a delimiter. Add the directory name as the first part of the path, for example, /directory/folder_-

to_be_extracted.
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Use Cases

1. You can provide a full folder or file path to extract specific files or folders and their content.

For example, when you specify the following prefix: rootFolder1/subFodler11/subFolder2/, root-

Folder1/subFolder12/, rootFolder2/file1.csv, the connector extracts all the files and folders within

“rootFolder1/subFodler11/subFolder2/”, “rootFolder1/subFolder12/” and file “rootFolder2/file1.csv”.

2. You can provide partial prefixes to extract all the files and folders matching the prefix.

For example, when you specify the following prefix: rootFolder1/subFodler11/su, rootFolder2/test,

the connector extracts all the files and folders within “rootFolder1/subFodler11/” with the prefix “su”

and all the files and folders within “rootFolder2/” with the prefix “test”.

Metadata Extraction Using Prefixes

Perform these steps to extract only select folders from the root folders:

1. On the Metadata Extraction tab, enter the list of comma-separated folder paths in the Prefixes field under the

Metadata extraction configuration section.

2. Click Run Extraction Now to extract the metadata.

The status of the extraction action is logged in the Extraction History table at the bottom of the page.

3. At the top of the page, locate the page breadcrumbs and click the arrow icon. The data source catalog page

appears. You can view the extracted metadata for the specified folders.

Note: Alation does not support the prefixes functionality for prefixes with a comma (“,”). If a prefix

includes a comma (“,”), the Alation user interface treats it as two separate prefixes.

Selective Extraction

On the Metadata Extraction tab, you can select the folders to include or exclude from extraction. Enable the Selective

Extraction toggle if you want only a subset of folders to be extracted.

Perform these steps to extract only select folders:

1. Click Get List of Folders.

This action fetches the list of all folders at the root level. You can choose the folders that you want to

extract. The status of the action is displayed in the Extraction History table at the bottom of the page.

Note: The Get List of Folders displays a maximum of 1,000 folders. Folders with no names or empty

spaces as their name are not displayed.

2. After Alation extracts the list of folders, select one of the following options from the Extract list next to the Get

List of Folders button.

Filter Option Description

all Folders except Extracts metadata from all folders except from the selected folders.

only these Folders Extracts metadata only from the selected folders.

3. Click the Add+ icon on the right to open the list of extracted folders and select the folders you want.
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The selected folders appear in the Folders list.

The prefixes you provide in the Prefixes field combine with the list of folders you choose for Selective

Extraction. Alation extracts only those folders and files from the root folders that you specified in the

Prefixes field. Therefore, if you are using the Prefixes field to filter the folders, ensure that you add the

root folder from the list of extracted folders to the Folders list of Selective Extraction.

Important: In case the root folder names are different, then the metadata extraction of folders

specified in the Prefixes field takes precedence over folders specified in the Folders list of Selective

Extraction. Then, folders specified in the Folders list of Selective Extraction will not be extracted.

4. Click Run Extraction Now to extract the metadata. The status of the extraction action is logged in the Extraction

History table at the bottom of the page.

Extraction Scheduler

Automated Extraction

If you wish to automatically update the metadata extracted into the catalog, under Automated and Manual Extraction,

turn on the Enable Automated Extraction switch and select the day and time when metadata must be extracted. The

metadata extraction will be automatically scheduled to run on the selected schedule.

Full Extraction

Perform these steps to run full extraction:

1. Disable the Selective Extraction toggle.

2. Click Run Extraction Now to extract metadata.

Note: If you provide values in the Prefixes field, then the extraction is similar to Metadata Extraction

Using Prefixes. You can monitor the status and progress of the extraction in the Extraction History

table at the bottom of the page.
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3. At the top of your HDFS OCF file system page, locate the page breadcrumbs and click the arrow icon to view the

data source catalog page. The catalog displays the extracted data.

Native to OCF Migration

For information on migrating SFDC sources to OCF connectors, see Migrate Native File System Sources to OCF.

Limitations

• The Get List of Folders displays a maximum of 1,000 folders. Folders with no names or empty spaces as their

name are not displayed.

• The Prefixes functionality does not work appropriately for prefixes with a comma (“,”). If a prefix includes a

comma (“,”), the Alation user interface treats it as two separate prefixes.

• Test connection fails for Kerberos authentication when you use an IP address instead of a hostname.

• On customer-managed (on-premise) Alation instances, if you create two file system sources with Kerberos and

SSL enabled, the test connection fails for the second file system source.

• Alation has not tested the support of the HDFS OCF Connector with the High Availability (HA) service.

Troubleshooting

Refer to Troubleshooting.

6.42 IBM Db2 Database OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install, configure, and use the OCF connector for IBM Db2 Database.
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6.42.1 Db2 OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF Connector for IBM Db2 Database (DB2 for LUW) was developed by Alation and is available as a Zip file that

can be uploaded and installed in the Alation application. The connector is compiled together with the required database

driver. No additional effort is needed to procure and install the driver.

To download the Db2 OCF connector package, go to the Alation Connector Hub available from the Customer Portal. Go

to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer Portal

can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation Support.

This connector extracts such Db2 objects as schemas, tables, columns, views, primary keys, foreign keys, functions, and

function definitions. In the data catalog, users can search and find the Db2 metadata, enrich it with descriptions, and

explore the business transformation of their data using the lineage feature.

Team

The following administrators are required to install this connector:

• Db2 administrator

– Creates a service account for Alation

– Provides the JDBC URI to access metadata

– Provides access to schemas

– Assists in configuring query log ingestion on the Db2 database.

• Alation administrator

– Installs the connector

– Creates and configures a Db2 data source in the catalog.

Scope

The table below shows which metadata objects are extracted by this connector and which operations are supported.

Feature Scope Availability

Authentication

Basic Authentication with a service ac-

count created on the database that

uses a username and password

Yes

LDAP Authentication with a database ser-

vice account that is an LDAP account

in an organization’s network

No

SSL Database connection over SSL No

Kerberos Support for Kerberos authentication No

Keytab Support for Kerberos with keytabs No

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

continues on next page
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Table 17 – continued from previous page

Feature Scope Availability

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

Yes

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments No

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

Yes

Functions Function metadata Yes

Function definitions Function definition metadata Yes

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on

a table or view that contains query

history data

Yes

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Compose

continues on next page
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Table 17 – continued from previous page

Feature Scope Availability

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose via Agent is supported

from connector version 1.0.2.2405.

Yes

Basic authentication in Compose Authentication in Compose with

username and password

Yes

SSO authentication in Compose Authentication in Compose using an

SSO flow through an IdP application

No

6.42.2 Db2 OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Configuration

Open outbound TCP port 50000 to the Db2 Database (default).

Note: Db2 instances can listen on non-standard ports. Open the appropriate outbound TCP ports from the

Alation server.

Service Account

The DB2 service account is a Linux account. When the account is created, grant it the required permissions to access

the database and perform MDE, profiling, and QLI.

Create an Account

Example SQL to create an account:

group -g 999 db2iadm1

useradd -u 1004 -g db2iadm1 -m -d /home/alation alation

password alation

Example SQL to grant database access to the account:

-- SQL: enable new user to connect to database

GRANT CONNECT ON DATABASE TO alation;

-- This grants \`alation\` access to all data

(continues on next page)
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(continued from previous page)

GRANT DATAACCESS ON DATABASE TO alation;

Permissions for Metadata Extraction

GRANT SELECT ON SYSCAT.SCHEMATA TO alation;

GRANT SELECT ON SYSCAT.TABLES TO alation;

GRANT SELECT ON SYSCAT.VIEWS TO alation;

GRANT SELECT ON SYSCAT.COLUMNS TO alation;

GRANT SELECT ON SYSIBM.SYSCOLUMNS TO alation;

GRANT SELECT ON SYSCAT.REFERENCES TO alation;

GRANT SELECT ON SYSCAT.KEYCOLUSE TO alation;

GRANT SELECT ON SYSCAT.INDEXES TO alation;

GRANT SELECT ON SYSIBM.SYSROUTINEPARMS TO alation;

GRANT SELECT ON SYSCAT.ROUTINES TO alation;

Permissions for Sampling and Profiling

For profiling, the service account requires the SELECT permission on tables that you want to sample.

Permissions for Query Log Ingestion

See QLI Configuration on Db2 below.

Additional Setup: Enable Explain in Compose

To support the Explain feature for Db2 connections, follow the steps below on your Db2 system. This is a one-time

process.

1. Connect to the DB2 instance.

CONNECT TO <database-name>

2. Run the procedure given below.

CALL SYSPROC.SYSINSTALLOBJECTS('EXPLAIN', 'C', CAST (NULL AS VARCHAR(128)),

CAST (NULL AS VARCHAR(128)))

JDBC URI

Format

db2://<hostname_or_ip>:<port>/<service_name>
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Example

db2:/my_ibm.net:50000/TESTDB

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is DB2 OCF Connector.

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.
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Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > DB2 OCF Connector.
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Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The default queries that the connector uses to extract metadata can be found in Extraction Queries for IBM Db2 Database.

You can customize these queries to adjust the extraction to your needs.

MDE Extraction from Compose

After users create tables or views in Compose, Alation incrementally extracts their metadata and adds it to the cor-

responding schemas in the catalog. A Data Source Admin does not need to rerun MDE to have these new objects

represented in Alation.

For incremental MDE from Compose to be successful, the CREATE statements should use this format:

CREATE TABLE "SCHEMA_NAME"."TABLE_NAME" ({column properties});

CREATE VIEW "SCHEMA_NAME"."VIEW_NAME" AS {view condition};

For lineage to be generated successfully for views, the fully qualified name of the table should be used in the view

condition.

Note: DB2 stores table names in uppercase. Ensure that you use double quotes to use the necessary case.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.
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Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Query Log Ingestion

QLI Configuration on Db2

Query Log Ingestion (QLI) requires creating an event monitor and tables on your database to capture query history.

Alation supports two QLI options for Db2. Depending on which type of QLI you opt for, you may need to create an

additional view for QLI. See Configure Table-Based QLI or Configure Query-Based QLI below.

Use the following example SQL to enable query history on Db2 and grant the service account permissions to select

from the QLI tables:

CREATE EVENT MONITOR alationQueryLogMonitor FOR STATEMENTS

WRITE TO TABLE connheader(

TABLE alationDb2QueryLogger.connection_header INCLUDES(sequence_no, auth_id, appl_id,

conn_time)

),

stmt(

TABLE alationDb2QueryLogger.statement INCLUDES(

appl_id,

stmt_operation,

stmt_text,

start_time,

stop_time,

system_cpu_time,

user_cpu_time

)

)

MANUALSTART BUFFERSIZE 512 NONBLOCKED;

SET EVENT MONITOR alationQueryLogMonitor STATE = 1;

GRANT SELECT ON alationDb2QueryLogger.statement TO alation;

GRANT SELECT ON alationDb2QueryLogger.connection_header TO alation;

Configure Table-Based QLI

If you opt for table-based QLI, in a schema of your choice create a view on top of the QLI tables using the SQL example

below and grant the service account the SELECT rights on this view. You will need to provide the name of this view in

Alation when configuring QLI in the data source settings.

When using the example below:

• Substitute the placeholder value <schema_name> with your schema name.

6.42. IBM Db2 Database OCF Connector 1551

https://www.ibm.com/docs/en/db2/10.5?topic=statements-create-event-monitor


Alation User Guide

• You can give the view any name of your choice. Substitute the placeholder name <view_name> with the name

you choose.

CREATE VIEW <schema_name>.<view_name> AS

SELECT

TRIM(alationDb2QueryLogger.connection_header.auth_id) AS userName,

alationDb2QueryLogger.connection_header.conn_time AS sessionstartTime,

alationDb2QueryLogger.statement.start_time AS startTime,

TRIM(alationDb2QueryLogger.connection_header.auth_id || '/' || to_

char(alationDb2QueryLogger.statement.start_time,

'YYYY-MM-DD HH:MI:SS.SSSSS') || '/' || alationDb2QueryLogger.statement.appl_id)

AS sessionId,

alationDb2QueryLogger.statement.stmt_text AS queryString,

'N' AS cancelled,

'' AS defaultDatabases,

(CASE

WHEN timestampdiff(2, char(alationDb2QueryLogger.statement.stop_time-

alationDb2QueryLogger.statement.start_time)) > 10*60

THEN cast(timestampdiff(2, char(alationDb2QueryLogger.statement.stop_time-

alationDb2QueryLogger.statement.start_time)) AS decimal(31,3))

ELSE cast(timestampdiff(1, char(alationDb2QueryLogger.statement.stop_time-

alationDb2QueryLogger.statement.start_time))/1000000.0 AS decimal(31,3))

END) as seconds_taken,

CAST(alationDb2QueryLogger.statement.system_cpu_time/1000000.0 AS decimal(31,3)) AS

system_cpu_time,

CAST(alationDb2QueryLogger.statement.user_cpu_time/1000000.0 AS decimal(31,3)) AS

user_cpu_time

FROM alationDb2QueryLogger.statement

INNER JOIN alationDb2QueryLogger.connection_header

ON alationDb2QueryLogger.connection_header.appl_id = alationDb2QueryLogger.statement.

appl_id

WHERE alationDb2QueryLogger.statement.stmt_operation IN (3,6);

GRANT SELECT ON <schema_name>.<view_name> TO alation;

On the Query Log Ingestion tab, in the Table Name field under Connector Settings > Query Extraction, specify the

name of the view in which the query logs are available. Make sure that the service account has permissions to select

from this view. The table name must be provided in the following format: database.schema.view_name.
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Configure Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for query-based QLI, Alation will query the system table storing query history

every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the

system table.

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since Alation expects this query structure.

Note:

• The query must include the following fields: userName, startTime, sessionStartTime,

sessionId, queryString, cancelled, defaultDatabases, seconds_taken.

• When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in

the WHERE filter. These parameters are not actual column names and should stay as is. They are

expected by the connector and will be substituted with the start and end date of the QLI range selected

in the user interface when QLI is run manually or on schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, specify the QLI query.

3. Click Save.

QLI Query Template

SELECT

TRIM(alationDb2QueryLogger.connection_header.auth_id) AS userName,

alationDb2QueryLogger.connection_header.conn_time AS sessionstartTime,

alationDb2QueryLogger.statement.start_time as startTime,

TRIM(alationDb2QueryLogger.connection_header.auth_id || '/' || to_

char(alationDb2QueryLogger.statement.start_time,'YYYY-MM-DD HH:MI:SS.SSSSS') || '/' ||

alationDb2QueryLogger.statement.appl_id) AS sessionId,

alationDb2QueryLogger.statement.stmt_text AS queryString,

'N' as cancelled,

'' as defaultDatabases,

(CASE WHEN timestampdiff(2, CHAR(alationDb2QueryLogger.statement.stop_time-

alationDb2QueryLogger.statement.start_time)) > 10*60

THEN cast(timestampdiff(2, CHAR(alationDb2QueryLogger.statement.stop_time-

alationDb2QueryLogger.statement.start_time)) AS decimal(31,3))

ELSE cast(timestampdiff(1, CHAR(alationDb2QueryLogger.statement.stop_time-

alationDb2QueryLogger.statement.start_time))/1000000.0 AS decimal(31,3))

END) AS seconds_taken,

CAST(alationDb2QueryLogger.statement.system_cpu_time/1000000.0 AS decimal(31,3)) AS

system_cpu_time,

CAST(alationDb2QueryLogger.statement.user_cpu_time/1000000.0 AS decimal(31,3)) AS user_

cpu_time

FROM alationDb2QueryLogger.statement

(continues on next page)
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INNER JOIN alationDb2QueryLogger.connection_header

ON alationDb2QueryLogger.connection_header.appl_id = alationDb2QueryLogger.statement.

appl_id

WHERE alationDb2QueryLogger.statement.stmt_operation IN (3,6)

AND alationDb2QueryLogger.statement.stmt_text IS NOT NULL

AND TRIM(alationDb2QueryLogger.statement.stmt_text) <> ''

AND start_time > STARTTIME

AND start_time < ENDTIME

ORDER BY

sessionId,

startTime;

Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

Log Location

Refer to Troubleshooting for information about logs.

6.42.3 Extraction Queries for IBM Db2 Database

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation
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Schema

Ensure your query has a column labelled as CATALOG in the SELECT list.

SELECT DISTINCT

TRIM(SCHEMANAME) AS SCHEMA,

'' AS CATALOG

FROM syscat.schemata

WHERE SCHEMANAME NOT IN ('''')

AND SCHEMANAME NOT IN ( 'SYSIBMTS' , 'SYSCAT' , 'SYSIBMADM' , 'SYSIBM' ,

'SYSPROC' , 'SYSPUBLIC' , 'NULLID' , 'SQLJ' , 'SYSIBMINTERNAL' ,

'SYSSTAT' , 'SYSFUN' , 'SYSTOOLS');

Table

Ensure your query has columns labelled as CATALOG, TABLE_NAME, TABLE_TYPE, REMARKS in the SELECT list.

SELECT

'' AS CATALOG,

TRIM(TABSCHEMA) AS SCHEMA,

TABNAME AS TABLE_NAME,

TYPE AS TABLE_TYPE,

REMARKS AS REMARKS,

ALTER_TIME AS ALTER_TIME,

CREATE_TIME AS CREATE_TIME,

OWNER AS OWNER

FROM

SYSCAT.TABLES

WHERE TABSCHEMA NOT IN ('''')

AND TABSCHEMA NOT IN ( 'SYSIBMTS' , 'SYSCAT' , 'SYSIBMADM' , 'SYSIBM' ,

'SYSPROC' , 'SYSPUBLIC' , 'NULLID' , 'SQLJ' , 'SYSIBMINTERNAL' ,

'SYSSTAT' , 'SYSFUN' , 'SYSTOOLS')

AND TYPE IN ('T')

ORDER BY

TABLE_TYPE,

CATALOG,

SCHEMA,

TABLE_NAME;

View

Ensure your query has columns labelled as CATALOG, VIEW_NAME, VIEW_CREATE_STATEMENT, 'VIEW' AS VIEW_-

TYPE, REMARKS in the SELECT list.

SELECT

'' AS CATALOG,

TRIM(VIEWSCHEMA) AS SCHEMA,

VIEWNAME AS VIEW_NAME,

'VIEW' AS VIEW_TYPE,

'' AS REMARKS,

TEXT AS VIEW_CREATE_STATEMENT

(continues on next page)
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FROM

SYSCAT.VIEWS

WHERE VIEWSCHEMA NOT IN ('''')

AND VIEWSCHEMA NOT IN ( 'SYSIBMTS' , 'SYSCAT' , 'SYSIBMADM' , 'SYSIBM' ,

'SYSPROC' , 'SYSPUBLIC' , 'NULLID' , 'SQLJ' , 'SYSIBMINTERNAL' ,

'SYSSTAT' , 'SYSFUN' , 'SYSTOOLS')

ORDER BY

SCHEMA,

VIEW_NAME;

Column

Ensure your query has columns labelled as CATALOG, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME,

ORDINAL_POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT in the SELECT list.

SELECT

'' AS CATALOG,

TRIM(c.TABSCHEMA) AS SCHEMA,

c.TABNAME AS TABLE_NAME,

c.COLNAME AS COLUMN_NAME,

CASE

WHEN c.TYPENAME = 'VARCHAR' THEN 'VARCHAR('||c.LENGTH||')'

WHEN c.TYPENAME = 'DECIMAL' THEN 'DECIMAL('||c.LENGTH||')'

WHEN c.TYPENAME = 'REAL' THEN 'REAL('||c.LENGTH||')'

WHEN c.TYPENAME = 'CLOB' THEN 'CLOB('||c.LENGTH||')'

WHEN c.TYPENAME = 'DBCLOB' THEN 'DBCLOB('||c.LENGTH||')'

WHEN c.TYPENAME = 'CHARACTER' THEN 'VARCHAR('||c.LENGTH||')

WHEN c.TYPENAME = 'BLOB' THEN 'BLOB('||c.LENGTH||')'

WHEN c.TYPENAME = 'GRAPHIC' THEN 'GRAPHIC('||c.LENGTH||')'

WHEN c.TYPENAME = 'VARGRAPHIC' THEN 'VARGRAPHIC('||c.LENGTH||')'

ELSE c.TYPENAME

END AS TYPE_NAME,

c.TYPENAME AS DATA_TYPE,

c.COLNO AS ORDINAL_POSITION,

nulls AS IS_NULLABLE,

c.DEFAULT AS COLUMN_DEF,

c.REMARKS AS REMARKS,

c.LENGTH AS MAX_LENGTH,

null AS COLUMN_DEFAULT,

c.SCALE AS NUMERIC_SCALE

FROM SYSCAT.COLUMNS AS c,

SYSCAT.TABLES AS t

WHERE c.TABSCHEMA = t.TABSCHEMA

AND c.TABNAME = t.TABNAME

AND c.TABSCHEMA NOT IN ('''')

AND c.TABSCHEMA NOT IN ( 'SYSIBMTS' , 'SYSCAT' , 'SYSIBMADM' ,

'SYSIBM' , 'SYSPROC' , 'SYSPUBLIC' , 'NULLID' , 'SQLJ' ,

'SYSIBMINTERNAL' , 'SYSSTAT' , 'SYSFUN' , 'SYSTOOLS' )

ORDER BY

CATALOG,

SCHEMA,

(continues on next page)
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TABLE_NAME,

ORDINAL_POSITION;

Primary Key

Ensure your query has columns labelled as CATALOG, TABLE_NAME, COLUMN_NAME in the SELECT list.

SELECT

'' AS CATALOG,

TRIM(COL.TBCREATOR) AS SCHEMA,

COL.TBNAME AS TABLE_NAME,

INDEX.NAME AS INDEX_NAME,

KEYSEQ,

COL.NAME AS COLUMN_NAME

FROM

SYSIBM.SYSCOLUMNS AS COL

INNER JOIN SYSIBM.SYSINDEXES AS INDEX

ON COL.TBNAME = INDEX.TBNAME

WHERE COL.KEYSEQ > 0

AND COL.TBCREATOR NOT IN ('''')

AND COL.TBCREATOR NOT IN ( 'SYSIBMTS' , 'SYSCAT' , 'SYSIBMADM' ,

'SYSIBM' , 'SYSPROC' , 'SYSPUBLIC' , 'NULLID' , 'SQLJ' ,

'SYSIBMINTERNAL' , 'SYSSTAT' , 'SYSFUN' , 'SYSTOOLS')

ORDER BY

COLUMN_NAME;

Foreign Key

Ensure your query has columns labelled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_CATALOG, FK_-

SCHEMA, FK_TABLE, FK_COLUMN in the SELECT list.

SELECT

'' AS FK_CATALOG,

TRIM(FK.TABSCHEMA) AS FK_SCHEMA,

FK.TABNAME AS FK_TABLE,

FK.CONSTNAME AS FK_NAME,

FKCOL.COLNAME AS FK_COLUMN,

FK.REFTABSCHEMA AS PK_SCHEMA,

FK.REFTABNAME AS PK_TABLE,

FK.REFKEYNAME AS PK_NAME,

PKCOL.COLNAME AS PK_COLUMN,

null AS PK_CATALOG

FROM

SYSCAT.REFERENCES FK

INNER JOIN SYSCAT.KEYCOLUSE FKCOL

ON FK.TABSCHEMA = FKCOL.TABSCHEMA

AND FK.TABNAME = FKCOL.TABNAME

AND FK.CONSTNAME = FKCOL.CONSTNAME

INNER JOIN SYSCAT.KEYCOLUSE PKCOL

ON FK.REFTABSCHEMA = PKCOL.TABSCHEMA

(continues on next page)
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AND FK.REFTABNAME = PKCOL.TABNAME

AND FK.REFKEYNAME = PKCOL.CONSTNAME

AND FKCOL.COLSEQ = PKCOL.COLSEQ

WHERE FK.TABSCHEMA NOT IN ('''')

AND FK.TABSCHEMA NOT IN ( 'SYSIBMTS' , 'SYSCAT' , 'SYSIBMADM' ,

'SYSIBM' , 'SYSPROC' , 'SYSPUBLIC' , 'NULLID' , 'SQLJ' ,

'SYSIBMINTERNAL' , 'SYSSTAT' , 'SYSFUN' , 'SYSTOOLS')

ORDER BY

FK_SCHEMA,

FK_TABLE,

FKCOL.COLSEQ;

Function

Ensure your query has columns labelled as CATALOG, FUNCTION_NAME, REMARKS in the SELECT list.

SELECT

DISTINCT '' AS CATALOG,

SPECIFICNAME AS FUNCTION_NAME,

TRIM(ROUTINESCHEMA) AS SCHEMA,

NULL AS REMARKS

FROM

SYSIBM.SYSROUTINEPARMS

WHERE ROUTINESCHEMA NOT IN ('''')

AND ROUTINESCHEMA NOT IN ( 'SYSIBMTS' , 'SYSCAT' , 'SYSIBMADM' ,

'SYSIBM' , 'SYSPROC' , 'SYSPUBLIC' , 'NULLID' , 'SQLJ' ,

'SYSIBMINTERNAL' , 'SYSSTAT' , 'SYSFUN' , 'SYSTOOLS');

Function Definition

Please ensure your query has columns labelled as CATALOG, FUNCTION_NAME, ARG_NAME, TYPE_NAME, ARG_TYPE,

ARG_DEF in the SELECT list.

SELECT

'' AS FUNCTION_CAT,

TRIM(SRP.ROUTINESCHEMA) AS SCHEMA,

SRP.ROUTINETYPE AS FUNCTION_TYPE,

SRP.ROUTINENAME AS FUNCTION_NAME,

SRP.ROUTINENAME AS ARG_NAME,

SRP.ROUTINETYPE AS ARG_TYPE,

SRP.SPECIFICNAME AS SPECIFIC_NAME,

SRP.TYPENAME AS TYPE_NAME,

SRP.PARMNAME AS COLUMN_NAME,

null AS COLUMN_DEFAULT,

SRP.ROWTYPE AS ROW_TYPE,

R.TEXT AS CREATE_TEXT

FROM

SYSIBM.SYSROUTINEPARMS SRP

INNER JOIN SYSCAT.ROUTINES R

ON SRP.ROUTINESCHEMA = R.ROUTINESCHEMA

(continues on next page)
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AND SRP.ROUTINENAME = R.ROUTINENAME

AND SRP.ROUTINETYPE = R.ROUTINETYPE

WHERE SRP.ROUTINESCHEMA NOT IN ('''')

AND SRP.ROUTINESCHEMA NOT IN ( 'SYSIBMTS' , 'SYSCAT' , 'SYSIBMADM' ,

'SYSIBM' , 'SYSPROC' , 'SYSPUBLIC' , 'NULLID' , 'SQLJ' ,

'SYSIBMINTERNAL' , 'SYSSTAT' , 'SYSFUN' , 'SYSTOOLS')

AND SRP.ROWTYPE IN ('P', 'O', 'B', 'C')

ORDER BY

SCHEMA,

FUNCTION_NAME,

SPECIFIC_NAME,

FUNCTION_TYPE,

COLUMN_NAME;

Index

Ensure your query has columns labelled as CATALOG, TABLE_NAME, COLUMN_NAME, REMARKS in the SELECT list.

SELECT

'' AS CATALOG,

TRIM(TABSCHEMA) AS SCHEMA,

TABNAME AS TABLE_NAME,

INDNAME AS INDEX_NAME,

INDEXTYPE AS INDEX_TYPE,

LTRIM(COLNAMES,'+-') AS COLUMN_NAME,

NULL AS FILTER_CONDITION,

NULL AS ASC_OR_DESC,

0 AS ORDINAL_POSITION

FROM

SYSCAT.INDEXES

WHERE TABSCHEMA NOT IN ('''')

AND TABSCHEMA NOT IN ( 'SYSIBMTS' , 'SYSCAT' , 'SYSIBMADM' , 'SYSIBM' ,

'SYSPROC' , 'SYSPUBLIC' , 'NULLID' , 'SQLJ' , 'SYSIBMINTERNAL' ,

'SYSSTAT' , 'SYSFUN' , 'SYSTOOLS');

6.43 Impala on CDH OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install, configure, and use the OCF connector for Impala on Cloudera

Distributed Hadoop (CDH).
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6.43.1 OCF Connector for Impala on CDH Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

March 06, 2024

Impala on CDH OCF Connector: Version 1.2.0

Enhancements

Docker CIS Benchmark Compliance

Impala CDH OCF connector versions 1.2.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

6.43.2 Impala on CDH OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for Impala on CDH was developed by Alation and is available on demand as a Zip file that can be

uploaded and installed in Manage Connectors.

To download the Impala on CDH OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog Impala on CDH as a data source in Alation. The connector catalogs Impala

objects such as schemas, tables, views, and columns. It enables users to search and find the Impala metadata from the

Alation user interface.

Team

The following administrators are required to install this connector:

• Alation administrator:

– Installs the connector.

– Creates and configures an OCF Impala data source in the catalog.

• Impala administrator:

– Creates a service account for Alation and grants it the required privileges.

– Provides the authentication information and Kerberos configuration files (krb5.conf and keytab) to Alation

Server Admin.

– Provides the SSL certificate.
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– Provides the JDBC URI.

– Provides access to the metastore server to extract metadata.

– Assists in configuring query log ingestion (QLI).

• HDFS administrator:

– Provides access to the query log history directory on HDFS.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope Availability

Authentication

Basic authentication Authentication with a service ac-

count created on the database that

uses a username and password

Yes

LDAP Authentication with a database ser-

vice account that is an LDAP account

in an organization’s network

Yes

SSL Database connection over SSL Yes

Kerberos Support for Kerberos authentication Yes

Keytab Support for Kerberos with keytabs Yes

SSO SSO authentication with an identity

provider application

No

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on

CDH API

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

No

Extracted metadata objects

Data source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables

Extraction of Kudu tables is sup-

ported from connector version

1.0.4.4751 (requires Alation version

2023.1 or newer)

Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments Yes

Primary keys Primary key information for ex-

tracted tables

No

Foreign keys Foreign key information for extracted

tables

No

Functions Function metadata No

Function definitions Function definition metadata No

Sampling and Profiling

continues on next page
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Table 18 – continued from previous page

Feature Scope Availability

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column profil-

ing

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

API-based QLI Ingestion of query history based on

a table or view that contains query

history data

Yes

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

No

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Column-level lineage Calculation of lineage at column

level

No

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances, con-

nection without Agent

Compose for data sources connected

without Alation Agent

No

Alation Cloud Service instances, con-

nection via Agent

Compose for data sources connected

through Alation Agent

No

Basic authentication in Compose Authentication in Compose with

username and password

Yes

Kerberos authentication in Compose Authentication in Compose through

Kerberos

No

SSL authentication in Compose Authentication in Compose through

Kerberos

No

SSO authentication in Compose Authentication in Compose with

SSO credentials

No
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Limitations

• Compose is supported with basic authentication only. Kerberos authentication in Compose is not supported.

• SSL authentication is not supported in Compose.

• Sampling and profiling is not available for complex data types.

• Data upload into columns with complex data types is not available yet.

Driver Information

The connector is packaged with the Hive 2 driver for Impala—com.alation.drivers.hive-driver-2.1.

1-java-9-patched 2.1.1. The driver is bundled with HiveShims and HadoopShims APIs. This driver works

only for Compose connections and executing queries. MDE and QLI use the Impala APIs.

6.43.3 Impala on CDH OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Ports

The port numbers listed below are defaults. If you are using non-default ports, then ensure they are open.

• Open outbound TCP port 21050 to the Impala server

• Open outbound TCP port 9083 to the metastore

• Open outbound TCP port 9870 to the WebHDFS server

• Open outbound TCP port 9871 to the WebHDFS server if the cluster uses TLS

• Open TCP port 14000 for HTTPFS connection

Extraction of Complex Data Types

Complex data types, such as map, array, and struct are extracted. By default, they will be represented as flat lists.

You can enable tree-structure-like representation of complex data types using alation_conf on the Alation server.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To enable the representation of complex data types as a tree structure:

• On your Alation instance, set the alation_conf parameter alation.feature_flags.enable_generic_-

nosql_support to True.

• Additionally, use the parameter alation.feature_flags.docstore_tree_table_depth to define the depth

of the display. By default, three levels are displayed.

For information about using alation_conf, refer to Using alation_conf .
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Important: After changing values of these parameters, restart Alation Supervisor from the Alation shell:

alation_supervisor restart all.

You can find more information about Alation actions in Alation Actions.

Service Account

Create a service account for Alation prior to adding your Impala data source to the catalog. The service account requires

these permissions:

• SELECT on all schemas which you plan to extract into the catalog.

• Read and execute permissions for the HDFS location that stores Impala query logs.

• Read and execute permissions for Impala external tables.

• Access to the metastore.

Kerberized Impala

Alation recommends creating the service account in the same realm as the realm used by Impala users.

Kerberos Configuration File

In case your Impala data source is kerberized, prepare the krb5.conf file and, if applicable, the keytab file for the service

account. They will need to be uploaded to Alation.

Connection Over SSL

If your connection from Alation will go over SSL, prepare the truststore file. The truststore file will need to be uploaded

to Alation in the settings of the Impala data source to enable metadata extraction, sampling, and query log ingestion

over SSL.

Alation expects the truststore.jks file of the HDFS service. You will also need the truststore password. Consult your

Impala administrator about downloading this file.

Usually, you can download the certificate from the HDFS component in Cloudera Manager. To locate and download the

certificate:

1. Open the HDFS service in Cloudera Manager.
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2. Click Configuration, then search for Cluster-Wide Default TLS/SSL Client Truststore Location. You should be

able to locate the path to the folder that contains the truststore.jks file.

Note: The path to the file may be different for your Impala instance.

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

6.43. Impala on CDH OCF Connector 1565



Alation User Guide

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The connector name is Impala OCF Connector.
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JDBC URI

Impala supports different types of authentication methods. Use the JDBC URI format that corresponds to the authenti-

cation method you are using.

Note: A port number is mandatory for all authentication schemes. Default values will be applied if no port is specified.

Basic Authentication

Format

hive2://<Host_Name>:<Port>/default/;auth=noSasl

Example

hive2://ip-10-13-28-190.alation-test.com:21050/default/;auth=noSasl

Kerberized Impala

Format

hive2://<Host_Name>:<Port>/default/;principal=impala/<sevice_principal>

Example

hive2://ip-10-13-6-82.alation-test.com:21050/default/;principal=impala/ip-10-13-6-82.

alation-test.com@ALATION-TEST.COM

Connection over SSL

Format

hive2://<Host_Name>:<Port>/default/;auth=noSasl;ssl=true
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Examples

• SSL

hive2://ip-10-13-22-251.alation-test.com:21050/default/;auth=noSasl;ssl=true

• Kerberos + SSL

hive2://ip-10-13-6-82.alation-test.com:21050/default/;ssl=true;principal=impala/ip-

10-13-6-82.alation-test.com@ALATION-TEST.COM

Metastore URI

Format

trift://<Host_Name>:<Port>

Example

thrift://ip-10-13-22-251.alation-test.com:9083

Metastore Principal Example

hive/ip-10-13-6-82.alation-test.com@ALATION-TEST.COM

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:
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By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format. See JDBC URI .

Metastore

URI

Specify the metastore URI.

Username Specify the service account username.

Password Specify the service account password.

Enable SSL Enable SSL authentication by selecting the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link below.

Truststore

password

Specify the password for the SSL certificate.

Note: The password will be deleted if the data source connection is deleted.

Enable

Kerberos Au-

thentication

Enable or disable Kerberos authentication by selecting or clearing the Enable Kerberos Authenti-

cation checkbox.

If the Kerberos authentication checkbox is enabled, upload the krb5.conf file using the upload link

under the checkbox.

Use keytab To enable Kerberos with Keytab authentication, select the Use Keytab checkbox and upload the

keytab file for the service account using the upload link under the checkbox.

Metastore

Principal

Specify the metastore principal.
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Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > Impala OCF Connector.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.

Metadata Extraction

The Impala OCF Connector supports default extraction—This type of MDE is based on Impala API calls that are built

in the connector code.

Custom query-based MDE is not supported.

Note: Complex data types are extracted. See Extraction of Complex Data Types for information on how to enable their

representation in the Alation user interface.

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Note: Compose is not available on Alation Cloud Service instances when the data source is connected

through Alation Agent. For this data source, Compose with Kerberos and SSL authentication is currently

not supported.
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Sampling and Profiling

Alation supports a number of ways to retrieve data samples and column profiles. For details, see Configure Sampling

and Profiling for OCF Data Sources.

Query Log Ingestion

On the Query Log Ingestion tab, you can select the QLI options for your data source and schedule the QLI job if

necessary.

For Impala on CDH, Alation supports QLI from query log files stored on HDFS.

Prerequisites for QLI

In order to run Query Log Ingestion for an Impala data source, perform the following pre-configuration on your instance

of Impala:

• Enable audit log in Impala. For specific details refer to documentation for your CDH version, for example: Impala

Auditing.

– Enable auditing by including the option -audit_event_log_dir=directory_path in your impalad

startup options. The path refers to a local directory on the server, not an HDFS directory.

– Decide how many queries will be represented in each log file. By default, Impala starts a new log file

every 5,000 queries. To specify a different number, include the option -max_audit_event_log_file_-

size=number_of_queries in the impalad startup options. Limiting the size manages disk space by

archiving older logs and reduces the amount of text to process when analyzing activity for a particular

period.

• Periodically retrieve audit logs from Impala coordinator nodes to HDFS.

– By default, the audit logs are located in /var/log/impalad/audit/ inside Impala coordinator nodes. Users

can also configure the place of audit logs.

– To periodically retrieve logs, you can write a script and run it as a cron job to pull the audit logs from impala

coordinator nodes to HDFS every day. See an example in Appendix 8 A.8 Impala QLI Script.

– Create a directory for storing all Impala audit logs in HDFS.

– The audit log files from each Impala coordinator node should only stay in an HDFS subdirectory of the audit

log directory. The subdirectory should be named by the ID of the Impala coordinator node, for example, IP

address, or any unique identifier.

After all the steps are completed, you can configure and perform Query Log Ingestion (QLI) for Impala in Alation.

Place Query Logs on HDFS

Impala supports query log extraction from files located on an HDFS server. To set up QLI:

1. SSH into the CDH instance.

2. Log in as the root user.

3. While logged in as the root user, change the current directory to /var/log/impalad/audit.

4. In the audit directory, make sure there’s an Impala audit event log file. The file has the format: impala_audit_-

event_log_1.0-*.

5. After confirming the file exists, create a directory in the /user/history/done directory on HDFS, for example:
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sudo -u hdfs hadoop fs -mkdir -p /user/history/done/log_1

The name of the directory can be anything you want. We named it log_1 in this example.

6. After creating the log_1 directory, recursively modify the permission of the /done directory and its sub-directories

with the following command:

sudo -u hdfs hadoop fs -chmod -R 777 /user/history/done

7. Copy the impala_audit_event_log_1.0-*file into the log_1 directory with the following command:

hadoop fs -put impala_audit_event_log_1.0-* /user/history/done/log_1

As an alternative to the above steps that manually copy the log file to a directory, you can use this script to periodically

copy the log file to the HDFS.

Configure QLI in Alation

You can configure QLI on the Query Log Ingestion tab of the data source settings page.

1. Open the Query Log Ingestion tab of the settings page.

2. Under Connector Settings > Query Extraction, provide the required information and click Save:

Param-
eter

Description

Logs

Direc-

tory

/user/history/done

Web-

HDFS

Server

Hostname of the WebHDFS server

Web-

HDFS

Port

Specify the HDFS port number for your environment. The default is 9870 or or 9871 in

case of TLS). If you are using a different port, clear the Use Default checkbox under

the HDFS Port field.

Use De-

fault

Leave selected if you are using the default port.

Clear this checkbox if you are using a port number other than the default.

Web-

HDFS

User

hdfs

Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.
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4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

6.44 Impala on CDP OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install, configure, and use the OCF connector for Impala on Cloudera

Data Platform (CDP).

6.44.1 OCF Connector for Impala on CDP Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

March 06, 2024

Impala on CDP OCF Connector: Version 2.1.0

Enhancements

Docker CIS Benchmark Compliance

Impala CDP OCF connector versions 2.1.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

December 13, 2023

Impala on CDP OCF Connector: Version 2.0.1

Compatible Alation Version - 2022.4 or later
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Fixed Issues

Test Connection Fails on the Impala CDP Connector

Test Connection is successful for Kerberos-enabled Impala CDP connector.

December 06, 2023

Impala on CDP OCF Connector: Version 2.0.0

Compatible Alation Version - 2022.4 or later

Enhancements

Support for Public Cloud CDP Distribution

The Impala on CDP OCF connector now supports Public Cloud CDP Distribution and earlier support for Private Cloud

CDP Distribution (Base and CDW).

Support for New and Combination of Multiple Authentication Types

The Impala on CDP OCF connector now supports the following authentication types:

Datasource (Impala)

• No Auth

• Username

• Username Password (LDAP)

• Kerberos (Password or Keytab)

• SSL over any of the above methods

Metastore (For MDE)

• No Auth

• Username Password

• Kerberos (Password or Keytab)

HDFS (For QLI)

• Username

• Username Password

• Kerberos (Password or Keytab)

• SSL over any of the above methods

Additionally, you can use multiple combinations of these authentication types for the data source and metastore

connections. For details, see Impala on CDP OCF Connector.
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Change of JDBC Driver

The Impala on CDP OCF connector now uses the Impala JDBC driver over the Hive JDBC driver. This allows support

for public cloud CDP distribution and leverages the JDBC’s request pool parameter feature.

Limitations

Support for Compose

Impala OCF Connector version 2.0.0 supports Compose only from Alation version 2023.3.3.2 or later.

6.44.2 OCF Connector for Impala on CDP: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Compatible with Alation version 2022.4 or later

The OCF connector for Impala on Cloudera Data Platform (CDP) was developed by Alation and earlier certified only

for on-premise CDP.

From version 2.0.0, this connector also supports Public Cloud CDP Distribution and Private Cloud CDP Distribution.

To download the Impala on CDP OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog Impala on CDP as a data source in Alation. The connector catalogs Impala

objects such as schemas, tables, views, and columns. It enables end-users to search and find the Impala metadata from

the Alation user interface. After metadata is extracted, it is represented in the Alation catalog as a hierarchy of catalog

pages under the parent data source. Alation users can leverage the full catalog functionality to search for and find the

extracted metadata, curate the corresponding catalog pages, create documentation about the data source, and exchange

information about it.

Team

The following administrators are required to install this connector:

• Alation administrator

– Installs the connector

– Creates and configures an Impala data source in the catalog

– Performs initial extraction and prepares the data source for Alation users.

• Impala administrator

– Creates a service account and grants it the required privileges

– Provides the JDBC URI

– Provides access to the metastore server to extract metadata

– Provides access to the query log history directory on HDFS or Amazon S3.
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Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope Availability

Authentication

Basic authentication Authentication with a service ac-

count created on the database that

uses a username and password

Yes

LDAP Authentication with a database ser-

vice account that is an LDAP account

in an organization’s network

Yes

SSL Database connection over SSL Yes

Kerberos Support for Kerberos authentication Yes

Keytab Support for Kerberos with keytabs Yes

SSO SSO authentication with an identity

provider application

No

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on

Metastore API

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

No

Extracted metadata objects

Data source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments Yes

Primary keys Primary key information for ex-

tracted tables

No

Foreign keys Foreign key information for extracted

tables

No

Functions Function metadata No

Function definitions Function definition metadata No

Sampling and Profiling

(Sampling and profiling is not available for complex data types)

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

continues on next page
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Table 19 – continued from previous page

Feature Scope Availability

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

API-based QLI Ingestion of query history based on

Impala audit file that contains query

history data

Yes

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

No

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Column-level lineage Calculation of lineage at column

level

No

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances, con-

nection without Agent

Compose for data sources connected

without Alation Agent

Yes

Alation Cloud Service instances, con-

nection via Agent

Compose for data sources connected

through Alation Agent

No

Kerberos authentication with Com-

pose

Authentication in Compose through

Kerberos

No

SSO authentication in Compose Authentication in Compose with

SSO credentials

No

Limitations

• For Impala OCF Connector version 2.0.0, Compose is supported only with Alation version 2023.3.3.2 or later.

• Compose doesn’t work with Kerberos authentication.

• Sampling and profiling is not available for complex data types.

• Data upload into columns with complex data types is not supported.
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6.44.3 OCF Connector for Impala on CDP: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Ports

• Open outbound TCP port 21050 to the Impala server

• Open outbound TCP port 9083 to the metastore

• Open outbound TCP port 9870 to the HDFS server

• Open outbound TCP port 9871 to the HDFS server if the cluster uses TLS.

• Open outbound TCP port 9864 on all cluster data nodes to Alation traffic when using webHDFS

• Open outbound TCP port 9865 on all cluster data nodes to Alation traffic when using secure (TLS) webHDFS

• Open outbound TCP port 443 on all cluster data nodes to Alation traffic

Hive Configuration

Ensure that in the Hive service configuration, the property metastore.storage.schema.reader.impl is set to

rg.apache.hadoop.hive.metastore.SerDeStorageSchemaReader.

To check the value or set it:

1. Open the Cloudera Manager homepage.

2. Click on Hive.

3. Click the Configuration tab.

4. On the Configuration tab, search for Hive Metastore Server Advanced Configuration Snippet (Safety Valve) for

hive-site.xml and click the plus icon on Hive Metastore Server Default Group.

5. In the Name field, enter the name metastore.storage.schema.reader.impl.

6. In the Value field, enter the value org.apache.hadoop.hive.metastore.SerDeStorageSchemaReader.

7. Click Save Changes.
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8. A restart icon will pop up after a few seconds. Click on it to restart the service.

9. In the window that opens, click Restart Stale Service.

10. Select Re-deploy client configuration and then click Restart Now.

11. Wait for the service to restart and then click on the Continue button that will appear after the restart.

Extraction of Complex Data Types

The Impala on CDP OCF connector supports extraction of complex data types, such as map, array, and struct. To enable

their representation in the Alation user interface as a tree structure, on your Alation instance, set the alation_conf

parameter alation.feature_flags.enable_generic_nosql_support to True. Additionally, you can use the

parameter alation.feature_flags.docstore_tree_table_depth to define the depth of the display (default is

three levels).

For details about using alation_conf, refer to Using alation_conf .

Important: After changing values of these parameters, restart Alation Supervisor from the Alation shell:

alation_supervisor restart all.

Service Account

Prior to adding your Impala data source to the catalog, create a service account for each of these different services used

by Alation:

• Impala

• Metastore

• HDFS

Based on your requirement, you can create three different service accounts or one service account for these services.

The service account requires these permissions:
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• SELECT permission for all schemas which you plan to extract into the catalog.

• Read and execute permissions for Impala external tables.

• Access to the metastore.

• Read permission for the HDFS location that stores Impala query logs.

In case your Impala data source is kerberized, we recommend creating the service account in the same realm as the

realm used by Impala users.

Kerberos Configuration File

In case your Impala data source is kerberized, prepare the krb5.conf file and, if applicable, the keytab file for the service

account. They will need to be uploaded to Alation.

For private cloud, consult your CDP admin as to locate and downloade the krb5.conf file.

For public cloud, perform these steps:

1. Download the krb5.conf file from /etc/krb5.conf the DataLake service.

2. Verify that there is no includedir command at the top of the file. If present, remove it.

3. Go to the DataLake environment in the CDP Console and click on the FreeIPA tab.

4. Open the downloaded krb5.conf file in an editor of your choice.

5. In the realms section, add two new fields, namely kdc and admin_server.

6. Use the FreeIPA hostname or IP you copied as the value for kdc and admin_server.

Example

[realms]

CDP-AL13.C1N0-JTR4.CLOUDERA.SITE = {

kdc = 10.13.105.196

admin_server = 10.13.105.196

pkinit_anchors = FILE:/var/lib/ipa-client/pki/kdc-ca-bundle.pem

pkinit_pool = FILE:/var/lib/ipa-client/pki/ca-bundle.pem

Connection over SSL

If your connection from Alation will go over SSL, prepare the corresponding SSL certificate. Alation expects the file to

be of JKS stroretype that can usually be found in the directory /var/lib/cloudera-scm-agent/agent-cert. Consult your

CDP admin as to locating and downloading the certificate. It will need to be uploaded to Alation in the settings of the

Impala data source.

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.
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To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The connector name is Impala CDP OCF Connector.
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JDBC URI

Impala supports different types of authentication methods. Use the JDBC URI format that corresponds to your

authentication method.

Authentication

Use this format for all the applicable authentication types.

Format

impala://<HOSTNAME>:21050

Example

impala://ip-10-13-28-190.alation-test.com:21050

Metastore URI Format

thrift://ip-10-13-22-251.alation-test.com:9083

Metastore Principal

hive/ip-10-13-6-82.alation-test.com@ALATION-TEST.COM

Compose URI Format

Private Cloud Base

No Auth Authentication

impala://<hostname>:<port>;AuthMech=<0;TransportMode=<transport-mode>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=0;TransportMode=binary
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Username Authentication

impala://<hostname>:<port>;AuthMech=2;TransportMode=<transport-mode>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=2;TransportMode=binary

Username and Password Authentication

impala://<hostname>:<port>;AuthMech=3;TransportMode=<transport-mode>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=3;TransportMode=binary

SSL and No Auth Authentication

impala://<hostname>:<port>;AuthMech=<0;SSL=1;TransportMode=<transport-mode>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=0;SSL=1;

TransportMode=binary

SSL and Username Authentication

impala://<hostname>:<port>;AuthMech=2;SSL=1;TransportMode=<transport-mode>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=2;SSL=1;

TransportMode=binary

SSL, Username, and Password Authentication

impala://<hostname>:<port>;AuthMech=3;SSL=1;TransportMode=<transport-mode>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=3;SSL=1;

TransportMode=binary
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Private Cloud Cloudera Data Warehouse (CDW)

SSL and No Auth Authentication

impala://<hostname>:<port>;AuthMech=<0;SSL=1;TransportMode=<transport-mode>;

httpPath=<http-path>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=0;SSL=1;

TransportMode=http;httpPath=cliservice

SSL and Username Authentication

impala://<hostname>:<port>;AuthMech=2;SSL=1;TransportMode=<transport-mode>;

httpPath=<http-path>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=2;SSL=1;

TransportMode=http;httpPath=cliservice

SSL, Username, and Password Authentication

impala://<hostname>:<port>;AuthMech=3;SSL=1;TransportMode=<transport-mode>;

httpPath=<http-path>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=3;SSL=1;

TransportMode=http;httpPath=cliservice

Public Cloud: Datahub and CDW

SSL and No Auth Authentication

impala://<hostname>:<port>;AuthMech=<0;SSL=1;TransportMode=<transport-mode>;

httpPath=<http-path>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=0;SSL=1;

TransportMode=http;httpPath=cliservice
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SSL and Username Authentication

impala://<hostname>:<port>;AuthMech=2;SSL=1;TransportMode=<transport-mode>;

httpPath=<http-path>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=2;SSL=1;

TransportMode=http;httpPath=cliservice

SSL, Username, and Password Authentication

impala://<hostname>:<port>;AuthMech=3;SSL=1;TransportMode=<transport-mode>;

httpPath=<http-path>

Example:

impala://ip-10-13-32-87.alation-test.com:21050;AuthMech=3;SSL=1;

TransportMode=http;httpPath=cliservice

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.
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Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

The Impala on CDP OCF connector supports multiple combinations of authentication types for data source connection and

metastore connection. For details, see OCF Connector for Impala on CDP: Supported Combinations of Authentication

Types.

CDP Deployment

Select the CDP distribution type from the CDP Distribution dropdown:

• Select Private Cloud for Private Cloud CDP Distribution

• Select Public Cloud for Public Cloud CDP Distribution
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Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format. See JDBC

URI .

Authentication Method Select the JDBC authentication type:

• No Auth

• Username

• Username/Password

• Kerberos/Username/Password

• Kerberos/Username/Keytab

This field is available from connector version 2.0.0.

Username Specify the service account username.

Password Specify the service account password.

Enable SSL Enable SSL authentication by selecting the Enable SSL

checkbox.

If the Enable SSL checkbox is enabled, upload the SSL

certificate using the upload link below.

Truststore password Specify the password for the SSL certificate.

Note: The password will be deleted if the data source

connection is deleted.

Transport Mode Specify the transport mode.

• sasl

• binary

• http

This field is available from connector version 2.0.0.

HTTP Path Specify the HTTP path. This field is required if the Trans-

port Mode specified is http.

This field is available from connector version 2.0.0.

Kerberos Configuration File If Kerberos/Username/Password or Ker-

beros/Username/Keytab is selected upload the

krb5.conf file using the upload link

This field is available from connector version 2.0.0.

Use keytab Kerberos/Username/Keytab is selected, upload the

keytab file for the service account using the upload link.

Impala Kerberos Principal Specify the Impala Kerberos principal in this format, if

Kerberos authentication is used.

Format:

<Impala_Service_Name>/<Kerberos.Hostname _or_-

IP>@<REALM>

Example:

impala/kerberos.domain.com@DOMAIN.COM This

field is available from connector version 2.0.0.
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Metastore Connection

Populate the metastore connection information and save the values by clicking Save in this section.

The fields described in this section are available from Impala on CDP OCF connector version 2.0.0.

Parameter Description

Metastore URI Specify the Metastore URI in the required format. See

Metastore URI Format.

Use Datasource Auth Credentials | Select this checkbox to use the same auth

credentials that are used in the

Data Source Connection section. You do not have

to fill in the configurations that already exist

in the Data Source Connection section.

Clear the checkbox if you are using a different

authentication type for WebHDFS.

This field is available from connector

version 2.0.0.

Authentication Method Select the JDBC authentication type:

• No Auth

• Username

• Username/Password

• Kerberos/Username/Password

• Kerberos/Username/Keytab

This field is available from connector version 2.0.0.

Metastore Username Specify the metastore service account username.

Metastore Password Specify the metastore service account password.

Metastore Kerberos Configuration File If Kerberos/Username/Password or Ker-

beros/Username/Keytab is selected upload the

krb5.conf file using the upload link

This field is available from connector version 2.0.0.

Metastore keytab File Kerberos/Username/Keytab is selected, upload the

keytab file for the service account using the upload link.

Metastore Kerberos Principal Specify the metastore Kerberos principal in this format,

if Kerberos authentication is used.

Format:

<Hive_Service_Name>/<Kerberos.Hostname _or_-

IP>@<REALM>

Example:

hive/kerberos.domain.com@DOMAIN.COM

This field is available from connector version 2.0.0.

Hadoop RPC Protection Select the Hadoop RPC Protection value from the drop-

down:

• No protection

• Authentication

• Integrity

• Privacy

This field is available from connector version 2.0.0.
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Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > Impala CDP OCF Connector.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.

Metadata Extraction

The OCF Connector for Impala on CDP supports default extraction—This type of MDE is based on default Metastore

API calls that are built in the connector code.

Custom query-based MDE is not supported.

Note: Complex data types are extracted. See Extraction of Complex Data Types for information on how to enable their

representation in the Alation user interface.

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Note: Compose is not available for on-prem databases connected to the Alation Cloud Service instances

through Alation Agent.

For JDBC URI formats for Compose, Compose URI Format.

Note: For Impala OCF Connector version 2.0.0, Compose is supported only with Alation version 2023.3.3.2 or later.
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Sampling and Profiling

For Impala on CDP, Alation supports a number of ways to retrieve data samples and column profiles. For details, see

Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

On the Query Log Ingestion tab, you can select the QLI options for your data source and schedule the QLI job if

necessary.

For Impala, Alation supports QLI from query log files stored on HDFS or Amazon S3.

Prerequisites for QLI

In order to run Query Log Ingestion for an Impala data source, you will need to ensure that query logs are available on

HDFS or Amazon S3.

Enable Audit for Impala

Enable the audit log for Impala. For specific details refer to documentation for your CDP version. Follow these generic

guidelines:

• Decide how many queries will be represented in each log file. Limiting the size manages disk space by archiving

older logs and reduces the amount of text to process when analyzing activity for a particular period. Follow

Impala documentation when configuring this aspect of Impala auditing.

• Periodically pull audit logs from Impala coordinator nodes to HDFS. By default, the audit logs are located in the

directory /var/log/impalad/audit/ inside Impala coordinator nodes. An admin can also configure a custom place

for audit logs. In each environment, the location of the audit logs depends on the current audit log configuration.

• Create a directory in HDFS or Amazon S3 for storing all Impala audit logs you want to be ingested into Alation,

provided the HDFS service must be installed in the Cloudera Manager cluster.

• The audit log files from each Impala coordinator node should stay in an HDFS subdirectory of the audit log

directory. We recommend naming the subdirectory using the ID of the Impala coordinator node, for example, the

IP address, or some other unique identifier.

• You can automate the process by writing a script to pull audit logs from Impala coordinator nodes to HDFS and

run it as a cron job every day.

Place Query Log Files on HDFS

Alation supports query log extraction from files located on HDFS and accessible through WebHDFS. Ensure that the

HDFS service is installed on the Cloudera Manager cluster for Alation to access WebHDFS.

To set up QLI:

1. Make sure there are Impala audit event log files in the audit directories on Impala coordinator nodes that you want

to track in Alation. The file names use the format: impala_audit_event_log_1.0-*.

Note: The default audit directory is /var/log/impalad/audit. However, your environment may be

using a custom audit log directory. Look for the audit files in the audit directory that has been configured
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as the audit log directory in your CDP environment. To get the audit directory, select the Impala cluster

in the CDP Manager, click on Configuration and search for Impala Daemon Audit Log Directory.

2. After confirming the files exist, create a directory on HDFS (example: /user/history/done), for example:

sudo -u hdfs hadoop fs -mkdir -p /user/history/done/log_1

The name of the directory can be anything you want. We named it log_1 in this example.

3. After creating the log storage directory on HDFS, recursively modify the permission of the parent directory /done

and its sub-directories with the following command:

sudo -u hdfs hadoop fs -chmod -R 744 /user/history/done

4. Copy the impala_audit_event_log_1.0-* files into the log_1 directory, for example:

hadoop fs -put impala_audit_event_log_1.0-* /user/history/done/log_1

As an alternative to the above steps that manually copy log files to a directory, you can use A.8 Impala QLI Script as an

example of how to periodically copy the log file to the HDFS.

Place Query Logs on Amazon S3

Alation supports query log extraction from files located in an Amazon S3 bucket. You will need to provide an AWS

access key and secret for an account that has Read permissions for this bucket when configuring QLI in Alation.

To set up QLI from Amazon S3:

1. Make sure there are Impala audit event log files in the audit directories on Impala coordinator nodes that you want

to track in Alation. The file names use the format: impala_audit_event_log_1.0-*.

Note: The default audit directory is /var/log/impalad/audit. However, your environment may be

using a custom audit log directory. Look for the audit files in the audit directory that has been configured

as the audit log directory in your CDP environment. To get the audit directory, select the Impala cluster

in the CDP Manager, click on Configuration and search for Impala Daemon Audit Log Directory.

2. Copy log file to the home directory.

cp impala_audit_event_log_1.0-* /home/<your_user>/

3. Download the log file to your local machine.

4. Upload the file to the S3 bucket that you can allow Alation to access. Grant read access to the service account.

6.44. Impala on CDP OCF Connector 1591



Alation User Guide

Configure QLI in Alation

You can configure QLI on the Query Log Ingestion tab of the data source settings page.

1. Open the Query Log Ingestion tab of the settings page.

2. Under Configure Connection Type, select either WebHDFS or Amazon S3, depending on where you made the

logs available.

3. If the logs are on HDFS, provide the following information and click Save:
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Parameter Description

Logs Directory /user/history/done

WebHDFS Server IP address or the name of the CDP server

WebHDFS Port Specify the HDFS port number for your envi-

ronment. The default is 9870. If you are using

a different port, clear the Use Default checkbox

under the WebHDFS Port field.

Use Default Leave it selected if you are using the default

port. Clear this checkbox if you are using a port

number other than the default.

Use JDBC Auth Credentials
Select this checkbox to use the same

auth credentials that are used in the

Data Source Connection section. You

do have to fill in the configurations that

already exists in the Data Source Con-

nection section. Clear the checkbox if

you are using a different authentication

mechanism for WebHDFS.

This field is available from connector version

2.0.0.

WebHDFS Authentication Method
Select the required WebHDFS authen-

tication type from the dropdown:

• Username

• Username/Password

• Kerberos/Username/Password

• Kerberos/Username/Keytab

This field is available from connector version

2.0.0.

WebHDFS User Specify the WebHDFS user if User-

name/Password is selected in WebHDFS

Authentication Method

WebHDFS password Specify the WebHDFS password if User-

name/Password is selected in WebHDFS Au-

thentication Method

This field is available from connector version

2.0.0.

Enable SSL Select the Enable SSL checkbox to enable SSL.

If enabled, upload the SSL certificate using the

upload link. The supported certificate type is

.jks.

This field is available from connector version

2.0.0.

WebHDFS Truststore password Specify the password for the SSL certificate.

Note: The password is deleted when

you delete the data source connection.

This field is available from connector version

2.0.0.

WebHDFS Kerberos Configuration File If Kerberos/Username/Password or Ker-

beros/Username/Keytab is selected upload the

krb5.conf file using the upload link

This field is available from connector version

2.0.0.

WebHDFS Keytab File If Kerberos/Username/Keytab is is selected in

the WebHDFS Authentication Method field,

upload the keytab file using the upload link

This field is available from connector version

2.0.0.
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4. If the logs are on Amazon S3, provide the following information and click Save:

Parameter Description

Impala Log Path Your Amazon S3 bucket name

Impala Log File Name Prefix Log file name prefix

Number of Log files Number of log files to ingest

AWS Access Key ID Access key ID to access the bucket

AWS Access Key Secret Access key secret to access the bucket

AWS Region Your AWS region

Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

Migrate to OCF Connector

See Migrate Native Sources to Open Connector Framework to OCF to migrate native Impala on CDP data source to

Impala OCF connector version 2.0.0.

After you successfully migrate to Impala OCF connector version 2.0.0, perform the following tasks for these authentication

types:

Migration of native Impala on CDP data source with No Auth authentication

• Ensure that the Compose URI format for No Auth matches with the URI format for version 2.0.0. For details, see

the Compose URI Format. Make the changes manually, if required.

• Perform the QLI configuration. See Configure QLI in Alation.

Migration of native Impala on CDP data source with SSL

• Upload the SSL certificate again. The supported certificate type is .jks.
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Upgrade your OCF Connector

Upgrade your current version of Impala on CDP OCF connector to version 2.0.0 or higher using the steps in the Manage

Connectors section. After you upgrade, verify that your connector settings match those described in the General Settings

section. If not, manually make the required changes.

6.44.4 OCF Connector for Impala on CDP: Supported Combinations of Authentication
Types

The Impala on CDP OCF connector supports various authentication types for the data source and metastore connections.

You can use one or a combination of multiple authentication types for the Impala on CDP OCF connector. This section

explains the configuration fields required for combining different authentication types while configuring the data source

and metastore connections for Private Cloud CDP Distribution and Public Cloud CDP Distribution.

Private Cloud CDP Distribution

Select Private as the CDP Distribution type in the General Settings tab, then based on the type of private cloud

configuration set on Cloudera Manager, namely Base or Cloudera Data Warehouse (CDW), you can use a combination

of multiple authentication types.

Private Cloud Base

For data source connection, use one of the following:

• No Auth Authentication

• Username Authentication

• Username and Password Authentication

• SSL and No Auth Authentication

• SSL and Username Authentication

• SSL, Username, and Password Authentication

• SSL, Kerberos, Username, and Password Authentication

• SSL, Kerberos, Username, and Keytab Authentication

For metastore connection, use one of the following:

• No Auth Authentication

• Username and Password Authentication

• Kerberos, Username, and Password Authentication

• Kerberos, Username, and Keytab Authentication
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Private Cloud CDW

For data source connection, use the SSL, Username, and Password Authentication.

For metastore connection, use one of the following:

• No Auth Authentication

• Username and Password Authentication

• Kerberos, Username, and Password Authentication

• Kerberos, Username, and Keytab Authentication

No Auth Authentication

No Auth authentication allows you to establish a connection without using any credentials (username and password).

Configure No Auth authentication for both data source and metastore connections in the General Settings tab for your

data source.

Data Source Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select No Auth from the Authentication Method dropdown.

3. Leave the Username and Password fields blank.

4. Select the transport protocol to use in the thrift layer in the Transport Mode field. The sasl is the default protocol

used for the No Auth authentication type.

5. Provide the HTTP path in the HTTP Path field.

If you select the HTTP protocol in the Transport Mode field, this field is required.

6. Click Save.

Metastore Connection

1. Provide the Metastore URI in the Metastore URI field.

thrift://<hostname>:<port>

Example:

thrift://ip-10-13-28-190.alation-test.com:9083

2. Select the Use Datasource Auth Credentials checkbox to use the same connection credentials used for the Data

Source Connection. For different credentials, clear this checkbox.

3. Select Username from the Metastore Authentication Method dropdown.
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4. Leave the Metastore Username and Metastore Password fields blank.

5. Click Save.

Username Authentication

Configure username authentication for data source connection in the General Settings tab for your data source.

Datasource Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select Username from the Authentication Method dropdown.

3. Specify the service account username in the Username field.

4. Leave the Password field blank.

5. Select the transport protocol to use in the thrift layer in the Transport Mode field. The sasl is the default protocol

used for the username authentication type.

6. Provide the HTTP path in the HTTP Path field.

If you select HTTP protocol in the Transport Mode field, this field is required.

7. Click Save.

Username and Password Authentication

Configure LDAP authentication for both data source and metastore connections in the General Settings tab for your

data source.

Data Source Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select Username/Password from the Authentication Method dropdown.

3. Specify the service account username in the Username field

4. Specify the service account username in the Password field.

5. Select the transport protocol to use in the thrift layer in the Transport Mode field. The sasl is the default protocol

used for the username and password authentication type.
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6. Provide the HTTP path in the HTTP Path field.

If you select HTTP protocol in the Transport Mode field, this field is required.

7. Click Save.

Metastore Connection

1. Provide the Metastore URI in the Metastore URI field.

thrift://<hostname>:<port>

Example:

thrift://ip-10-13-28-190.alation-test.com:9083

2. Select the Use Datasource Auth Credentials checkbox to use the same connection credentials used for the Data

Source Connection and skip to Step 6. Else, for different credentials, clear this checkbox.

3. Select Username/Password from the Metastore Authentication Method dropdown.

4. Specify the metastore username in the Metastore Username field.

5. Specify the metastore password in the Metastore Password field.

6. Click Save.

SSL and No Auth Authentication

Configure a combination of SSLand No Auth authentications for data source connection in the General Settings tab for

your data source.

Data Source Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select No Auth from the Authentication Method dropdown.

3. Leave the Username and Password fields blank.

4. Select the Enable SSL checkbox.

5. Upload the SSL certificate in the SSL certificate field. Ensure that the certificate file type is .jks. To obtain the

SSL certificate,

a. In Cloudera Manager, go to Actions > View Client Configuration URLs.

b. Click on the HIVE URL to download the .zip file.

c. Extract the contents of the .zip file.

d. Open the ssl-client.xml file in an editor of your choice.
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e. Copy the Truststore file (SSL certificate) and the Truststore password.

f. Use the Truststore password for the Truststore Password field.

6. Specify the Truststore Password in the Truststore Password field.

7. Select the transport protocol to use in the thrift layer in the Transport Mode field. The binary is the default

protocol used for the SSL and no authentication type.

8. Provide the http path in the HTTP Path field.

This field is required if you select http protocol in the Transport Mode field.

9. Click Save.

SSL and Username Authentication

Configure a combination of SSL and username authentications for data source connection in the General Settings tab

for your data source.

Data Source Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select Username/Password from the Authentication Method dropdown.

3. Specify the service account username in the Username field.

4. Leave the Password field blank.

5. Select the Enable SSL checkbox.

6. Upload the SSL certificate in the SSL certificate field. Ensure that the certificate file type is .jks. To obtain the

SSL certificate,

a. In Cloudera Manager, go to Actions > View Client Configuration URLs.

b. Click on the HIVE URL to download the .zip file.

c. Extract the contents of the .zip file.

d. Open the ssl-client.xml file in an editor of your choice.

e. Copy the Truststore file (SSL certificate) and the Truststore password.

f. Use the Truststore password for the Truststore Password field.

7. Specify the Truststore Password in the Truststore Password field.

8. Select the transport protocol to use in the thrift layer in the Transport Mode field. The binary is the default

protocol used for the SSL and no authentication type.

9. Provide the http path in the HTTP Path field.

This field is required if you select http protocol in the Transport Mode field.

10. Click Save.
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SSL, Username, and Password Authentication

Configure a combination of SSL, username, and password authentications for data source connection in the General

Settings tab for your data source.

Data Source Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select Username/Password from the Authentication Method dropdown.

3. Specify the service account username in the Username field.

4. Specify the service account password in the Password field.

5. Select the Enable SSL checkbox.

6. Upload the SSL certificate in the SSL certificate field. Ensure that the certificate file type is .jks. To obtain the

SSL certificate,

a. In Cloudera Manager, go to Actions > View Client Configuration URLs.

b. Click on the HIVE URL to download the .zip file.

c. Extract the contents of the .zip file.

d. Open the ssl-client.xml file in an editor of your choice.

e. Copy the Truststore file (SSL certificate) and the Truststore password.

f. Use the Truststore password for the Truststore Password field.

7. Specify the Truststore Password in the Truststore Password field.

8. Select the transport protocol to use in the thrift layer in the Transport Mode field. The binary is the default

protocol used for the SSL and no authentication type.

9. Provide the http path in the HTTP Path field.

This field is required if you select http protocol in the Transport Mode field.

10. Click Save.

SSL, Kerberos, Username, and Password Authentication

Configure a combination of SSL, Kerberos, username, and password authentications for data source and metastore

connections in the General Settings tab for your data source.
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Data Source Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select Kerberos/Username/Password from the Authentication Method dropdown.

3. Specify the service account username in the Username field.

4. Leave the Password field blank.

5. Select the Enable SSL checkbox.

6. Upload the SSL certificate in the SSL certificate field. Ensure that the certificate file type is .jks. To obtain the

SSL certificate,

a. In Cloudera Manager, go to Actions > View Client Configuration URLs.

b. Click on the HIVE URL to download the .zip file.

c. Extract the contents of the .zip file.

d. Open the ssl-client.xml file in an editor of your choice.

e. Copy the Truststore file (SSL certificate) and the Truststore password.

f. Use the Truststore password for the Truststore Password field.

7. Specify the Truststore Password in the Truststore Password field.

8. Select the transport protocol to use in the thrift layer in the Transport Mode field. The binary is the default

protocol used for the SSL and no authentication type.

9. Provide the http path in the HTTP Path field.

This field is required if you select http protocol in the Transport Mode field.

10. Upload the krb5.conf file in the Kerberos Configuration File field.

11. Specify the Impala Kerberos Principal in the Impala Kerberos Principal field.

12. Click Save.

SSL, Kerberos, Username, and Keytab Authentication

Configure a combination of SSL, Kerberos, Username, and Keytab authentications for data source and metastore

connections in the General Settings tab for your data source.
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Data Source Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select Kerberos/Username/Keytab from the Authentication Method dropdown.

3. Specify the service account username in the Username field.

4. Leave the Password field blank.

5. Select the Enable SSL checkbox.

6. Upload the SSL certificate in the SSL certificate field. Ensure that the certificate file type is .jks. To obtain the

SSL certificate,

a. In Cloudera Manager, go to Actions > View Client Configuration URLs.

b. Click on the HIVE URL to download the .zip file.

c. Extract the contents of the .zip file.

d. Open the ssl-client.xml file in an editor of your choice.

e. Copy the Truststore file (SSL certificate) and the Truststore password.

f. Use the Truststore password for the Truststore Password field.

7. Specify the Truststore Password in the Truststore Password field.

8. Select the transport protocol to use in the thrift layer in the Transport Mode field. The binary is the default

protocol used for the SSL and no authentication type.

9. Provide the http path in the HTTP Path field.

This field is required if you select http protocol in the Transport Mode field.

10. Upload the krb5.conf file in the Kerberos Configuration File field.

11. Upload the keytab file in the Keytab field.

12. Specify the Impala Kerberos Principal in the Impala Kerberos Principal field.

13. Click Save.

Kerberos, Username, and Password Authentication

Configure a combination of Kerberos, username, and password authentications for metastore connection in the General

Settings tab for your data source.
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Data Source Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select Kerberos/Username/Password from the Authentication Method dropdown.

3. Specify the service account username in the Username field.

4. Specify the service account username in the Password field.

5. Select the transport protocol to use in the thrift layer in the Transport Mode field. The binary is the default

protocol used for the SSL and no authentication type.

6. Provide the http path in the HTTP Path field.

This field is required if you select http protocol in the Transport Mode field.

7. Upload the krb5.conf file in the Kerberos Configuration File field.

8. Specify the Impala Kerberos Principal in the Impala Kerberos Principal field.

9. Click Save.

Metastore Connection

1. Provide the Metastore URI in the Metastore URI field.

thrift://<hostname>:<port>

Example:

thrift://ip-10-13-28-190.alation-test.com:9083

2. Select the Use Datasource Auth Credentials checkbox to use the same connection credentials used for the Data

Source Connection and skip to Step 6. Else, for different credentials, clear this checkbox.

3. Select Kerberos/Username/Password from the Metastore Authentication Method dropdown.

4. Specify the metastore username in the Metastore Username field.

5. Specify the metastore password in the Metastore Password field.

6. Upload the krb5.conf file in the Metastore Kerberos Configuration File field.

7. Specify the Metastore Kerberos Principal in the Metastore Kerberos Principal field.

8. Select the required Hadoop RPC Protection value from the Hadoop RPC Protection dropdown.

9. Click Save.
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Kerberos, Username, and Keytab Authentication

Configure a combination of Kerberos, Username, and Keytab authentications for metastore connection in the General

Settings tab for your data source.

Data Source Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select Kerberos/Username/Keytab from the Authentication Method dropdown.

3. Specify the service account username in the Username field.

4. Specify the service account username in the Password field.

5. Select the transport protocol to use in the thrift layer in the Transport Mode field. The binary is the default

protocol used for the SSL and no authentication type.

6. Provide the http path in the HTTP Path field.

This field is required if you select http protocol in the Transport Mode field.

7. Upload the krb5.conf file in the Kerberos Configuration File field.

8. Upload the keytab file in the Keytab field.

9. Specify the Impala Kerberos Principal in the Impala Kerberos Principal field.

10. Click Save.

Metastore Connection

1. Provide the Metastore URI in the Metastore URI field.

thrift://<hostname>:<port>

Example:

thrift://ip-10-13-28-190.alation-test.com:9083

2. Select the Use Datasource Auth Credentials checkbox to use the same connection credentials used for the Data

Source Connection and skip to Step 6. Else, for different credentials, clear this checkbox.

3. Select Kerberos/Username/Keytab from the Metastore Authentication Method dropdown.

4. Specify the metastore username in the Metastore Username field.

5. Specify the metastore password in the Metastore Password field.

6. Upload the krb5.conf file in the Metastore Kerberos Configuration File field.

7. Upload the keytab file in the Metastore Keytab field.

8. Specify the Metastore Kerberos Principal in the Metastore Kerberos Principal field.
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9. Upload the keytab file in the Metastore Keytab field.

10. Select the required Hadoop RPC Protection value from the Hadoop RPC Protection dropdown.

11. Click Save.

Public Cloud CDP Distribution

If you choose to use Public Cloud as the CDP Distribution type in the General Settings tab, perform these steps to

configure data source and metastore connection

Data Source Connection

1. Provide the JDBC URI in the JDBC URI field.

impala://<hostname>:<port>

Example:

impala://ip-10-13-28-190.alation-test.com:443

2. Select Username/Password from the Authentication Method dropdown.

3. Specify the service account username in the Username field.

4. Specify the service account password in the Password field.

5. Select the Enable SSL checkbox.

a. Leave the JDBC SSL certificate field blank.

b. Leave the TrustStore Password field blank.

6. Select the required transport mode from the Transport Mode dropdown. The default value for this field is http.

7. Provide the http path in the HTTP Path field. This field is required if transport mode is http.

8. Click Save.

Metastore Connection

You can configure metastore connection for a combination of:

• Kerberos, Username, and Password Authentication types.

• Kerberos, Username, and Keytab Authentication types.

6.45 Informatica PowerCenter OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Informatica PowerCenter OCF connector.
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6.45.1 Informatica PowerCenter Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF Connector for Informatica PowerCenter was developed by Alation.

To download the Informatica PowerCenter OCF connector package, go to the Alation Connector Hub available from the

Customer Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to

the Customer Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal,

contact Alation Support.

This connector should be used to catalog Informatica PowerCenter metadata for the following data sources:

• Oracle

• DB2

• SQL Server

This connector extracts Informatica PowerCenter Repository objects such as folders, mappings, transformations, sessions,

and workflows. Users will be able to search and find Informatica PowerCenter objects, curate Informatica PowerCenter

object pages, and understand the business transformation on their data from the Alation user interface.

Team

The following administrators are required to install this connector:

• Alation Server Admin:

– Installs the connector

– Creates a Informatica PowerCenter source
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Scope

The table below shows what features are covered by this connector:
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Feature Scope Availability

Data source List of source tables

List and count of all extracted tables

List of source tables used in map-

pings

List of source tables used as short-

cuts

List of source tables, mapping

names, and source database names

Yes

Schema List of all the folders in the reposi-

tory

Yes

Table List of target tables Yes

Table.Columns List of target columns Yes

Table.Columns.DataType List of target column datatypes Yes

Transformation List of all transformations Yes

Expression List of all expression transforma-

tions that use the concat function

List of all port details of an expres-

sion transformations

List of all expression transformation

port links

Yes

Joiner List of joiner transformations Yes

Aggregator List of aggregator transformations Yes

Router List of router transformations Yes

Sorter List of sorter transformations Yes

Filter List of filter transformations Yes

Normalizer List of normalizer transformations Yes

Sequence List of sequence generator value

List of sequence transformations

Yes

Lookup List of tables used as lookups

Lookup SQL

Yes

Stored Procedures List of stored procedures transforma-

tions

Yes

External Procedures List of external procedures transfor-

mations

Yes

Sessions List session names Yes

Workflow List workflow names

List workflows whose server is not

assigned

Yes

Worklet List worklet names

List hierarchies of all workflows and

it worklets

Yes

Domain Domain information No

Repository Repository information Yes

Folder List folder details

List of shared folders

List of users and groups having priv-

ileges on folders

List of folder owners

Yes

SQL Override SQL and lookup SQL

List of transformation using SQL

overrides

Yes
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Informatica PowerCenter Object Hierarchy

6.45.2 Informatica PowerCenter Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Follow these steps to perform the required configuration for the Informatica PowerCenter connector on the Informatica

PowerCenter side and in Alation. This connector can be used to perform only Metadata Extraction and other features

are not supported.

Preliminaries

Create a User

Create a user for the Informatica PowerCenter repository, refer to Creating a User.

Permissions

The following permission is required for the Informatica PowerCenter repository to access the metadata:

• Read access

JDBC URI

When building the URI, include the following components:

• Host

• Port

– Oracle - 1521

– DB2 - 50000

– SQL Server - 1433
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• Database name

URI Format for Oracle Data Source

oracle:thin:@<Host>:<Port>/<Database_Name>

Example:

oracle:thin:@11.132.126.242:1521/Data

URI Format for DB2 Data Source

db2://:<Host>:<Port>/<Database_Name>

Example:

db2://52.64.198.47:50000/data

URI Format for SQL Server Data Source

sqlserver://<Host>:<Port>;databaseName=<Database_Name>

Example:

sqlserver://10.22.146.138:1433;databaseName=data

Alation Setup and Authentication

STEP 1: Install the Connector

Important: Installation of an OCF connector requires Alation Connector Manager to be installed as a

prerequisite.

1. If this has not been done on your instance, install Alation Connector Manager using the steps in: Install Alation

Connector Manager.

2. Make sure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page: refer to Manage Connector Dashboard.
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STEP 2: Create and Configure a New Informatica PowerCenter Data Source

1. Log in to the Alation instance and add a new Informatica PowerCenter source: Apps > Sources > Add > Data

Source.

2. Provide the Title for data source and click on Continue Setup.

3. Select Database Type as follows based on the data source types from the dropdown menu:

• Alation InfaOra OCF Connector

• Alation Infa DB2 OCF Connector

• Alation Infa SQLServer OCF Connector

You will be navigated to your new Informatica PowerCenter connectors Settings page.
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General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab:

1. Application Settings - Skip the Application Settings section because it is not relevant to this data source.

2. Specify Connector Settings:

Parameter Description

Data Source Connection

JDBC URI Provide the JDBC URI :

• For Oracle data source, use URI Format for Oracle

Data Source

• For DB2 data source, use URI Format for DB2

Data Source

• For SQL Server data source, use URI Format for

SQL Server Data Source

Username Provide the Informatica PowerCenter repository user-

name.

Password Provide the Informatica PowerCenter repository pass-

word.

Logging Information

Log Level Select the Log Level to generate logs. The available

log levels are based on the log4j framework.

4. Click Save.

5. Skip the Obfuscate Literals toggle because it is not relevant to this data source.

6. Under Test Connection, click Test to validate network connectivity.

Deleting the Data Source

You can delete your data source from the General Settings tab. Under Delete Data Source, click Delete to delete the

data source connection.
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Metadata Extraction

You can perform automated extraction or run a manual extraction for the data source.

Application Settings

• Enable Raw Metadata Dump or Replay: The options in this drop list can be used to dump the extracted metadata

into files in order to debug extraction issues before ingesting the metadata into Alation. This feature can be used

during testing in case there are issues with MDE. It breaks extraction into two steps: first, the extracted metadata is

dumped into files and can be viewed; and second, it can be ingested from the files into Alation. It is recommended

to keep this feature enabled only if debugging is required.

– Enable Raw Metadata Dump: Select this option to save the extracted metadata into a folder for debugging

purposes. The dumped data will be saved in four files (attribute.dump, function.dump, schema.dump,

table.dump) in the folder opt/alation/site/tmp/ inside Alation shell.

– Enable Ingestion Replay: Select this option to ingest the metadata from the dump files into Alation.
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– Off - Disable the Raw Metadata Dump or Replay feature. Extracted metadata will be ingested into Alation.

Connector Settings

Datasource Connection

Not applicable.

Query Based Extraction

Not applicable.

Selective Extraction

Not applicable.

Automated and Manual Extraction

If you wish to automatically update the metadata extracted into the Catalog, under Automated and Manual Extraction,

turn on the Enable Automated Extraction switch and select the day and time when metadata must be extracted. The

metadata extraction will be automatically scheduled to run on the selected schedule.

Troubleshooting

Refer to Troubleshooting.

6.46 Kafka OCF Connector (Public Preview)

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for Kafka.

6.46.1 Kafka OCF Connector: Overview (Public Preview)

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for Apache Kafka is available as a Zip file from Alation’s Connector Hub (requires a login via the

Alation Customer Portal). The connector file can be uploaded and installed in the Alation application. The connector is

compiled together with the required database driver, so no additional effort is needed to procure and install the driver.

This connector should be used to catalog Apache Kafka or Confluent Kafka as a data source on Alation on-premise

and Cloud Service instances. It extracts and catalogs such database objects as schemas, tables, and columns. After

the metadata is extracted, it is represented in the data catalog as a hierarchy of catalog pages under the parent data

source. Alation users can leverage the full catalog functionality to search for and find the extracted metadata, curate the

corresponding catalog pages, create documentation about the data source, and exchange information about it.
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Team

The following administrators are required to install this connector:

• Kafka administrator:

– Creates a service account with the required privileges to extract metadata.

– Provides the JDBC URI.

– Provides the authentication information and assists in configuring the authentication.

• Alation administrator:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Installs the connector.

– Creates and configures a Kafka data source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

Scope

The table below lists the features supported by the connector.

Feature Scope

Authentication

Basic Authentication with a service account created on the database using username, passw

SSL Connection over the TLS protocol

LDAP Authentication with the LDAP protocol

OAuth Authentication with the OAuth 2.0 protocol.

SSO Authentication using an SSO flow through an IdP application

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on the JDBC driver methods in the connector code

Custom query-based MDE Extraction of metadata based on extraction queries provided by a user

Extracted metadata objects

Data Source Data source object in Alation that is parent to the extracted metadata

Schemas List of schemas

Tables List of tables

Columns List of columns

Column data types Column data types

Views List of views

Source comments Source comments

Primary keys Primary key information for extracted tables

Foreign keys Foreign key information for extracted tables

Functions Extraction of function metadata

Function definitions Extraction of function definition metadata

Sampling and Profiling

Table sampling Retrieval of data samples from extracted tables

Column sampling Retrieval of data samples from extracted columns

Deep column profiling On-demand profiling of specific columns with the calculation of value distribution

Dynamic profiling On-demand table and column profiling by individual users who use their own database

Custom query-based table sampling Ability to use custom queries for sampling specific tables

Custom query-based column profiling Ability to use custom queries for profiling specific columns
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Table 20 – continued from previous page

Feature Scope

Query Log Ingestion (QLI)

Not supported

Lineage

Not supported

Compose

Customer-managed (on-premise) Alation instances Availability of Compose on on-premise instances of Alation

Alation Cloud Service instances Depending on your network configuration, you may be using Alation Agent to connect

Basic authentication in Compose Authentication in Compose with username and password

SSO via OAuth Authentication in Compose using the OAuth protocol

6.46.2 Prerequisites

Before you install the Kafka OCF connector, ensure that you have performed the following:

• Enable Network Connectivity

• Create a Service Account

• Authentication Schemes

Enable Network Connectivity

Open the outbound TCP port 443 to the Confluent Kafka server.

Create a Service Account

Create a service account for Kafka. Refer to Service Accounts for Confluent Cloud.

Permissions

Make sure that the service account has the following permissions:

• Cluster resource permissions:

– Create

– Describe

– IdempotentWrite: For producers in Idempotent mode

– InitProducerId(idempotent): To initialize the producer(Optional)

• Topics resource permissions:

– Alter

– Create

– Describe

– Read

– Write
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Authentication Schemes

This section describes the prerequisites for the authentication schemes the Kafka OCF connector supports.

Azure Service Principal

To use Azure Service Principal authentication, you must set up the ability to assign a role to the authentication application

and then register an application with the Azure AD tenant to create a new Service Principal. That new Service Principal

can then leverage the assigned role-based access control to access resources in your subscription.

In portal.azure.com:

1. Create a custom OAuth AD application; see Register a Custom OAuth Application.

2. Open the Subscriptions page.

3. Select the subscription to assign the application.

4. Open Access control (IAM).

5. Select Add > Add role assignment.

6. In the Add role assignment page, assign the Owner role to your custom Azure AD application.

Register a Custom OAuth Application

1.Log in to https://portal.azure.com.

2. Go to Azure Active Directory > applicationRegistrations in the left navigation pane.

3. Click New Registration.

4. Provide a name for the application.

5. Select the desired tenant setup:

• Single-tenant or multi-tenant

• Public or private use

• If you select the default option, “Accounts in this organizational directory only”, you must set

the AzureTenant connection property to the ID of the Azure AD Tenant when establishing a

connection with the Alation OCF Connector for Apache Kafka. Otherwise, the authentication

attempt fails with an error.

• If your application is private, specify Accounts in this organization directory only.

• If you want to distribute your application, choose one of the multi-tenant options.

6. Set the redirect URL to http://localhost:33333 (default) or specify a different port and set

CallbackURL to the exact reply URL you defined.

7. Click Register to register the new application. An application management screen displays.

Copy the value in the Application (client) ID as the OAuthClientId and the Directory (tenant) ID as

the AzureTenant to your local machine.

8. Navigate to Certificates & Secrets and define the application authentication type:

• For certificate authentication: Select Upload certificate, then upload the certificate from your

local machine.
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• For creating a new client secret: Select New Client Secret for the application and specify its

duration. After saving the client secret, Kafka displays the OAuthClientSecret as a key value.

Copy the OAuthClientSecret to your local machine, which is displayed only once.

9. Select API Permissions > Add > Delegated permissions.

10. Save your changes.

11. If you have specified the use of permissions that require admin consent (such as the Application

Permissions), you can grant them from the current tenant on the API Permissions page.

6.46.3 Set Up Kafka OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the Kafka connector and configure a new Kafka data source to start using the connector.

Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.
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Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Configure a New Kafka Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Apache Kafka OCF connector.

6.46.4 Configure Connection to Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you install the Kafka OCF connector, you must configure the connection to the Kafka data source.

The various steps involved in configuring the Kafka data source connection setting are:

1. Provide Access

2. Connect to Data Source

Provide Access

Go to the Access tab on the Settings page of your Kafka data source, set the data source visibility using these options:

• Public Data Source — The data source is visible to all users of the catalog.

• Private Data Source — The data source is visible to the users allowed access to the data source by Data Source

Admins.

You can add new Data Source Admin users in the Data Source Admins section.
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Connect to Data Source

To connect to the data source, you must perform these steps:

Application Settings

Specify Application Settings if applicable. Save the changes after providing the information by clicking Save.

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Datasource Connection

Not applicable.
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Authentication

Specify Authentication Settings. Save the changes after providing the information by clicking Save.
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Parameter Description

Auth Scheme Select the auth scheme used for authentication with the

Kafka broker from the dropdown.

• Auto - Enables the provider to decide automatically

based on the other connection properties you have

set. This is the default option.

• None - Any authentication will be used, and you

can connect to the data source without specifying

the user credentials.

• Plain - The plain text login module will be used.

• SCRAM - The SCRAM login module will be used

with SHA-256 hashing.

• SCRAM-SHA-512 - The SCRAM login module

will be used with SHA-512 hashing.

• Kerberos - Kerberos authentication will be used;

when using this value, the system Kerberos config-

uration file should be specified.

• SSLCertificate - SSL client certificate authentica-

tion will be used.

Any of the following auth schemes can be selected if

connecting to Azure Event Hubs:

• AzureAD - Set this to perform Azure Active Di-

rectory OAuth authentication.

• AzureMSI - Set this to automatically obtain Man-

aged Service Identity credentials when running on

an Azure VM.

• AzureServicePrincipal - Set this to authenticate as

an Azure Service Principal using a Client Secret.

• AzureServicePrincipalCert - Set this to authenti-

cate as an Azure Service Principal using a Certifi-

cate.

See Appendix - Authentication Schemes to know more

about the configuration fields required for each authenti-

cation scheme.

User Specify the username to authenticate Kafka.

Passwords Specify the password that authenticates Kafka.

Bootstrap Servers Specify the address of the Kafka Bootstrap Servers. All

the Azure auth types must set this property in addition to

the auth-specific properties.

Set this to https://mynamespace.servicebus.

windows.net:9092

Topic Specify the topic used for read and write operations.

Use SSL Select this check box to use SSL authentication. This

check box will be automatically selected if SSLCertifi-

cate is selected in Auth Scheme.

6.46. Kafka OCF Connector (Public Preview) 1623



Alation User Guide

Connection

Specify Connection properties. Save the changes after providing the information by clicking Save.

Parameter Description

Consumer Group ID Specify the group that consumers created by the driver should belong to.

Auto Commit Select the checkbox if the Kafka consumer should auto-commit after each poll.

Azure Authentication

Specify Azure Authentication properties. Save the changes after providing the information by clicking Save.

Parameter Description

Azure Tenant Specify the Microsoft online tenant used to access data. If not specified, your default tenant is

used.

Azure Resource Specify the Azure Active resource to authenticate (used during Azure OAuth exchange).

OAuth

Specify OAuth properties. Save the changes after providing the information by clicking Save.
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Parameter Description

Initiate OAuth Select any of the property from the dropdown to initiate

the process to obtain or refresh the OAuth access token

when you connect.

• OFF

• GETANDREFRESH

• REFRESH

OAuth Client Id Specify the client ID assigned when you register your

application with an OAuth authorization server.

OAuth Client Secret Specify the client secret assigned when you register your

application with an OAuth authorization server.

OAuth Access Token Specify the access token for connecting using OAuth.

OAuth Verifier The verifier code returned from the OAuth authorization

URL.

OAuth Refresh Token The OAuth refresh token for the corresponding OAuth

access token.

OAuth Expires In Specify the lifetime in seconds of the OAuth AccessTo-

ken.

OAuth Token Timestamp The Unix epoch timestamp in milliseconds when the

current Access Token was created.

Kerberos

Specify Kerberos properties. Save the changes after providing the information by clicking Save.

Parameter Description

Kerberos Keytab File The Keytab file contains your pairs of Kerberos principals and encrypted keys.

Kerberos SPN Specify the service principal name (SPN) for the Kerberos Domain Controller.

Kerberos Service Name Specify the name of the Kerberos service that you want to authenticate with.

Use Kerberos Ticket

Cache.

Select this checkbox to use a ticket cache with the logged-in user instead of a keytab

file.
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SSL

Note: The SSL authentication is not supported in this release. However, you can specify the SSL certificate content for

an SSL handshake if the cluster/broker on Kafka is using SSL.

Specify SSL properties. Save the changes after providing the information by clicking Save.
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Parameter Description

SSL Server Cert Specify the SSL server certificate used to validate to the

Kafka broker.

SSL Server Cert Type Select the format of the SSL server certificate used to

verify the Kafka broker from the drop-down:

• USER

• JKSFILE

• PEMKEY_FILE

• PEMKEY_BLOB

SSL Server Cert Password Specify the password used to decrypt the certificate in the

SSL Server Cert. Leave this field blank if the certificate

is not password protected.

SSL Client Cert Specify the SSL client certificate used to connect to the

Kafka broker.

SSL Client Cert Type Select the format of the SSL client certificate used to

connect to the Kafka broker from the drop-down:

• JKSFILE

• PFXFILE

• PEMKEY_FILE

• PEMKEY_BLOB

SSL Client Cert Password Specify the password used to decrypt the certificate in

SSL Client Cert.

SSL Identification Algorithm Specify the endpoint identification algorithm used by

the Kafka data provider client app to validate the server

hostname.

Schema Registry

Specify Schema Registry properties. Save the changes after providing the information by clicking Save.
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Parameter Description

Registry Url Specify the server for the schema registry. When this

property is specified, the driver will read the Apache

Avro schema from the server.

Registry Type Select the type of schema specified for the specific topic.

• AUTO

• JSON

• AVRO

Registry Service Select the schema registry service for working with topic

schemas.

• Confluent

• AWSGlue

Registry Auth Scheme Select the auth scheme used to authenticate to the schema

registry.

• Auto

• None

• Basic

• SSLCertificate

Registry User Specify the username to authorize with the server speci-

fied in Registry Url.

Registry Password Specify the password to authorize with the server speci-

fied in Registry Url.

Registry Client Cert Specify the TLS/SSL client certificate store for SSL

Client Authentication with the schema registry.

Registry Client Cert Type Select the type of key store used by the TLS or SSL client

certificate specified in Registry Client Cert.

Registry Client Cert Password Specify the password for the TLS or SSL client certificate

given in Registry Client Cert.

Registry Client Cert Subject Specify the subject of the TLS or SSL client certificate

given in Registry Client Cert.

Registry Version Specify the version of the schema read from Registry Url

for the specified topic.

Registry Server Cert Specify the certificate to be accepted from the schema

registry when connecting using TLS or SSL.

Firewall

Specify Firewall properties. Save the changes after providing the information by clicking Save.
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Parameter Description

Firewall Type Specify the protocol the proxy-based firewall uses for

traffic tunneling.

• TUNNEL: Opens a connection to Kafka and traffic

flows back and forth through the proxy.

• SOCKS4: Sends data through the SOCKSv4 proxy

as specified in the Firewall Server and Firewall

Port.

• SOCKS5: Sends data through the SOCKSv5 proxy

as specified in the Firewall Server and Firewall

Port.

Firewall Server Specify the hostname, DNS name, or IP address of the

proxy-based firewall.

Firewall Port Specify the TCP port of the proxy-based firewall.

Firewall User Specify the user name to authenticate with the proxy-

based firewall.

Firewall Password Specify the password to authenticate with the proxy-

based firewall.
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Proxy

Specify Proxy properties. Save the changes after providing the information by clicking Save.
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Parameter Description

Proxy Auto Detect Select the checkbox to use the system proxy settings.

This takes precedence over other proxy settings, so do

not select this checkbox to use custom proxy settings.

Proxy Server Specify the hostname or IP address of a proxy to route

HTTP traffic through.

Proxy Port Specify the TCP port the Proxy Server proxy is running

on.

Proxy Auth Scheme Select the authentication type to authenticate to the Proxy

Server from the drop-down:

• BASIC

• DIGEST

• NONE

• NEGOTIATE

• NTLM

• PROPRIETARY

Proxy User Specify the user name to authenticate the ProxyServer.

Proxy Password Specify the password of the Proxy User.

Proxy SSL Type Select the SSL type when connecting to the ProxyServer

from the drop-down:

• AUTO

• ALWAYS

• NEVER

• TUNNEL

Proxy Exceptions Specify the list (separated by semicolon) of destina-

tion hostnames or IPs that are exempt from connecting

through the Proxy Server.

Logging

Specify Logging properties. Save the changes after providing the information by clicking Save.
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Param-
eter

Description

Ver-

bosity

Specify the verbosity level between 1 to 5 to include details in the log file.

Log

Mod-

ules

Includes the core modules in the log files. Add module names separated by a semi-colon. By default, all

modules are included.

Max

Log File

Count

Specify the maximum file count for log files. After the limit, the log file is rolled over, and time is

appended at the end of the file. The oldest log file is deleted.

Maximum Value: 2

Default: -1. A negative or zero value indicates unlimited files.

View the connector logs in Admin Settings > Server Admin > Manage Connectors > Kafka OCF connector.

Schema

Specify Schema properties. Save the changes after providing the information by clicking Save.

Pa-
rame-
ter

Description

Brows-

able

Schemas

Specify the schemas as a subset of the available schemas in a comma-separated list. For example, Brows-

ableSchemas=SchemaA,SchemaB,SchemaC.

Ta-

bles

Specify the fully qualified name of the table as a subset of the available tables in a comma-separated list.

Each table must be a valid SQL identifier that might contain special characters

escaped using square brackets, double quotes, or backticks. For example, Ta-

bles=TableA,[TableB/WithSlash],WithCatalog.WithSchema.`TableC With Space`.

Views Specify the fully qualified name of the Views as a subset of the available tables in a comma-separated list.

Each view must be a valid SQL identifier that might contain special charac-

ters escaped using square brackets, double quotes, or backticks. For example,

Views=ViewA,[ViewB/WithSlash],WithCatalog.WithSchema.`ViewC With Space`.
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Miscellaneous

Specify Miscellaneous properties. Save the changes after providing the information by clicking Save.

Parameter Description

Aggregate Messages Select this checkbox to return the message as a whole

string. If the checkbox is not selected, the result will be

parsed and detected fields will appear in the result set.

Batch Size Specify the maximum size of each batch operation to

submit.

When BatchSize is set to a value greater than 0, the batch

operation will split the entire batch into separate batches

of size BatchSize. The split batches will then be sub-

mitted to the server individually. This is useful when

the server has limitations on the request size that can be

submitted.

Setting BatchSize to 0 will submit the entire batch as

specified.

Compression Type: Select the data compression type from the dropdown.

Batches of data will be compressed together.

• NONE - Messages will not be compressed.

• GZIP - Messages will be compressed using gzip.

• SNAPPY - Messages will be compressed using

Snappy.

• LZ4 - Messages will be compressed using lz4.

Connection LifeTime The maximum lifetime of a connection in seconds. Once

the time has elapsed, the connection object is disposed.

The default is 0, indicating no limit to the connection

lifetime.

Consumer Properties Additional options used to configure Kafka consumers.

The provider exposes several Kafka consumer configura-

tion values directly as connection properties. Internally,

these are all mapped into properties passed to the Kafka

client libraries.

If the provider does not expose an option for the

consumer configuration, it can be set here. This

option takes a connection string value and passes

all its options directly to the consumer. For ex-

ample, security.protocol=SASL_SSL; sasl.

mechanism=SCRAM-SHA-512 sets the security.

protocol and sasl.mechanism consumer properties.

Create Table Partitions The number of partitions assigned to a topic created with

CREATE TABLE.

When executing a CREATE TABLE statement, the

provider creates a new empty topic. By default, the

provider creates this new topic with one partition.

You can create topics with more partitions by changing

this setting. This can be useful if you plan on having

multiple consumers process the messages on this topic.

continues on next page
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Table 21 – continued from previous page

Parameter Description

Create Table Replication Factor The number of replicas assigned to a topic created with

CREATE TABLE.

When executing a CREATE TABLE statement, the

provider creates a new empty topic. By default, the

provider creates this topic with a replication factor of

3.

Enable Idempotence Select this checkbox to ensure messages are delivered in

the correct order and without duplicates.

Flatten Arrays Specify the number of elements you want to return from

nested arrays. By default, nested arrays won’t appear if

the Type Detection Scheme is set to SchemaRegistry.

The Flatten Arrays property can be used to flatten the

elements of nested arrays into their columns.

Generate Schema Files Select the user preference for when schemas should be

generated and saved.

• Never - A schema file will never be generated.

• OnUse - A schema file will be generated the first

time a table is referenced, provided the schema file

for the table does not already exist.

• OnStart - A schema file will be generated at con-

nection time for any tables that do not currently

have a schema file.

• OnCreate - A schema file will be generated by

when running a CREATE TABLE SQL query.

Maximum Batch Size Specifies the maximum batch size to gather before send-

ing a request.

Max Rows Limits the number of rows returned when no aggregation

or GROUP BY is used in the query. This takes precedence

over LIMIT clauses.

Message Key Column If specified, the message key sent to Apache Kafka will

be read from this column.

Message KeyType Select the message key type of the pertinent column if

the Message Key Column is specified.

Offset Reset Strategy Select an offset for the consumer group.

Earliest - It will consume any unconsumed messages,

including any message produced before the lifetime of

the consumer group.

Latest - It will only consume messages produced after

creating the consumer group.

Other This field is for properties that are used only in specific

use cases.

continues on next page
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Table 21 – continued from previous page

Parameter Description

Page size Specify the maximum number of rows to fetch from

Kafka.

The provider batches read to Kafka to reduce overhead.

Instead of fetching a single row from the broker every

time a query row is read, the provider will read multiple

rows and save them to the resultset. Only the first row

read from the resultset must wait for the broker. Later

rows can be read out of this buffer directly.

This option controls the maximum number of rows the

provider stores on the resultset. Setting this to a higher

value will use more memory but requires waiting on the

broker less often. Lower values will give lower through-

put while using less memory.

Pool Idle Timeout Specify the allowed idle time for a connection before it

is closed. The default value is 60 seconds.

Pool Max Size The maximum connections in the pool. The default is

100.

Pool Min Size The minimum number of connections in the pool. The

default is 1.

Pool Wait Time The max seconds to wait for an available connection. The

default value is 60 seconds.

Produce Meta Select this checkbox to send a meta message while pro-

ducing the outgoing message. This option is only used if

Serialization Format is set to CSV.

Producer Properties Additional options used to configure Kafka producers.

Pseudo Columns This property indicates whether or not to include pseudo

columns as columns to the table.

Read Duration Specify the duration for which additional messages are

allowed.

Read only Select this checkbox to enforce read-only access to Kafka

from the provider.

Row Scan Depth Specify the maximum number of messages to scan for

the columns in the topic.

Setting a high value may decrease performance. Set-

ting a low value may prevent the data type from being

determined properly.

Serialization Format Select the serialization format from the dropdown:

• NONE

• AUTO

• JSON

• CSV

• XML

• AVRO

Timeout Specify the value in seconds until the timeout error is

thrown, canceling the operation.

continues on next page
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Table 21 – continued from previous page

Parameter Description

Type Detection Scheme Select the type detection scheme from the dropdown:

• None - This will return all columns as string type.

• RowScan - This will scan rows to determine the

data type.

• SchemaRegistry - This will determine the use of

the Schema Registry API and use a list of prede-

fined AVRO schemas.

• MessageOnly - This will push all information as

a single aggregate value on a column named Mes-

sage.

Use Confluent Avro Format Select this checkbox to specify how Avro data should be

formatted during an INSERT.

Use Connection Pooling Select this checkbox to enable connection pooling.

User Defined Views Specify the file path pointing to the JSON configuration

file containing your custom views.

Validate Registry Topics Select this checkbox to validate schema registry topics

against the Kafka broker.

Note: This is applicable only when the Type Detection

Scheme is set to SchemaRegistry.

Obfuscate Literals

Obfuscate Literals — Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. Disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Note: You can only test connectivity after providing the authentication information.

Metadata Extraction

This connector supports metadata extraction (MDE) based on default queries built in the connector code but does not

support custom query-based MDE. You can configure metadata extraction on the Metadata Extraction tab of the

settings page.

For more information about the available configuration options, see Configure Metadata Extraction for OCF Data

Sources.
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Compose

For details about configuring the Compose tab of the Settings page, refer to Configure Compose for OCF Data Sources.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

Not supported.

Troubleshooting

Refer to Troubleshooting for information about logs.

6.46.5 Appendix - Authentication Schemes

The Kafka OCF connector supports various authentication schemes in configurations. You can use any of the authenti-

cation schemes while configuring and this section explains the configuration fields required for each authentication

schemes.

• Azure MSI

• SCRAM-SHA-512

• Auto

• AzureServicePrincipalCert

• AzureServicePrincipal

• Kerberos

• None

• SSLCertificate

• Plain

• AzureAD

• Plain

• SCRAM

Azure MSI

Set the Auth Scheme to Azure MSI.

6.46. Kafka OCF Connector (Public Preview) 1639



Alation User Guide

SCRAM-SHA-512

Specify the values in the following fields for SCRAM-SHA-512 authentication scheme:

• Set the Auth Scheme to SCRAM-SHA-512

• User

• Password

Auto

Not supported.

AzureServicePrincipalCert

Not supported.

AzureServicePrincipal

Specify the values in the following fields for SCRAM-SHA-512 authentication scheme:

• OAuth Client ID

• OAuth Client Secret

• Set Initiate OAuth to Refresh

• AzureTenant

Kerberos

Specify the values in the following fields for Kerberos authentication scheme:

• Auth Scheme - Set this to KERBEROS.

• Kerberos Service Name - This should match to the principal name of the Kafka brokers. For example, if the

principal is kafka/kafka1.hostname.com@EXAMPLE.COM, then Kerberos Service Name must be set to kafka.

• Kerberos SPN - Set this to the service and host of the Apache Kafka Kerberos Principal. This will be the value prior

to the @ symbol. For example, for kafka/kafka1.hostname.com is the principal value for kafka/kafka1.

hostname.com@EXAMPLE.COM.

• Select Use Kerberos Ticket Cache checkbox in order to use a ticket cache instead of specifying the keytab file.

In that case, the Kerberos Keytab File will be ignored even if it’s specified.

None

Set the Auth Scheme to None to connect to Kafka (on-premise) without setting any authentication connection properties.
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SSLCertificate

Note: The SSL authentication is not supported in this release. However, you can specify the SSL certificate content for

an SSL handshake if the cluster/broker on Kafka is using SSL.

Plain

Specify the values in the following fields for Plain authentication scheme:

• Set the Auth Scheme to Plain

• User

• Password

AzureAD

Not supported.

SCRAM

Specify the values in the following fields for the SCRAM authentication scheme:

• Set the Auth Scheme to SCRAM

• User

• Password

6.47 MicroStrategy OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for MicroStrategy.

6.47.1 MicroStrategy OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation
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January 31, 2023

MicroStrategy OCF Connector: Version 1.1.0

Enhancements

Support for Table Level Lineage

From Alation version 2023.3.5 or newer, you can now view Table Level Lineage for in-memory cubes using cross

system lineage API using the MicroStrategy OCF connector.

December 06, 2023

MicroStrategy OCF Connector: Version 1.0.2

Compatible Alation Version - 2023.1 or higher

Fixed Issues

Unable to Access the Microstrategy Server Using External Source Links on Alation

When navigating to the Microstrategy OCF connector from a link on a report or dashboard, the MicroStrategy Web

Server displays an error if the user is not already logged in to the Microstrategy Server. Alation now allows you to

configure a new optional setting (I-Server) that redirects users to the corresponding object page without an error.

6.47.2 MicroStrategy OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for MicroStrategy is developed by Alation and is available as a Zip file. You can upload and install

the Zip file in the Alation application.

The latest MicroStrategy OCF connector package can be downloaded from the Connector Hub on the Alation Customer

Portal. Ask an Alation admin with access to the Customer Portal to download the connector from the Connectors section

(Customer Portal > Connectors).

This connector should be used to catalog MicroStrategy Cloud and MicroStrategy On-premise (version 2021 and later)

as a data source on Alation on-premise and Cloud Service instances. It extracts MicroStrategy objects such as projects,

folders, reports, report fields, documents, dossiers, and cubes. After the metadata is extracted, it is represented in the

data catalog as a hierarchy of catalog pages under the parent BI source. Alation users can leverage the full catalog

functionality to search for and find the extracted metadata, curate the corresponding catalog pages, create documentation

about the data source, and exchange information.
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Team

The following administrators are required to install this connector:

• MicroStrategy Admin:

– Provides the connection information

– Provides the SSL certificate

– Creates a service account with the necessary permissions

• Alation Server Admin:

– Installs the connector

– Creates a BI source

– Configures the BI source

Scope

The table below describes which metadata objects this connector extracts and which operations are supported.

Feature Scope Avail-
ability

MicroStrategy BI source The MicroStrategy instance is represented as a BI source. Yes

Projects Extract projects Yes

Folders Extract folders Yes

Reports Extract reports in a project. Yes

Report prompts Extract the prompts that appear in reports. No

Report attributes Extract reports attributes in reports. Yes

Report metrics Extract dimensions, measures, and measure expressions of report

objects.

Yes

Report derived metrics Extract derived metrics of reports. No

Report owner Extract information about the owner or author who created the

report.

Yes

Report previews Extract report previews. No

Dossiers and documents Extract dossiers and documents. Yes

Dossiers or documents attribute and

metrics

Extract attributes and metrics of dossiers and documents. Yes

Dossier owner or documents owner Extract information about the owner or author who created dossiers

or documents.

Yes

Dossiers or document derived met-

rics

Extract derived metrics of dossiers or documents. No

Cubes Extract dimensions and measure of a dashboard object. Yes

Cubes metric and attributes Ability to show a thumbnail image of reports and dashboards. Yes

Cubes owner Extract information about the owners or authors who created a

cube.

Yes

Connections Extract connection objects. Yes

Document or Document previews Extract document or dossier preview image. Yes

Lineage Ability to generate lineage for the BI source including report level

lineage.

Yes

Cross-System lineage Ability to generate lineage between the BI source and a data source. Yes
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MicroStrategy Object Hierarchy

The following diagram shows the hierarchy of MicroStrategy objects and how they are cataloged in Alation:

Connector API Methods

MicroStrategy APIs used by this connector to extract metadata are described below:
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Type API Endpoint Description

Authentica-

tion

POST : {BaseUrl}/MicroStrategyLibrary/

api/auth/login

Get the access token for authentication.

All users GET : {BaseUrl}/MicroStrategyLibrary/ api/users Get all users.

User groups GET : {BaseUrl}/MicroStrategyLibrary/

api/usergroups

Get all user groups of MicroStrategy.

All projects GET : {BaseUrl}/MicroStrategyLibrary/

api/projects

Get the list of all projects.

All folders GET : {BaseUrl}/MicroStrategyLibrary/api/

folders/preDefined/7

{BaseUrl}/MicroStrategyLibrary/api/ fold-

ers/preDefined/20

Gets the response of all the folders inside a

project. `7 - The value 7 is used for my_fold-

ers 20 - The value 20 is used for shared_-

folders

Project per-

missions

GET : {BaseUrl}/MicroStrategyLibrary/

api/objects/$projectID?type=32

Gets permissions for a project for which the

ID is passed.

All permis-

sions

POST : {BaseUrl}/MicroStrategyLibrary/ %type_-

of_objects

GET : {BaseUrl}/MicroStrategyLibrary/api /meta-

dataSearches/results?searchId= %id_from_get_call

This call reach a search id with which the

metadataSearch has to be called to get list of

all objects and permissions.

Cubes getCubeDefinition Gets cubes, cube attributes and fields.

Documents

and dossiers

getDossier/DocDefinition Gets documents and dossiers definition.

Reports getReportDefinition Gets reports and their attributes.

Dashboards

(Document

or Dossier)

images

exportToPDF Gets images of documents or dossiers.

IServer Node

ID

getClusterNodes Gets the nodes of the cluster this node id will

be used in subsequent Cube Cache Calls.

All Cube

Caches

getAllCubeCaches Gets all the cube cache information from

which we get to know cube cache ID Filters

used are cube-id.

Cube Cache

by ID

getCubeCacheByID Get the cube cache information for in-

memeory published cubes from which data-

source names will be extracted.

All Data-

sources

getAllDatasourcesAPI Gets all the datasources of the Microstrategy

instance.

Datasource

by ID

getDatasourceByID Get the datasource information from which

host, port, dbType are extracted.

Cube

SQLViewAPI

getCubeSQLView Gets the SQL statement denoting the fields

and tables being used in Cube.

6.47.3 MicroStrategy OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The MicroStrategy OCF connector can be used to catalog objects from MicroStrategy version 2021 and later. Follow

these steps to perform the required configuration on the MicroStrategy side and in Alation.
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Preliminaries

Firewall Configuration

Open and whitelist the outbound ports 443 and 8080 on the MicroStrategy server for communication via the REST API.

Service Account

Create a service account with the View Grouping permission for all the projects you want to extract. See How to Create

a User in MicroStrategy documentation for more information.

MicroStrategy URI

Server URI Format

Java-Based MicroStrategy Web

<http/https>://<domain name>/MicroStrategy/servlet/mstrWeb

Or

<http/https>:<hostname:portnumber>/MicroStrategy/servlet/mstrWeb

Example:

http://10.13.52.48:8080/MicroStrategy/servlet/mstrWeb

Or

https://mstr.instance.com/MicroStrategy/servlet/mstrWeb

Microsoft .NET-Based MicroStrategy Web

<http/https>://<domain name>/MicroStrategy/asp/Main.aspx

Or

<http/https>:<hostname:portnumber>/MicroStrategy/asp/Main.aspx

Example:

http://10.13.52.48:8080/MicroStrategy/asp/Main.aspx

Or

https://mstr.instance.com/MicroStrategy/asp/Main.aspx
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MicroStrategy API URL Format

<http/https>://<domain name> or <hostname:portnumber>/MicroStrategyLibrary/

Example:

http://10.13.52.48:8080/MicroStrategyLibrary/

Or

https://mstr.instance.com/MicroStrategyLibrary/

Installation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.
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Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New BI Server Source

This configuration requires the role of Server Admin.

To add a new BI server source:

1. Log in to the Alation instance.

2. From the Apps menu on top right, select Sources. The Sources page will open.

3. On the upper right, click Add and in the list that opens, select BI Server. The Register a Business Intelligence

Server screen will open.

4. From the Select a Business Intelligence Server type list, select the OCF connector for MicroStrategy. The

connector name appears in this list only after it was installed.

5. Specify a Title and a Description (optional) for your Tableau OCF BI source.

4. Click Add. You will be navigated to your new BI Server source Settings page.
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Configure MicroStrategy OCF BI Source

Perform the configuration. Save the values in each section of the settings by clicking Save.

Access

Applies from release 2023.3.5

On the Access tab, set the BI source visibility as follows:

• Public BI Server—The BI source will be visible to all users of the catalog.

• Private BI Server—The BI Source will be visible to users that have been assigned the BI

Server Admin or Viewer role. It will be hidden for all other users.

You can add more BI Admins or Viewers in the BI Server Admins section if required.

For more information, see Configure Access to OCF BI Sources
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General Settings

Application Settings
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Parameter Description

Enable Raw Dump or Replay The options in this drop list can be used to dump the

extracted metadata into files in order to debug extraction

issues before ingesting the metadata into Alation. This

feature can be used during testing in case there are issues

with extraction. It breaks extraction into two steps: first,

the extracted metadata is dumped into files and can be

viewed; and second, it can be ingested from the files into

Alation. We recommend to use this feature for debugging

only.

• Enable Raw Metadata Dump: Select this op-

tion to save extracted metadata into a folder for

debugging purposes. The dumped data will

be saved in four files (attribute.dump, func-

tion.dump, schema.dump, table.dump) in folder

opt/alation/site/tmp/ inside Alation shell.

• Enable Ingestion Replay: Select this option to in-

gest the metadata from the dump files into Alation.

• Off : Disable the Raw Metadata Dump or Replay

feature. Extracted metadata will be ingested into

Alation.

Disable Automatic Lineage Generation Select the Disable Automatic Lineage Generation

checkbox to skip the creation of lineage data automati-

cally.

When automatic lineage generation is disabled, during

extraction Alation does not calculate lineage data for this

BI source during extraction.

For more information, see Automatic Lineage Generation

FAQ.

Note: Leave the checkbox unchecked for BI lineage to

be automatically generated after extraction.

Disable Permission Enforcement Select this checkbox to disregard user permissions on Mi-

croStrategy server and to not perform permission enforce-

ment. This setting does not disable permission extraction

by the connector. This checkbox is selected by default,

and Alation will not mirror MicroStrategy permissions.

Note: Metadata extraction time will increase if you

enable permission enforcement.

Disable Certification Not applicable.

Server URI Enter the server URI to access the MicroStrategy objects

from the catalog page.
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Connector Settings

Parameter Description

Server Connection

MicroStrategy

API URL

Enter the MicroStrategy API URL to access the MicroStrategy instance.

Username Specify the username of the MicroStrategy service account for standard authentication.

Password Specify the password of the MicroStrategy service account for standard authentication.

Disable Server

Certification

Connection over SSL is disabled by default. Clear this checkbox to configure an SSL connection.

Leave it selected to connect without SSL.

Server SSL Cer-

tificate

If connecting over SSL, upload the SSL certificate for MicroStrategy. This field is applicable

only if the Disable Server Certification checkbox is unchecked.
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Additional Settings

Parameter Description

Enable preview ex-

traction Extraction

Select this checkbox to extract previews. By default, this checkbox is clear, and Alation will

not extract previews.

Preview image

quality in DPI

(Dots Per Inch)

Provide the DPI scale for preview images. The default value is 96.

Request timeout in

seconds

Provide the download timeout in seconds for MicroStrategy REST calls. The default value is

300.

Disable Permission

Extraction

Select this checkbox to disregard user permissions in MicroStrategy and not perform permis-

sion extraction. This checkbox is clear by default, and Alation will extract MicroStrategy

permissions.

I-Server Specify the intelligent server name of MicroStrategy. The name provided in this field forms a

redirect URL to the MicroStrategy UI from Alation.

This field is available from MicroStrategy OCF connector version 1.0.2.
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Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Param-
eter

Description

Log

level

Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE, ERROR,

FATAL, ALL. Default log selection is INFO.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.

Extraction

To configure extraction:

1. Under Extraction Settings, enable Selective Extraction, if required. Selective extraction settings are used to

apply a filter to include or exclude a list of projects. If selective extraction is not selected then full extraction will

be performed.

2. Click Get List of Projects to first fetch the list of projects from MicroStrategy.

3. The status of the Get Projects action is logged in the Job History table at the bottom of the Settings page.

4. Once the folder synchronization is successful, a drop-down list of projects will become enabled. Select one or

more projects to apply the filter.

5. Check if you are using the desired filter option. Available filter options are described below:

Filter Option Description

Extract all Folders except Extract metadata from all Folders except from the workspaces selected.

Extract only these Folders Extract metadata only from the selected Folders.

6. Click Run Extraction Now to extract metadata. The status of the extraction action is also logged in the Job

History table at the bottom of the page.

7. If you wish to automatically update the metadata in the catalog, under Automated and Manual Extraction, turn

on Enable Automated Extraction and select the day and time when metadata must be extracted. The metadata

extraction will be automatically scheduled to run at the selected day and time.
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Limitations

• The MicroStrategy OCF connector is compatible with MicroStrategy version 2021 and later and utilizes the

corresponding MicroStrategy REST APIs. There are currently certain limitations regarding the data accessible

through these REST APIs. The limitations include the absence of support for prompted reports, dossiers,

documents, report previews, derived expression fields, and prompted fields for dossiers, documents, and reports.

As a result, the associated metadata for these elements cannot be extracted by the connector.

• MicroStrategy OCF connector supports only standard authentication (username and password).

• Table lineage and column level lineage are not supported since the data source host and port number are not

available.

• Connections metadata cannot be extracted due to limitations of the current REST API.

• Connector links for cubes will redirect to the parent folder where the cube is present vs the actual cube page.

• Permission enforcement on MicroStrategy is not supported for custom permissions (users and groups). Permission

mirroring will work only with non-custom permissions.In the below table:

– Visible in MicroStrategy Web UI means that users will be able to view and modify an object

based on their permissions.

– Visible in Alation UI” means that Alation users will be able to see the object.

– Not visible means that an objects cannot be viewed by users.

Permissions MicroStrategy Web UI Alation UI

Deny All Not visible Not visible

View Visible Visible

Modify Visible Visible

Full Control Visible Visible

Custom (Browse Allow) Visible Visible

Custom (Browse Deny) Not visible Not visible

Is user or group is not assigned any permissions Not visible Not visible

• The type and values for fields are not cataloged due to the MicroStrategy API limitation.

Table Level Lineage

MicroStrategy Table Level Lineage (TLL) support is available from MicroStrategy OCF Connector version 1.1.0 and

Alation version 2023.3.5.

TLL will be generated for a report or a dashboard based on the type of cube used by the report.
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Scope

Cube Datasource
Types

In-Memory Cubes Live
Cubes

DSN-less (Published) Yes (Gets connection info and SQL query) No

DSN-less (Unpub-

lished)

Yes (Only SQL query is supported. TLL is generated via API for Cross-

System Lineage)

No

DSN (Published) Yes (Only SQL query is supported. TLL is generated via API for Cross-

System Lineage)

No

DSN (Unpublished) Yes (Only SQL query is supported. TLL is generated via API for Cross-

System Lineage)

No

Supported Database Types:

Note: Provided SQL query returned by the MicroStrategy API for the cube, should be in a valid format

amazon_redshift, cassandra, databricks, db2, google_big_query, hive, hive_thrift, impala, mem_sql, my_sql, oracle,

postgre_sql, sap, sap_hana, snow_flake, sql_server, teradata, and vertica.

Prerequisites

DSN-Less (Published) In-Memory cubes

Cube with single datasource

In these cubes, we can extract the hostname, port number, and SQL query, giving all the required information to form a

cross-system lineage between a BI source and an RDBMS source.

Specify the hostname and the port number of this BI source on the RDBMS connector’s General Settings > Application

Settings > Additional Datasource connections field in the format mentioned below:

Host_Name:Port_Number

Example: adb-8443049157651279.19.azuredatabricks.net:4431

Other Types of Cubes

• Cube with multiple datasources

• DSN-Less (Unpublished)

• DSN-based cubes

In these cubes, only SQL statements are extracted. Hostname, port, and dbtype will not be extracted.

To establish cross-system lineage on these cubes where only SQL statements are extracted, invoke API for Cross-System

Lineage, which will link the BI source and the RDBMS source in Alation.
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API for Cross-System Lineage

Cross-System Lineage API will enable the alation user to create a mapping between the BI Source and the RDBMS

Source. The lineage framework will use this mapping to generate lineage between these sources.

Prerequisite

To use the Cross-Lineage API, you must enable the following flag in alation_conf:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Set the following flag to True:

alation.resolution.DEV_no_hostport_lineage_resolution -s True

Note: No restart is required.

4. Exit the Alation shell by using the exit command.

API Information

API HTTP Method: POST

URL Format: https://{Alation URL}/api/v1/bulk_metadata/cross_system_lineage/create/

Authorization: Bearer token

Body (sample content): {"source_otype": "data", "source_oid": 1, "target_otype": "bi_-

server", "target_oid": 1}

source_oid: RDBMS Server ID

target_oid: BI Server ID

Sample Payloads:

{

"source_otype": "data",

"source_oid": 43,

"target_otype": "bi_server",

"target_oid": 13

}

or

{

"source_otype": "data",

"source_connection_info": {

"host": "snowflake-cloud.grx-tracker.com"

},

(continues on next page)
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(continued from previous page)

"target_otype": "bi_server",

"target_connection_info": {

"host": "11.13.47.40"

}

}

or

{

"source_otype": "data",

"source_connection_info": {

"host": "snowflake-cloud.grx-tracker.com"

},

"target_otype": "bi_server",

"target_oid": 13

}

or

{

"source_otype": "data",

"source_oid": 43,

"target_otype": "bi_server",

"target_connection_info": {

"host": "11.13.47.40"

}

}

You can create mappings for the same target_oid (BI Server ID) with a different source_oid (RDBMS Server ID).

Lineage links pushed through API for Cross-System Lineage API would add and not affect the lineage links established

through the existing automatic lineage generation.

For more information on Cross-System Lineage APIs please refer to Alation’s official Developer Portal.

Configure Table Level Lineage

Perform the following steps to generate the Table Level Lineage:

1. Configure the MicroStrategy OCF BI Source.

2. Perform Metadata Extraction.

3. Use the Lineage API; see API for Cross-System Lineage for more information.

4. Perform Metadata Extraction again on the BI source in Alation to generate the Table Level Lineage.
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Limitations

• In DSN-Less (published) in-memory cubes with multiple database instances, we will not be able to view host,

port & dbtype information on the connections tab of a cube in Alation.

• Table level lineage for Live cubes is not supported due to limitations in MicroStrategy API to return required

metadata.

Troubleshooting

Refer to Troubleshooting.

Type of Error Cause Solution

Test connection

failure or timeout

Configuration

issues or

connectivity

issues

Verify the MicroStrategy username, password, version (must be 2021 and

later), and the MicroStrategy API URL provided correctly on the Settings

page.

Make sure that the MicroStrategy URL is reachable.

Make sure that a valid SSL certificate is uploaded if the Disable Server

Certification checkbox is cleared.

MicroStrategy ob-

jects not shown in

the catalog after a

successful extrac-

tion

MicroStrat-

egy user

permissions

issue

Objects will not be visible when a MicroStrategy user is not provided with

the appropriate access. Permissions will not be applied when permissions

mirroring is disabled.

MicroStrategy

REST API 500

internal server

or authentication

exceptions

MicroStrat-

egy REST

API issues

(authentica-

tion or outage)

Verify REST API of MicroStrategy user auth & get call to make sure that the

API response is received with the service account credentials. See MicroS-

trategy REST for more details.

6.47.4 MicroStrategy OCF Connector: Migrate from Native MicroStrategy to OCF

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can migrate a MicroStrategy source that was previously cataloged using a native (built-in) connector to Open

Connector Framework (OCF). To migrate to OCF, the native MicroStrategy source must be on GBMv2. If your native

MicroStrategy source is still on GBMv1, migrate from GBMv1 to GBMv2 before you migrate to OCF.

The MicroStrategy objects in the below table are migrated in Native MicroStrategy to OCF migration:

MicroStrategy Object Object Type in Native Object Type in OCF

Projects BI Folders BI Folders

Folders BI Folders BI Folders

MicroStrategy dashboards or dossiers BI Reports BI Reports

Reports BI Reports BI Reports

Report attributes and metrics BI Report Fields BI Report Fields

Cubes BI Datasources BI Datasources

Cube attributes and metrics BI Datasource Fields BI Datasource Fields

Permissions BI Permissions BI Permissions

The native MicroStrategy BI source to OCF migration offers limited migration options:
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• The native MicroStrategy GBMv1 to OCF migration is not supported.

• Limited migration support from the native MicroStrategy GBMv2 BI source to OCF is available, as the following

objects will be soft deleted when you run MDE using OCF connector after migration.

– Derived metrics

∗ Report (dossiers or documents or simple reports) derived metrics

∗ Cube derived metrics

– Prompted reports

Note: These objects are not available in the MicroStrategy OCF connector as they are not supported by the REST APIs

currently.

Prerequisites

Before performing the migration:

• Migration capabilities for MicroStrategy are available from the Alation version 2023.3.2 and later.

• You must first install the relevant OCF connector on your Alation instance. See STEP 1: Install the Connector for

directions. Make sure that the connector version is the latest.

• Ensure that you have saved the settings information of your native MicroStrategy BI source or captured screenshots

of its configuration. We recommend this as a precaution to help reconfigure a BI source with the same settings if

any issues arise during the migration.

• Ensure that no MDE jobs are running in the Settings > Extraction Job Status section while you perform the

migration.

• A Server Admin must first enable the Enable Native Connector Migration to OCF Connector toggle:

– Click the gear icon in the top right corner to open the Admin Settings page.

– Click Feature Configuration.

– Enable the Enable Native Connector Migration to OCF Connector toggle.

– Click Save Changes.

Note: Switching from the native to the OCF connector is a permanent change. Your native data source will no longer

be available. We recommend saving the settings of your source before performing the migration. You can use them later

to validate the settings of the migrated OCF source.

Migration

1. Select the MicroStrategy source that you want to migrate.

2. On the catalog page, click More on the top right and select Migrate.
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3. Using the Choose a Connector drop-down menu, select the OCF connector you’re migrating to. The connector

name indicates what type of source it supports. If the needed OCF connector is unavailable in the drop-down list,

you must first install the connector. See Manage Connectors for directions.

Important: Choosing an incompatible OCF connector can render your BI server source

inaccessible.

4. To verify that you’ve chosen the right connector, type in the entire connector name and version in capital letters in

the Connector Name field. Type the exact name as shown in the Choose a Connector drop-down menu. This

will activate the Migrate button.
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5. Click Migrate.

6. The data source will be migrated to the chosen OCF connector, and the OCF data source settings page will open.

Check the notes you made of your previous settings and reconfigure any settings that were not migrated.

7. On the Settings page, under Test Connection, click Test. The test should return the message Network connection

successful.

Migration Log Location

For on-premise installations of Alation, the migration logs are available in the ocf.log file at the /opt/alation/site/logs

location within the Alation shell.

For Alation Cloud Instances, logs will be available through Alation Support.
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Validate Connection after Migration

After the migration, validate the connection between Alation and MicroStrategy BI Source. To test the connection:

1. In the Alation user interface, go to the migrated source’s Settings page.

2. Scroll down to the Test Connection section.

3. Under Test Connection, click Test. The test should return the message Network connection successful.

If the connection fails, check and update the connection settings and try again. You can also check the connector

logs for any specific connection errors. Go to Admin Settings > Manage Connectors and open the MicroStrategy

connector page to view the log output.

4. Run full or selective extraction after the successful connection test.

Note: Make sure that Remove Projects that are not captured by the list above checkbox is set to a desired

setting before you perform the extraction.

6.48 MongoDB OCF Connector (Public Preview)

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for MongoDB.

6.48.1 MongoDB OCF Connector (Public Preview): Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from Alation version 2023.3

The MongoDB OCF Connector is currently released as Public Preview or Limited Availability.

Overview

The latest OCF connector for MongoDB is available for download from the Connector Hub on Alation Customer Portal.

Ask an Alation admin with access to Customer Portal to download the connector from the Connectors section (Customer

Portal > Connectors). You can upload and install the connector file in the Alation application. The connector is compiled

together with the required database driver, so no additional effort is needed to procure and install the driver. Use this

connector to catalog MongoDB as a data source on Alation on-premises and Cloud Service instances. It extracts and

catalogs such database objects as schemas, tables, views and columns. After the metadata is extracted, it is represented in

the data catalog as a hierarchy of catalog pages under the parent data source. Alation users can leverage the full catalog

functionality to search for and find the extracted metadata, curate the corresponding catalog pages, create documentation

about the data source, and exchange information about it.
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Team

You may need the assistance of your database administrator to configure this data source.

• MongoDB administrator:

– Creates a service account for Alation.

– Provides the connection information and the JDBC URI.

– Provides the authentication information and assists in configuring the authentication.

• Alation Server administrator:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Install the connector.

– Creates and configures the MongoDB data source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope

Authentication

Basic Authentication with username, password, and security token

Kerberos Authentication with an IAM user access key and secret

LDAP Authentication with a database service account that is an LDAP account in an

OAuth Authentication with the OAuth 2.0 protocol.

SSO Authentication using an SSO flow through an IdP application

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on the JDBC driver methods in the connector code

Custom query-based MDE Extraction of metadata based on extraction queries provided by a user

Extracted metadata objects

Data Source Data source object in Alation that is parent to extracted metadata

Schemas List of databases

Tables List of tables

Columns List of columns

Column data types Column data types

Views List of views

Source comments Source comments

Primary keys Primary key information for extracted tables

Foreign keys Foreign key information for extracted tables

Functions Extraction of function metadata

Function definitions Extraction of function definition metadata

Sampling and Profiling

Table sampling Retrieval of data samples from extracted tables

Column sampling Retrieval of data samples from extracted columns

Deep column profiling On-demand profiling of specific columns with the calculation of value distribution

Dynamic profiling On-demand table and column profiling by individual users who use their own

Custom query-based table sampling Ability to use custom queries for sampling specific tables
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Table 22 – continued from previous page

Feature Scope

Custom query-based column profiling Ability to use custom queries for profiling specific columns

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on a table that contains query history data

Query-based QLI Ingestion of query history based on a custom query history extraction query

JOINs and filters Calculation of JOIN and filter information based on ingested query history

Predicates Ability to parse predicates in ingested queries

Lineage

Automatic lineage generation Auto-calculation of lineage based on query history ingested from QLI, MDE,

Direct lineage Extraction of lineage from system tables during MDE

Column-level lineage Extraction of lineages on the column level

Compose

On-premise instances Availability of Compose on on-premise instances of Alation

Alation Cloud Service instances Depending on your network configuration, you may be using Alation Agent to

Basic authentication in Compose Authentication in Compose with username and password

SSO authentication in Compose Authentication in Compose with SSO credentials

Object Mapping

MongoDB Object SQL Object

Database Schema

Collection Table

Document Rows or Records within Table

6.48.2 MongoDB OCF Connector (Public Preview): Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Connectivity

Open outbound TCP port 27017 to the MongoDB server.

Service Account

For more information about built-in roles and permissions, refer to the official MongoDB documentation about Built-In

Roles and Create Users.
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Authentication

Basic Authentication

You’ll need the following credentials for basic authentication:

• Username of the service account

• Password of the service account

Kerberos Authentication

Select GSSAPI in the Auth Scheme on the General Settings page to enable this.

You’ll need the following credentials and resources for kerberos authentication:

• Username of the service account

• Password of the service account

• The Kerberos Key Distribution Center (KDC) service

• The Kerberos realm

• The Kerberos service realm

• The service principal name (SPN) for Kerberos Domain Controller

• The Kerberos service KDC

LDAP Authentication

Select PLAIN in the Auth Scheme on the General Settings page to enable this.

You’ll need the following credentials and resources for authentication:

• Username of the service account

• Password of the service account

JDBC URI

Important: We recommend that you provide the values in the corresponding fields on the General Settings page

instead of the JDBC URI field in the Datasource Connection section. Leave this field empty if all the connection

properties you need are available in the user interface.
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Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.
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5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Alation OCF Connector for MongoDB.

Configuration

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: The automatic lineage is not supported in this release.

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.
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Connector Settings

Populate the data source connection information and Save the values.

Data Source Connection

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Important: We recommend that you provide the values in the corresponding fields on the General

Settings page instead of the JDBC URI field in the Datasource Connection section. Leave this field empty

if all the connection properties you need are available in the user interface.
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Authentication

Parameter Description

Auth Scheme Specify an authentication scheme that MongoDB uses

to authenticate the connection.

Available Options:

• MONGODB-CR: Use this to authenticate in

MongoDB 2.x to MongoDB 3.5.

• X509: Use this for SSL authentication with a

x.509 certificate file.

• SCRAM-SHA-1: Use this to authenticate if new

users are created in MongoDB 3.x and Mon-

goDB 4.x and are using the SHA-1 hashing func-

tion.

• SCRAM-SHA-256: Use this to authenticate if

new users are created in MongoDB 3.x and Mon-

goDB 4.x and are using the SHA-256 hashing

function.

• GSSAPI: Use this for Kerberos authentication.

• PLAIN: Use this for LDAP authentication

• NONE: Default.

Server Specify the server that hosts the MongoDB database.

If you choose to connect using DNS seed lists, use

format: <”mongodb+srv://” + the name of the server

running the MongoDB instance>.

Port Specify the MongoDB database port number.

User Specify the username of the service account.

Password Specify the password of the service account.

Database Specify the name of the MongoDB database.

Use SSL Select this to enable SSL connection.

This is used to notify the OCF MongoDB driver to use

an SSL handshake to complete the authentication pro-

cess. By default, MongoDB Compass and MongoDB

Atlas instances do not need SSL to be enabled. This

is required only when a cluster on MongoDB is using

the SSL.

Replica Set Specify a list of primary servers that the provider

queries from in addition to the specified server and

port.

Use the format: <Server=localhost;Port=27017;ReplicaSet=localhost:27018,localho

DNS Server Specify the DNS server for a MongoDB database using

a DNS-constructed seed list. For example, specify

8.8.8.8 for Google DNS server.
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Kerberos

Parameter Description

Kerberos KDC Specify the Kerberos Key Distribution Center (KDC)

service name. You can locate it with the domain con-

troller.

If unspecified, the KRB5_CONFIG environment vari-

able uses the default MIT location to fetch the KRB5

config file to get the Kerberos properties.

• For Windows,

C:ProgramDataMITKerberos5krb5.ini

• For Linux, /etc/krb5.conf

Kerberos Realm Specify the Kerberos realm as defined by the adminis-

trator or domain name.

If unspecified, the KRB5_CONFIG environment vari-

able uses the default MIT location to fetch the KRB5

config file to get the Kerberos properties.

• For Windows,

C:ProgramDataMITKerberos5krb5.ini

• For Linux, /etc/krb5.conf

Kerberos SPN Specify the service principal name (SPN) for the Ker-

beros Domain Controller.

Set this if the URL that you are authenticating to is

different.

Kerberos Keytab File Specify the Keytab file name that contains the pairs of

Kerberos principals and encrypted keys.

Kerberos Service Realm Specify the service that Kerberos realm uses if you’re

using cross-realm Kerberos authentication.

Kerberos Service KDC Specify the service that Kerberos KDC if you’re using

cross-realm Kerberos authentication.

Kerberos Ticket Cache Specify the file path to an MIT Kerberos credential

cache file.

SSL

Note: The SSL authentication is not supported in this release. However, you can specify the SSL certificate content for

an SSL handshake if the cluster on MongoDB is using SSL.
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Parameter Description

SSL Client Cert Specify the name of the certificate store for the client

certificate. Add the content of the certificate file and

select the appropriate file type from the options under

SSL Client Cert Type.

SSL Client Cert Type Specify the type of key store that contains the SSL

client certificate.

Available Options:

• USER: (Default) For Windows, this specifies

that the certificate store is a certificate store

owned by the current user. Note that this store

type is not available in Java.

• MACHINE: For Windows, this specifies that the

certificate store is a machine store. Note that this

store type is not available in Java.

• PFXFILE: The certificate store is the name of a

PFX (PKCS12) file containing certificates.

• PFXBLOB: The certificate store is a string

(base64 encoded) representing a certificate store

in PFX (PKCS12) format.

• JKSFILE: The certificate store is the name of a

Java key store (JKS) file containing certificates.

Note that this store type is only available in Java.

• JKSBLOB: The certificate store is a string

(base64 encoded) representing a certificate store

in JKS format. Note that this store type is only

available in Java.

• PEMKEY_FILE: The certificate store is the

name of a PEM-encoded file that contains a pri-

vate key and an optional certificate.

• PEMKEY_BLOB: The certificate store is a

string (base64 encoded) that contains a private

key and an optional certificate.

• PUBLIC_KEY_FILE: The certificate store is

the name of a file that contains a PEM- or DER-

encoded public key certificate.

• PUBLIC_KEY_BLOB: The certificate store is

a string (base64 encoded) that contains a PEM-

or DER-encoded public key certificate.

• SSHPUBLIC_KEY_FILE: The certificate store

is the name of a file that contains an SSH-style

public key.

• SSHPUBLIC_KEY_BLOB: The certificate

store is a string (base64 encoded) that contains

an SSH-style public key.

• P7BFILE: The certificate store is the name of a

PKCS7 file containing certificates.
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SSH

Parameter Description

Use SSH Select this to enable SSH authentication.

SSH Auth Mode Specify the authentication method to establish an SSH

Tunnel to the service.

Available Options:

• None: Requires no authentication and is used

for anonymous logging.

• Password: Requires password of the current

user.

• Public_Key: Requires the values of the current

user and SSH Client Cert for authentication.

SSH Client Cert must have a private key.

SSH Client Cert Specify the client certificate that contains a valid pri-

vate key. If a public key is unavailable for authentica-

tion, it is autogenerated from the private key.

The SSH Client Cert Type field specifies the type of

the key store specified by SSH Client Cert. If the store

is password protected, specify the password in SSH

Client Cert Password.

Some types of key stores are containers which may

include multiple keys. By default the provider will

select the first key in the store, but you can specify a

specific key using SSH Client Cert Subject.

SSH Client Cert Password Specify the password of the SSH Client Cert.

Required only when authenticating to SFTP servers

with SSH Auth Mode set to Public Key and SSH Client

Cert set to a private key.

SSH Client Cert Subject Specify the subject of the SSH client certificate to lo-

cate the certificate in the store in comma-separated

values. For example, CN=www.server.com, OU=test,

C=US, E=support@alation.com.

If you specify ‘*’, the first certificate in the certificate

store is picked.

SSH Client Cert Type Specify the type of SSH Client Cert private key.

Default: PEMKEY_FILE

Available Options:

• MACHINE/USER: Unsupported and unavail-

able.

• JKSFILE/JKSBLOB: A Java keystore file in

base64 containing both a certificate and a private

key. Only available in Java.

• PFXFILE/PFXBLOB: A PKCS12-format (.pfx)

file base64 containing both a certificate and a

private key.

• PEMKEY_FILE/PEMKEY_BLOB: A PEM-

format file either in base64 or plain text con-

taining RSA, DSA, or OPENSSH private key.

Optionally, it contains a certificate matching the

private key.

• PPKFILE/PPKBLOB: A PuTTY-format private

key in base64 created using the puttygen tool.

• XMLFILE/XMLBLOB: An XML key either in

base64 or plain text generated by the .NET RSA

class: RSA.ToXmlString(true).

SSH Server Specify the SSH Server.

1674 Chapter 6. Open Connector Framework

mailto:E=support@alation.com


Alation User Guide

Firewall

Parameter Description

Firewall Type Specify the protocol used by the proxy-based firewall

for traffic tunneling.

Available Options:

• TUNNEL: Opens a connection to MongoDB and

traffic flows back and forth through the proxy.

• SOCKS4: Sends data through the SOCKSv4

proxy as specified in Firewall Server and Firewall

Port.

• SOCKS5: Sends data through the SOCKSv5

proxy as specified in Firewall Server and Firewall

Port.

Firewall Server Specify the host name, DNS name, or IP address of

the proxy-based firewall.

Firewall Port Specify the TCP port of the proxy-based firewall.

Firewall User Specify the user name to authenticate with the proxy-

based firewall.

Firewall Password Specify the password to authenticate with the proxy-

based firewall.

Logging

Parameter Description

Verbosity Specify the verbosity level between 1 to 5 to include

details in the log file.

Log Modules Includes the core modules in the log files. Add module

names separated by a semi-colon.

By default, all modules are included.

Max Log File Count Specify the maximum file count for log files.

After the limit, the log file is rolled over and time is

appended at the end of the file. The oldest log file is

deleted.

Maximum Value: 2

Default: -1. A negative or zero value indicates unlim-

ited files.
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Schema

Parameter Description

Browsable Tables Specify the schemas as subset of the available schemas

in a comma separated list. For example, Brows-

ableSchemas=SchemaA,SchemaB,SchemaC

Tables Specify the fully qualified name of the table as a subset

of the available tables in a comma separated list. For

example, Tables=TableA,TableB,TableC

Each table must be a valid SQL identifier that

might contain special characters escaped using square

brackets, double-quotes, or backticks. For example, Ta-

bles=TableA,[TableB/WithSlash],WithCatalog.WithSchema.`TableC

With Space`.

Views Specify the fully qualified name of the Views as a

subset of the available tables in a comma separated

list. For example, Views=ViewA,ViewB,ViewC.

Each table must be a valid SQL identifier that might

contain special characters escaped using square

brackets, double-quotes, or backticks. For example,

Views=ViewA,[ViewB/WithSlash],WithCatalog.WithSchema.`ViewC

With Space`.

Misc

Parameter Description

Batch Size Specify the maximum size of each batch operation.

Default: 0

Built In Column Mapping Specify a list of MongoDB built-in column names sep-

arated by comma to map them to new names. For

example, _index=BuiltInIndex,P_id=Parent_Id

Connection Life Time Specify the maximum limit for a connection to stay

connected in seconds.

Default: 0 indicates unlimited lifetime for a connection.

Data Model Specify the data model to RELATIONAL to discover

the metadata for a child table that extends to the root

level.

Default: DOCUMENT.

Flatten Arrays Specify an arbitrary number to flatten the elements in

a nested array into columns. By default, the nested

arrays are returned as JSON strings.

Set it to “-1” to flatten all the elements.

Flatten Objects Select this to flatten the object properties in a nested

array into columns. By default, the nested arrays are

returned as JSON strings.

continues on next page
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Table 23 – continued from previous page

Parameter Description

Generate Schema Files Specify the preference when to generate and save the

schemas.

Available Options:

• Never: Doesn’t generate a schema file.

• OnUse: A schema file is generated the first time

a table is referenced, provided the schema file

for the table does not already exist. In SQL, the

schemas are generated as you execute SELECT

queries.

• OnStart: A schema file is generated at connec-

tion time for any tables that do not currently have

a schema file.

• OnCreate: A schema file is generated when run-

ning a CREATE TABLE SQL query.

Max Rows Specify the limit for the number of rows returned if no

aggregation or GROUP BY is used in the query. This

takes precedence over LIMIT clauses.

No Cursor Timeout Select this to prevent the timeout for an idle cursor that

is inactive for more than 10 minutes.

Other Specify the caching, integration, or formatting proper-

ties in a list format separated by a semicolon.

Available Options:

• Caching Configuration:

– CachePartial=True: Caches only a subset

of columns specified in the query.

– QueryPassthrough=True: Passes the speci-

fied query to the cache database instead of

using the SQL parser of the provider.

• Integration and Formatting:

– DefaultColumnSize: Sets the default

length of string fields when the data source

does not provide column length in the meta-

data. The default value is 2000.

– ConvertDateTimeToGMT: Converts date-

time values to GMT instead of the local

time of the machine.

– RecordToFile=filename: Records the un-

derlying socket data transfer to a specified

file.

Pagesize Specify the maximum number of results to return per

page from MongoDB. A higher value results in better

performance but uses more memory.

Pool Idle Timeout Specify the idle time for a connection in a pool.

Default: 60 seconds

Pool Max Size Specify the maximum number for connections in a

pool.

To disable, set the value to 0 or less.

Default: 100

continues on next page
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Table 23 – continued from previous page

Parameter Description

Pool Min Size Specify the minimum number for connections in a pool.

Default: 1

Pool Wait Time Specify the maximum wait duration for a connection

to become available. If a new connection request is in

wait for an available connection but exceeds the time,

an error is thrown. By default, new connection requests

have a forever wait time for an available connection.

Default: 60 seconds

Pseudo Columns Specify the pseudo columns in the comma-separated

list to be added as columns to the table. For

example, “Table1=Column1, Table1=Column2, Ta-

ble2=Column3”.

Use the ‘*’ character to include all tables and columns

in this format: “=”

Query Passthrough Select this to pass a query to MongoDB without any

change.

Readonly Select this to enforce only SELECT queries to work

on MongoDB.

Read Preference Specify to execute queries to a member in a replica set

other than the primary member.

Available Options:

• primary: (Default) Executes all SELECT queries

against the primary server.

• primaryPreferred: Executes SELECT queries

against the primary server but uses the secondary

server when the primary server is unavailable.

• secondary: Executes all SELECT queries

against the secondary servers.

• secondaryPreferred: Executes SELECT queries

against the secondary server but uses the primary

server when the secondary server is unavailable.

• nearest: Executes SELECT queries to the server

with least latency.

Read Preference Tags Specify this to target a replica set member or members

that are associated with tags. Use this when Read

Preference is set to a value other than the default value.

Available Options:

• tag1:val1,tag2:val2;: Targets members with both

tag values. If not found, targets any eligible mem-

ber.

• tag1:val1;tag2:val2;: Targets members with the

specified tag1, otherwise targets members with

the specified tag2. If not found, targets any eli-

gible member.

• tag1:val1: Targets members only with the speci-

fied tag.

• “;” (semicolon only): Targets any eligible mem-

ber. If unspecified, targets any eligible member.

continues on next page
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Parameter Description

Row Scan Depth Specify the maximum number of rows to scan for the

available columns in a table. Set it to “-1” to scan an

arbitrary number of rows.

Slave OK Select this to read from the secondary (slave) servers

in a replica set.

Timeout Specify the time limit in seconds after which the op-

eration is canceled and an error is thrown. A value

of 0 specifies that the operation never times out until

completion or failure.

Default: 60 seconds

Type Detection Scheme Specify how to scan data to determine the fields and

datatypes in a document collection.

Available Options:

• None: Returns all columns as strings.

• Rowscan: Scans rows to heuristically determine

the data type.

• Recent: Scans the rows to heuristically deter-

mine the data type for the recent documents in a

collection.

Update Scheme Specify how to modify the target document with the

original when you use UPDATE query.

Available Options:

• Default: Replaces the original document with

the target document.

• Merge: Merges the original document with the

target document.

Use Connection Pooling Select this to enable connection pooling.

Use Find API Select this to execute MongoDB queries using

db.collection.find().

User Defined Views Specify the file path pointing to the JSON configuration

file that contains custom views.

Write Concern Specify the level of acknowledgment requests that de-

note the write operation has propagated to the specified

number of MongoDB instances.

For more information, see the MongoDB documenta-

tion about Write Concern.

Default: 0

Write Concern Journaled Select this to make Write Concern acknowledgement

requests mandatory for MongoDB instances written

on to the on-disk journal.

Write Concern Timeout Specify a time limit in milliseconds for Write Concern.

Default: 0

continues on next page
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Table 23 – continued from previous page

Parameter Description

Write Scheme Specify how to determine object type for the inserted

or updated objects.

Available Options:

• RawValue: The type of the object in the INSERT

query determines the object type for MongoDB.

• Metadata: Uses value from Type Detection

Scheme to determine the object type for Mon-

goDB.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

If the connection test fails, make sure the JDBC URI and service account credentials are correct.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

This connector supports default query-based MDE. Custom query-based extraction is not supported.
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Compose

For details about configuring the Compose tab of the Settings page, refer to Configure Compose for OCF Data Sources.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Troubleshooting

Refer to Troubleshooting for information about logs.

6.49 MySQL OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the MySQL OCF connector.

6.49.1 MySQL Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.4

Overview

The OCF Connector for MySQL was developed by Alation and is available as a zip file, which can be uploaded in

Manage Connectors and installed.

To download the MySQL OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog MySQL as a data source in Alation. The connector catalogs MySQL objects

such as tables, columns, views, primary keys, foreign keys, functions, and function def fields. It enables end-users to

search, find, and curate MySQL objects from the Alation user interface.
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Team

The following administrators are required to install this connector:

• Alation Administrator:

– Installs the connector

– Creates and configures a MySQL data source in the Catalog

• MySQL Objects Administrator:

– Creates a Service Account with the Enterprise authentication type

– Provides the JDBC URI to access metadata

– Provides access to public schemas to extract metadata.

Scope

The table below shows what features are covered by the connector. For version support information, refer to Support

Matrix.

Browser MySQL (EC2) MySQL (RDS)

Core Capabilities

Automated Metadata Extraction

(MDE)

✓✓✓ ✓✓✓

Query-based MDE ✓✓✓ ✓✓✓

Search ✓✓✓ ✓✓✓

Catalog page curation ✓✓✓ ✓✓✓

Catalog Sets ✓✓✓ ✓✓✓

Propagation of Data Quality Flags ✓✓✓ ✓✓✓

Popularity ✓✓✓ ✓✓✓

Compose

On-prem Alation instances ✓✓✓ ✓✓✓

Alation Cloud Service instances* ✓✓✓ ✓✓✓

* Compose for data sources connected via Alation Agent is supported from connector version 11.2.7.2455.

QLI

Query based ✓✓✓ ✓✓✓

Filters ✓✓✓ ✓✓✓

Lineage ✓✓✓ ✓✓✓

Sampling and Profiling

Table Sampling ✓✓✓ ✓✓✓

Custom Query Based Table Sam-

pling

✓✓✓

Custom Query Based Column Pro-

filing

✓✓✓ ✓✓✓

Dynamic Profiling ✓✓✓ ✓✓✓

Authentication

Basic (username and password) ✓✓✓ ✓✓✓

SSL ✓✓✓ ✓✓✓

Kerberos ✓✓✓ x

Keytab x x

LDAP ✓✓✓ x

continues on next page
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Table 24 – continued from previous page

Browser MySQL (EC2) MySQL (RDS)

Technical Metadata

Tables ✓✓✓ ✓✓✓

Attributes ✓✓✓ ✓✓✓

Primary Key ✓✓✓ ✓✓✓

Foreign Key ✓✓✓ ✓✓✓

Views ✓✓✓ ✓✓✓

Schemas ✓✓✓ ✓✓✓

Source Comments ✓✓✓ ✓✓✓

Synonyms x x

6.49.2 MySQL Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.4

Prerequisites

Firewall Configuration

• Open outbound TCP port 3306 to MySQL server

Driver

The driver for the MySQL Connector is available in Alation by default and does not require installation. Refer to Support

Matrix for your Alation release to find out the version of the available driver for MySQL.

Create Service Account

Sample SQL to create an account

CREATE USER alation IDENTIFIED BY 'password';

GRANT ALL PRIVILEGES ON *.* TO 'alation';

Permissions for Metadata Extraction

GRANT SELECT ON INFORMATION_SCHEMA.SCHEMATA TO 'alation'@'%';

GRANT SELECT ON INFORMATION_SCHEMA.TABLES TO 'alation'@'%';

GRANT SELECT ON INFORMATION_SCHEMA.COLUMNS TO 'alation'@'%';

GRANT SELECT ON INFORMATION_SCHEMA.VIEWS TO 'alation'@'%';

GRANT SELECT ON INFORMATION_SCHEMA.STATISTICS TO 'alation'@'%';

GRANT SELECT ON INFORMATION_SCHEMA.TABLE_CONSTRAINTS TO 'alation'@'%';

GRANT SELECT ON INFORMATION_SCHEMA.KEY_COLUMN_USAGE TO 'alation'@'%';

GRANT SELECT ON INFORMATION_SCHEMA.ROUTINES TO 'alation'@'%';
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Permission Purpose

GRANT SELECT ON INFORMATION_SCHEMA. SCHEMATA TO

‘alation’@’%’;

Required for schema extraction.

GRANT SELECT ON INFORMATION_SCHEMA. TABLES TO ‘ala-

tion’@’%’;

Required for table extraction.

GRANT SELECT ON INFORMATION_SCHEMA. COLUMNS TO ‘ala-

tion’@’%’;

Required for column extraction.

GRANT SELECT ON INFORMATION_SCHEMA. VIEWS TO ‘ala-

tion’@’%’;

Required for view extraction.

GRANT SELECT ON INFORMATION_SCHEMA. STATISTICS TO

‘alation’@’%’;

Required for index extraction.

GRANT SELECT ON INFORMATION_SCHEMA. TABLE_CON-

STRAINTS TO ‘alation’@’%’;

Required for primary key and foreign

key extraction.

GRANT SELECT ON INFORMATION_SCHEMA. KEY_COLUMN_-

USAGE TO ‘alation’@’%’;

Required for primary key and foreign

key extraction.

GRANT SELECT ON INFORMATION_SCHEMA. ROUTINES TO ‘ala-

tion’@’%’;

Required for function extraction

Permissions for Table Profiling

GRANT SELECT ON [database].* TO 'alation'@'%';

GRANT SHOW VIEW ON [database].* TO 'alation'@'%';

Permissions for Query Log Ingestion

GRANT SELECT ON <SCHEMA_NAME.QLI_TABLE_NAME> TO 'alation'@'%';

JDBC URI

When building the URI, include the following components:

• Hostname or IP of the instance

• Port Number

Basic Authentication

Format:

mysql://<Hostname_or_IP>:<Port_Number>

Example:

mysql://mysql-data-source.amazonaws.com:3306
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SSL Authentication

Format:

mysql://<Hostname_or_IP>:<Port_Number>/?allowMultiQueries=true&

verifyServerCertificate=true&useSSL=true&requireSSL=true

Example:

mysql://mysql-data-source.amazonaws.com:3306/?allowMultiQueries=true&

verifyServerCertificate=true&useSSL=true&requireSSL=true

Configuration in Alation

STEP 1: Install the Connector

Important: Installation of a MySQL OCF connector requires Alation Connector Manager to be installed as a

prerequisite.

1. If this has not been done on your instance, install the Connector Manager: Install Alation Connector Manager.

2. Make sure that the connector Zip file which you received from Alation is available on your local machine.

3. Install the connector from the Connectors Dashboard: refer to Manage Connector Dashboard.

STEP 2: Create and Configure a New MySQL Data Source

1. Log in to the Alation instance and add a new MySQL source. Click on Apps > Sources > Add > Data Source.

2. Provide the Title for data source and click on Continue Setup.

3. Select Database Type as MySQL OCF Connector from the dropdown menu. You will be navigated to the

Settings page of your new MySQL OCF data source.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.
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Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

Data Source Connection

JDBC URI Provide the JDBC URI constructed in JDBC URI .

Username Provide the Service Account username.

Password Provide the Service Account password.

Enable Kerberos Authentication Enable or disable Kerberos authentication by select-

ing or clearing the Enable Kerberos Authentication

checkbox.

If the Kerberos Authentication checkbox is enabled,

upload the krb5.conf file using the upload link below.

Keytab To enable Kerberos with Keytab authentication, select

the Use Keytab checkbox then click Upload Keytab

to upload the keytab for the service account you are

using.

SSL Certificate Select the Enable SSL checkbox to enable SSL con-

nection.

If the Enable SSL checkbox is selected, upload the

SSL certificate using the upload link below.

Truestore Password Provide the password for the SSL certificate.

Logging Information

Log Level Select the Log Level to generate logs. The available

log levels are based on the log4j framework.
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Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > Oracle OCF connector.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.

Deleting the Data Source

You can delete your data source from the General Settings tab. Under Delete Data Source, click Delete to delete the

data source connection.
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Metadata Extraction

You can perform a default extraction or configure extraction based on custom queries.

• Default extraction: This MDE is based on default SQL queries that are built in the connector code.

• Query based extraction: This MDE is based on custom SQL queries that can be provided by a Data

Source Admin. See Query Based Extraction below.
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Application Settings

• Enable Raw Metadata Dump or Replay: The options in this drop list can be used to dump the extracted metadata

into files in order to debug extraction issues before ingesting the metadata into Alation. This feature can be used

during testing in case there are issues with MDE. It breaks extraction into 2 steps: first, the extracted metadata is

dumped into files and can be viewed; and second, it can be ingested from the files into Alation.

– Enable Raw Metadata Dump: Select this option to dump the extracted metadata into a dump folder for

debugging purposes. The dumped data will be saved in 4 files: attribute.dump, function.dump, schema.dump,

table.dump files in the folder opt/alation/site/tmp/ inside Alation shell.

– Enable Ingestion Replay: Select this option to ingest the metadata from the dump files into Alation.

– Off - Disable the Raw Metadata Dump or Replay feature. Extracted metadata will be ingested into Alation.

Connector Settings

Query Based Extraction

Query Based Extraction allows users to customize metadata extraction from the source down to the level of specific

metadata types, such as tables, columns, views, and some other by using custom queries.

Tables, Columns, Views and Function Defs are enabled by default at the backend and users cannot disable them.

By default, the following additional metadata types are enabled:

• Primary keys

• Foreign Keys

• Indexes

• Functions

Users can disable the metadata types that are not required by clearing the corresponding checkboxes.

System schemas are disabled by default. Users can enable their extraction if required.

To use this feature, you will need to write custom queries to extract the metadata. Alation expects that these queries

conform to a specific structure and use the expected reserved identifiers. The sections below provide the expected query

structure for each metadata type:

Schema

Make sure that your query has a column labelled as CATALOG in the select list.

Example:

SELECT SCHEMA_NAME AS CATALOG

FROM

INFORMATION_SCHEMA.SCHEMATA

WHERE

SCHEMA_NAME NOT IN ('''') AND SCHEMA_NAME NOT IN ( 'mysql' , 'performance_schema' ,

'information_schema' , 'innodb' , 'sys')
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Table

Make sure that your query has columns labelled as CATALOG, TABLE_NAME, TABLE_TYPE, and REMARKS in

the select list.

Example:

SELECT DISTINCT TABLE_SCHEMA AS CATALOG,

TABLE_NAME AS TABLE_NAME,

CASE WHEN TABLE_TYPE = 'BASE TABLE' THEN 'TABLE' ELSE 'VIEW' END AS TABLE_TYPE,

TABLE_COMMENT AS REMARKS FROM INFORMATION_SCHEMA.TABLES WHERE TABLE_TYPE='BASE TABLE' AND

TABLE_SCHEMA NOT IN ('''') AND TABLE_SCHEMA NOT IN ( 'mysql' , 'performance_schema' ,

'information_schema' , 'innodb' , 'sys')

View

Make sure that your query has columns labelled as CATALOG, VIEW_NAME, VIEW_CREATE_STATEMENT,

‘VIEW’ AS VIEW_TYPE, and REMARKS in the select list.

Example:

SELECT TABLE_SCHEMA AS CATALOG,

TABLE_NAME AS 'VIEW_NAME',

VIEW_DEFINITION AS 'VIEW_CREATE_STATEMENT',

'VIEW' AS 'VIEW_TYPE',

'' AS 'REMARKS'

FROM INFORMATION_SCHEMA.VIEWS WHERE TABLE_SCHEMA NOT IN ('''') AND TABLE_SCHEMA NOT IN (

'mysql' , 'performance_schema' , 'information_schema' , 'innodb' , 'sys')

Column

Make sure that your query has columns labelled as CATALOG, TABLE_NAME, TYPE_NAME, DATA_TYPE,

COLUMN_NAME, ORDINAL_POSITION, IS_NULLABLE, REMARKS, and COLUMN_DEFAULT in the select

list.

Example:

SELECT null AS TABLE_CAT,

c.TABLE_SCHEMA AS CATALOG,

c.TABLE_NAME, c.COLUMN_NAME,

c.DATA_TYPE,

c.COLUMN_TYPE AS TYPE_NAME,

c.IS_NULLABLE,

c.ORDINAL_POSITION,

c.COLUMN_DEFAULT ,

c.COLUMN_COMMENT AS REMARKS

FROM INFORMATION_SCHEMA.COLUMNS AS c,

INFORMATION_SCHEMA.TABLES AS t

WHERE c.TABLE_SCHEMA = t.TABLE_SCHEMA

AND c.TABLE_NAME = t.TABLE_NAME

(continues on next page)
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(continued from previous page)

AND c.TABLE_SCHEMA NOT IN ('''') AND c.TABLE_SCHEMA NOT IN ( 'mysql' , 'performance_

schema' , 'information_schema' , 'innodb' , 'sys')

AND TABLE_TYPE IN ('BASE TABLE' , 'SYSTEM VIEW' , 'VIEW') ORDER BY c.TABLE_SCHEMA, c.

TABLE_NAME

Primary Key

Make sure that your query has columns labelled as CATALOG, TABLE_NAME, and COLUMN_NAME in the select

list.

Example:

SELECT k.TABLE_SCHEMA AS CATALOG,k.TABLE_NAME AS 'TABLE_NAME',

k.COLUMN_NAME as 'COLUMN_NAME',

k.TABLE_SCHEMA AS 'SCHEMA'

FROM information_schema.table_constraints t

JOIN information_schema.key_column_usage k

USING(constraint_name,table_schema,table_name)

WHERE t.CONSTRAINT_NAME =k.CONSTRAINT_NAME

AND t.constraint_type='PRIMARY KEY'

AND

t.TABLE_SCHEMA NOT IN ('''') AND t.TABLE_SCHEMA NOT IN ( 'mysql' , 'performance_schema

' , 'information_schema' , 'innodb' , 'sys')

Foreign Key

Make sure that your query has columns labelled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN,

FK_CATALOG, FK_SCHEMA, FK_TABLE, and FK_COLUMN in the select list. Example:

SELECT null AS PK_CATALOG,

t.TABLE_SCHEMA AS 'PK_SCHEMA',

k.TABLE_NAME AS 'PK_TABLE',

k.COLUMN_NAME as 'PK_COLUMN',

null AS FK_CATALOG,

t.TABLE_SCHEMA AS 'FK_SCHEMA',

t.TABLE_NAME AS 'FK_TABLE',

k.COLUMN_NAME AS 'FK_COLUMN'

FROM information_schema.table_constraints t

JOIN information_schema.key_column_usage k

USING(constraint_name,table_schema,table_name)

WHERE t.constraint_type='FOREIGN KEY' AND

t.TABLE_SCHEMA NOT IN ('''') AND t.TABLE_SCHEMA NOT IN ( 'mysql' , 'performance_schema

' , 'information_schema' , 'innodb' , 'sys')
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Index

Make sure that your query has columns labelled as CATALOG, TABLE_NAME, COLUMN_NAME, and REMARKS

in the select list.

Example:

SELECT TABLE_SCHEMA AS CATALOG,

TABLE_NAME AS 'TABLE_NAME',

COLUMN_NAME AS 'COLUMN_NAME'

FROM INFORMATION_SCHEMA.STATISTICS WHERE TABLE_SCHEMA NOT IN ('''') AND TABLE_SCHEMA

NOT IN ( 'mysql' , 'performance_schema' , 'information_schema' , 'innodb' , 'sys')

Function

Make sure that your query has columns labelled as CATALOG, FUNCTION_NAME, and REMARKS in the select list.

Example:

SELECT ROUTINE_SCHEMA AS CATALOG,

ROUTINE_NAME AS 'FUNCTION_NAME',

ROUTINE_COMMENT AS 'REMARKS'

FROM INFORMATION_SCHEMA.ROUTINES WHERE ROUTINE_SCHEMA NOT IN ('''') AND ROUTINE_SCHEMA

NOT IN ( 'mysql' , 'performance_schema' , 'information_schema' , 'innodb' , 'sys')

Function Definition

Make sure that your query has columns labelled as CATALOG, FUNCTION_NAME, ARG_NAME, TYPE_

NAME, ARG_TYPE, and ARG_DEF in the select list.

Example:

SELECT ROUTINE_SCHEMA AS CATALOG,

ROUTINE_NAME AS FUNCTION_NAME,

SPECIFIC_NAME AS ARG_NAME,

DATA_TYPE AS TYPE_NAME,

ROUTINE_TYPE AS ARG_TYPE,

ROUTINE_DEFINITION AS ARG_DEF

FROM INFORMATION_SCHEMA.ROUTINES WHERE ROUTINE_SCHEMA NOT IN ('''') AND ROUTINE_SCHEMA

NOT IN ( 'mysql' , 'performance_schema' , 'information_schema' , 'innodb' , 'sys')

Selective Extraction

On the Metadata Extraction tab, you can select the Schemas to include or exclude from extraction. Selective extraction

settings are used to apply a filter to include or exclude a list of schemas.

Enable the Selective Extraction toggle if you want only a subset of schemas to be extracted.

1. Click Get List of Schemas to first fetch the list of schemas. The status of the Get Schemas action

will be logged in the Extraction Job Status table at the bottom of the Metadata Extraction page.

2. When Schema synchronization is complete, a drop-down list of the Schemas will become enabled.

3. Select one or more schemas as required.

4. Check if you are using the desired filter option. Available filter options are described below:
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Filter Option Description

Extract all Schemas ex-

cept

Extract metadata from all Schemas except from the selected

Schemas.

Extract only these

Schemas

Extract metadata only from the selected Schemas.

5. Click Run Extraction Now to extract metadata. The status of the extraction action is also logged in

the Job History table at the bottom of the page.

Automated Extraction

If you wish to automatically update the metadata extracted into the Catalog, under Automated and Manual Extraction,

turn on the Enable Automated Extraction switch and select the day and time when metadata must be extracted. The

metadata extraction will be automatically scheduled to run on the selected schedule.

Compose

On the Compose tab, an admin can enable the use of the Compose tool for this data source.

1. Before you enable Compose, provide the JDBC URI in the Default Connection field which Compose will use as

a default connection and Save.

2. Enable the Enabled in Compose toggle to enable Compose for this data source. Select Compose Connection

Sharing option based on the description in the table:

Compose Connec-
tion Option

Description

Shared connections

across tabs

This option lets users use the same connection across multiple Compose

tabs.

Separate connection

per tab

Users can use different connections for each Compose tab, which enables

them to run multiple queries at the same time.
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3. Select a Data Uploader option based on the description below:

Data Uploader Description

Use Global Setting (True)

or

Use Global Setting (False)

Use the global setting option that is set in alation_conf

using alation.data_uploader.enabled flag.

Users can upload data if the flag is set to true or if the

flag is set to false, users cannot upload the data for

any data source.

Enable for this data source Use this option to enable the data upload for this data

source and override the global setting if the global

setting in alation_conf if it is set to false.

Disable for this data source Use this option to disable the data upload for this data

source and override the global setting in alation_conf

if it is set to true.

Note: OAuth connection is not supported for this data source.

Data Sampling

Automated and Manual Sampling

Users can either perform manual sampling or enable automated sampling:

1. To perform manual sampling, make sure that the Enable Automated Sampling toggle is Off. Click the Sample

button to do manual sampling.

2. Set the Enable Automated Sampling toggle to On to perform the automated sampling.

a. Set a schedule in the corresponding fields of the schedule section, specify values for week, day and time.

b. Select the number of tables to be sampled by selecting a value in the dropdown list. By default, all tables

are sampled. When a specific number of tables is selected, unprofiled and popular tables are prioritized.

c. Click Sample.

Dynamic Sampling

Dynamic Sampling allows users to perform user-specific sampling and profiling. They will only be able to see the data

they have access to on the database. Sample data will only be visible to the user who initiated sampling or profiling.

Automated sampling must be disabled to perform dynamic sampling.
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Per-Object Parameters

Refer to Per-Object Parameters.

Query Log Ingestion

QLI Setup for MySQL RDS

Perform the following steps to configure the pre-requisites for MySQL RDS QLI:

1. Create an RDS instance with MySQL version 8.0.

2. In the AWS console, go to Amazon RDS > Parameter groups > Create parameter group.

3. Provide the values in the following fields and click Create.

• Parameter group family

• Type

• Group Name

• Descriptions
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4. Go to Parameter groups and select the newly created parameter group.

5. Click Edit parameters and update the following parameters with the values below:

Parameter Value

general_log 1

Slow_query_log 1

Long_query_time 0

log_output TABLE

6. Click Preview changes to view the modified parameter values. Click Save changes.

7. Go to Databases > RDS Instance.

8. Associate the DB parameter group with the RDS instance. Click Modify > Additional Configuration > DB

parameter group and select the DB parameter group.
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Note: The RDS instance major version and DB parameter group instance selection version must be

the same. If the version is not same, then the DB parameter group will not be listed in this dropdown.

9. Restart the database.

Note: The DB parameter group does not get associated with the RDS instance until the instance is

restarted.

Configuration in Alation

You can either create a table for Alation to pull the query logs from or use a custom query to query the slow_log table.

Note: Log tables keep growing until the respective logging activities are turned off by resetting the appropriate

parameter to 0. A large amount of data often accumulates over time, which can use up a considerable percentage of your

allocated storage space. Rotating a table saves its contents to a backup table and then creates a new empty log table.

You can manually rotate the log tables with the following commands:

CALL mysql.rds_rotate_slow_log;

Note: Alation does not support the query logs in the general_log table.

Connector Settings

Table-Based QLI

Use the below query format to create a new table and flush the query history from the slow_log table.

MySQL:

CREATE TABLE <Table_Name> AS SELECT * FROM(SELECT user_host as username,start_time as

starttime,sql_text as queryString,thread_id as sessionid,session_start_time as

sessionstarttime,query_time as seconds,'N' as cancelled,db as defaultDatabasesFROM <slow_

log table>); (continues on next page)
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(continued from previous page)

MySQL RDS:

CREATE view <View_Name> as

SELECT

start_time AS startTime,

CONCAT_WS(

'\/',

user_host,

DATE(start_time)

) AS sessionId,

SUBSTR(

user_host

FROM

1 FOR POSITION('[' in user_host) -1

) AS userName,

sql_text AS queryString,

TIME_TO_SEC(query_time) AS Seconds,

db AS defaultDatabases,

'N' AS cancelled,

start_time AS sessionStartTime

FROM

mysql.slow_log WHERE

(

(

sql_text NOT LIKE 'SET net_write_timeout%'

AND sql_text NOT LIKE 'SET autocommit%'

AND sql_text NOT LIKE 'SET character_set_results%'

AND sql_text NOT LIKE 'Quit'

AND sql_text NOT LIKE 'SET sql_mode%'

AND sql_text NOT LIKE '%mysql-connector-java%'

)

OR TIME_TO_SEC(query_time) > 0

)

-- AND start_time >= ?

-- AND start_time < ?

ORDER BY CONCAT_WS('\/', user_host, DATE(start_time)), start_time;

In the Table Name field, provide the name of the table in which the query logs are available. The table name must be

provided in the following format:

database.table/viewname
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Custom Query-Based QLI

When you cannot create a table or viewI, you can use a Custom QLI Query to perform QLI. Provide the expected query

structure as shown below and click Save:

MySQL:

SELECT user_host AS username,

start_time AS starttime,

sql_text AS queryString,

thread_id AS sessionid,

start_time AS sessionstarttime,

query_time AS seconds,

'N' AS cancelled,

db AS defaultDatabases

FROM <slow_log on MySQL>;

MySQL RDS:

SELECT

start_time AS startTime,

CONCAT_WS(

'\/',

user_host,

DATE(start_time)

) AS sessionId,

SUBSTR(

user_host

FROM

1 FOR POSITION('[' in user_host) -1

) AS userName,

sql_text AS queryString,

TIME_TO_SEC(query_time) AS Seconds,

db AS defaultDatabases,

'N' AS cancelled,

start_time AS sessionStartTime

FROM

mysql.slow_log WHERE

(

(

sql_text NOT LIKE 'SET net_write_timeout%'

AND sql_text NOT LIKE 'SET autocommit%'

AND sql_text NOT LIKE 'SET character_set_results%'

AND sql_text NOT LIKE 'Quit'

AND sql_text NOT LIKE 'SET sql_mode%'

AND sql_text NOT LIKE '%mysql-connector-java%'

)

OR TIME_TO_SEC(query_time) > 0

)

-- AND start_time >= ?

-- AND start_time < ?

ORDER BY CONCAT_WS('\/', user_host, DATE(start_time)), start_time;
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Automated and Manual QLI

Users can either perform manual Query Log Ingestion or enable automated Query Log Ingestion:

1. To perform manual Query Log Ingestion, make sure that the Enable Automated Query Log Ingestion toggle is

Off. Click the Import button to do manual Query Log Ingestion.

2. Set the Enable Automated Query Log Ingestion toggle to On to perform the automated Query Log Ingestion.

a. Set a schedule in the corresponding fields of the schedule section, specify values for week, day and time.

b. Click Import.

Custom Settings

This configuration option is available if Profiling V2 is enabled.

To profile a column, Alation runs a default query if no custom query is specified for this column. Default queries for

column profiling differ depending on the data type: numeric or non-numeric.

The default query supplied by Alation can be modified based on the user requirements and datasource type. The

following default query template can be used to revert back to the default query from custom query:

Numeric columns:

SELECT

MIN({column_name}) AS MIN,

MAX({column_name}) AS MAX,

AVG({column_name}) AS MEAN,

(COUNT(*) - COUNT({column_name})) AS "#NULL",

(CASE WHEN COUNT(*) > 0 THEN ((COUNT(*) - COUNT({column_name})) * 100.0 /

COUNT(*)) ELSE 0.0 END) AS "%NULL"

FROM {schema_name}.{table_name};

Non numeric columns:

SELECT

((SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END))) AS "#NULL",

(CASE WHEN COUNT(*) > 0 THEN ((((SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0

END))) * 100.0 / count(*)) ) ELSE 0.0 END ) AS "%NULL"

FROM {schema_name}.{table_name};

Important: The profiling queries MUST contain the {column_name}, {schema_name}, and {table_name}. Users

must check the compatibility of the default query based on the datasource type and modify it if required.

The default Profiling query calculates the Profiling stats that are displayed on the Overview tab of the Column catalog

page. When you customize the query, you can also customize the statistics that should be calculated and displayed:
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Troubleshooting

Refer to Troubleshooting.

6.50 Looker OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Looker OCF connector.

6.50.1 Looker Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2020.4

To download the Looker OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog Looker as a BI source in Alation. The connector catalogs Looker objects

such as folders, dashboards, and reports. It enables end users to search and find Looker objects from the Alation user

interface.
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Team

The following administrators are required to install this connector:

• Alation Server Admin/Linux Administrator:

– Installs the connector

– Creates a Looker BI source

– Provisions Alation API tokens

• Looker Administrator:

– Provisions Looker API tokens

– Provides access to Looker Objects

Scope

The table below shows what features are covered by this connector:

Feature Scope Availability

Looker Instance Catalog Looker instance as a BI

Source.

Yes

Folders Catalog Folders and Sub-Folders in

Looker

Yes

Filter Folders Ability to include or exclude certain

Folders

Yes

Reports Catalog reports in a Folder Yes

Report Objects Catalog report objects such as charts

and tables

Yes

Report object dimensions, measures,

expressions

Catalog dimensions, measures, and

measure expressions of a report ob-

jects

Yes

Report object data sources Catalog data sources used by report

objects

Yes

Report object lineage Catalog the lineage of a report ob-

ject.

Yes* **

Filter Reports Ability to include or exclude certain

reports

No

Report Owner Owners or Authors who created a

report

No

Dashboards Catalog dashboards in a Folder Yes

Dashboard object Measures & Di-

mensions

Catalog dimensions and measure of

a dashboard object

Yes

Data Sources Catalog data sources Yes

Image Preview Ability to show a thumbnail image

of reports and dashboards

Yes

Popularity Popularity of Dashboards & Reports No

Security Replication Replicate access control to reports

and dashboards

No

* Report object lineage is available only if the underlying data source is cataloged in Alation and fully qualified SQL

and table information is available from the Looker APIs.
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** The dialects selected in the Looker while creating a connection should be a part of the supported datasources

mentioned below:

MySQL, SQL server, Snowflake, Oracle, PostgreSQL, Amazon Redshift, Databricks and Google BigQuery.

Looker Object Hierarchy

The following image shows the hierarchy of Looker objects and how they are cataloged in Alation:

Looker APIs

The following table lists the Looker APIs used by this connector to extract metadata from Looker. Looker API version

4.0 is supported.

Type API Endpoint Description

Authentica-

tion

<api-url>/api/<api-version>/login Method is to fetch the access token

Folders <api-url>/api/<api-version>/folders Gets folders from Looker

Child folders <api-url>/api/<api-version>/

folders/<folder_id>/children

Gets child folders for a given folder

Data sources <api-url>/api/<api-version>/

connections

Gets data source from a folder

Dashboards <api-url>/api/<api-version>/

dashboards

Gets dashboards from Looker

Dashboard <api-url>/api/<api-version>/

dashboards/<dashboard_id>

Gets a dashboard by ID

Reports <api-url>/api/<api-version>/looks Gets looks from Looker

LookML

models

<api-url>/api/<api-version>/

lookml_models/<model>

Gets LookML models from Looker. Models are

extracted to map reports and data sources

Dimension

and Measures

<api-url>/api/<api-version>/

lookml_models/<model>/explores/

<view>

Gets BI dimensions and measures from Looker

Merge

queries

<api-url>/api/<api-version>/merge_-

queries/<merge_result_id>

Gets a query with the given result id from looker

Query <api-url>/api/<api-version>/

queries/<query_id>

Gets the query from query ID

Query SQL <api-url>/api/<api-version>/

queries/<query_id>/run/sql

Gets a raw query from Looker
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6.50.2 Looker Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Follow these steps to perform the necessary configuration for the Looker connector on the Looker side and in Alation.

Authentication Requirements

• Looker application registration credentials

• Looker Client ID and Client Secret

Looker Setup and Authentication

To access the Looker content and APIs, a Looker admin needs to enable Client ID and Client Secret access in the

Looker Admin Portal:

1. Log in to Looker.

2. Navigate to the Admin Portal as shown below and choose users:

3. Create a new User to be used as a Service ID for integration needs, by clicking the Add Users button:

4. Enter an Email ID for the user and provide the appropriate roles and groups. The role must be Admin and the

group assigned must have admin access:
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5. Click the Add Users button.

6. Once the user is added, edit the user by clicking the Edit button for this user. The following screen will be

displayed. Click Edit Keys:

7. Click New API3 Key button to generate a Client ID and Client Secret:

9. Note down the key and the secret as they are needed to configure the Looker connector in Alation.
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Alation Setup and Authentication

STEP 1: Install the Connector

Important: Installation of an OCF connector requires Alation Connector Manager to be installed as a

prerequisite.

1. If this has not been done on your instance, install Alation Connector Manager using the steps in: Install Alation

Connector Manager.

2. Make sure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page: refer to Manage Connector Dashboard.

STEP 2: Create and Configure a New BI Server Source

Add a New BI Server Source

1. Log in to the Alation instance and add a new BI Server source: Apps > Sources > Add > BI Server. The Register

a Business Intelligence Server screen will open.

2. On this screen, from the Select a Business Intelligence Server type list, select the Looker connector name and

enter a Title and a Description:

3. Click Add. You will be navigated to your BI Server source Settings page.

Configure the Looker BI Source

1. Configure Access:

Applies from release 2023.3.5

On the Access tab, set the BI source visibility as follows:

• Public BI Server—The BI source will be visible to all users of the catalog.

• Private BI Server—The BI Source will be visible to users that have been assigned the

BI Server Admin or Viewer role. It will be hidden for all other users.
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You can add more BI Admins or Viewers in the BI Server Admins section if required.

For more information, see Configure Access to OCF BI Sources

2. Perform the configuration on the General Settings tab.

Note: This section describes configuring settings for credentials and connection information stored in

the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager

to hold such information, the user interface for the General Settings page will change to include the

following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential

information, you enter the ID of the secret. See Configure Secrets for OCF Connector Settings for

details.
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Specify Application Settings:

Parameter Description

Disable Hard Sync Leave this checkbox unselected.

Selecting it will disable synchronization of BI objects

between Alation and Looker.

Note: This is not applicable from version 2021.2

Disable Automatic Lineage Generation Select the Disable Automatic Lineage Generation

checkbox to skip the creation of automatic Lineage

after extraction. When automatic Lineage generation

is disabled, during extraction Alation does not calculate

Lineage data for this BI source.

For more information, see Automatic Lineage Genera-

tion FAQ.

Note: This is applicable from version 2021.3

Disable Permission Enforcement Leave this checkbox selected.

Permission enforcement is not supported between

Looker and Alation.

Disable Certification Leave this checkbox selected.

Certification of BI objects in Looker from Alation

is not supported.

Server URI Enter the server URI used to access Looker.

3. Click Save to save the information you have entered.

4. Specify Connector Settings:
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Parameter Description

Looker API URL Enter the API URL to access Looker APIs. Default

URL is https://<Looker URI>:19999/

Looker Client ID Enter the Looker Client ID

Looker Client Secret Enter the Looker Client Secret

Host Provide the proxy host. This is an optional field and

should be used only if Looker is connected using proxy

connection.

Display Images/Previews Select this checkbox to preview the images of dash-

boards and reports.

Disable Server Certification Enable this checkbox to accept the Looker API url

provided above without SSL checks.

Server SSL Certificate Upload Upload the SSL certificate if the Looker is a self-signed

host or on-prem instance.

Proxy URL Specify the URL to access Looker via proxy server.

This is an optional field and should be used only if

Looker is connected using proxy connection.

Proxy Port Specify the proxy port number. Default proxy port

number is 3128.

This is an optional field and should be used only if

Looker is connected using proxy connection.

Proxy Username Specify the proxy server username. This is an optional

field and should be used only if Looker is connected

using proxy connection.

Proxy Password Specify the proxy server password. This is an optional

field and should be used only if Looker is connected

using proxy connection.

Log Level Select the log level to generate logs. The available

options are INFO, DEBUG, WARN, TRACE, ERROR,

FATAL, ALL.

Cross-System Lineage:

Cross-System Lineage is to generate lineage between this Looker BI source and any supported data

source by this connector. To generate the cross-system Lineage, specify the host name and the port

number of this BI source on the RDBMS connector’s General Settings > Application Settings > BI

Connection Info field in the format mentioned below:

Host_Name:Port_Number

Example: adb-8443049157651279.19.azuredatabricks.net:443
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Note: This image is from the supported data source General Settings page.

5. Click Save.

6. Under Test Connection, click Test to validate network connectivity. If the connector settings are good, a success

message will be displayed.

7. Under Extraction Settings, configure the metadata extraction. Turn on Selective Extraction, if required. Selective

extraction settings are used to apply a filter to include or exclude a list of Folders.

8. Click Get List of Projects to first fetch the list of Folders from Looker.

9. The status of the Get Projects action is logged in the Job History table at the bottom of the Settings page.

10. Once the folder synchronization is successful, a drop-down list of Folders will become enabled. Select one or

more Folders to apply the filter.

11. Check if you are using the desired filter option. Available filter options are described below:

Filter Option Description

Extract all Project except Extract metadata from all Folders except from the Folders selected.

Extract only these Projects Extract metadata from only the selected Folders.

12. Click Run Extraction Now to extract metadata. The status of the Extraction action is also logged in the Job

History table at the bottom of the page.

13. If you wish to automatically update the metadata in the Catalog, under Automated and Manual Extraction, turn

on Enable Automated Extraction and select the day and time when metadata must be extracted. The metadata

extraction will be automatically scheduled to run at the selected day and time.

Limitations

• Lineage is supported only for the following datasources:

– Mysql

– Sql server

– Snowflake

– Oracle

– PostgreSQL

– Amazon Redshift

– Amazon Databricks

– Azure Databricks

– Google BigQuery

• Only client Id, client secret API based authentication is supported to extract metadata from Looker.

• We use api/4.0/vector_thumbnail/dashboard/<dashboard-id> to fetch images. If it do not return 200 response,

then images will not be displayed.

• Incremental extraction is not supported.

• Proxy URL and port must be similar for both http and https connections.

• Explores extraction is not supported.
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• DEBUG log level generates more logs and it use more disk space. It is recommended to use it only when gathering

debug logs before raising a support ticket. For normal usage, we recommend to use INFO log level.

• LookML Dashboards are not cataloged by the connector.

Troubleshooting

Test Connection Failure

Verify that the Looker Client ID, Client Secret, and API URL are provided correctly on the Settings page. In most cases

the Looker Base URL will be different from the API URL.

Limited Folders Shown in Alation

Check the user permissions in Looker. The user needs permissions to access all the folders.

Datasource Details are not Displayed in Alation

Check the user permissions in Looker. The user needs admin privileges. Without admin privileges datasource information

cannot be extracted.

Datasource Column or Report Column Details are not Displayed in Alation

Check whether the models are published in Looker and they have content inside them. You can check whether the

following API response contains an empty explores field, then columns will not show up, for example:

<Looker API URL>/api/3.1/lookml_models/<Model Name>

{

"has_content": false,

"label": "Crm",

"name": "crm",

"project_name": "crm",

"unlimited_db_connections": false,

"allowed_db_connection_names": [

"mysql"

],

"explores": [],

"can": {

"index": true,

"show": true,

"create": true,

"update": true,

"destroy": true

}

}

1714 Chapter 6. Open Connector Framework



Alation User Guide

Lineage is not Visible

If the lineage is not visible, make sure the datasource is cataloged in Alation and make sure the user has admin privileges.

Logs to be collected

Refer to Logs to be collected.

6.50.3 Upgrade Looker OCF Connector to Version 1.4.1

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Before upgrading the Looker OCF Connector to version 1.4.1 or later from an older version, users must execute this

migration script. The script should be run one time, prior to the connector upgrade. This migration ensures the transfer

of all curated information on the catalog pages of Looker objects from your previous connector version to the Looker

OCF Connector 1.4.1.

Note: Users who initially install the Looker connector version 1.4.1 or above do not need to perform this migration.

The script is only required if you are upgrading the connector from a previous version.

On Looker OCF Connector versions before 1.4.1, Looker reports were extracted as new reports in Alation if these reports

had been updated in Looker. The previously extracted version of the report and the associated curation information was

removed from the catalog. The Looker OCF connector version 1.4.1 uses a different model of storing report IDs and

fixes this issue. However, migration of the previously extracted metadata is required to ensure that the new connector

version inherits the curation information on previously extracted Looker reports.

Scope of Migration

This migration will ensure that the following catalog metadata is preserved after the connector upgrade:

• Built-in and custom fields

– Object Sets and People Sets—For example, Stewards

– Rich text fields

– Descriptions

• Trust Flags (Endorse, Warn, and Deprecate)

• Tags

• Stars

• Article and conversation mentions
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Migrate Curated Data

Perform the following steps to migrate the curated data of a cataloged Looker report in preparation for the connector

upgrade:

Note: There will be no downtime while performing this migration.

1. Before migration, ensure that you have the latest valid Alation backup.

2. We recommend taking screenshots of the Looker catalog pages that contain curation information.

These screenshots can be used as reference after the connector upgrade to validate that all curation

information is successfully migrated.

3. Copy the Looker migration script that you received from Alation to the /tmp directory on the Alation

host. If you use the example below, replace <ssh-user> with your username.

scp looker_migration.pyc <ssh-user>@{alation-instance-ip}:/tmp

4. Use SSH to connect to the Alation host.

5. Run the following command to stage the migration script in the one_off_scripts directory:

sudo cp /tmp looker_migration.pyc /opt/alation/alation/opt/alation/

django/rosemeta/one_off_scripts

6. Enter the Alation shell.

sudo /etc/init.d/alation shell

7. Navigate to the one_off_scripts directory.

cd opt/alation/django/rosemeta/one_off_scripts/

8. Change the user to alation:

sudo su alation

9. Find the source ID of the Looker BI source. The source ID of a source can be viewed in the browser

URL when you view the source catalog page. In the example below, the source ID is 9.

Example: htpps://qualified_domain_name/bi/v2/server/9/

10. Run the migration script with the command below.

python looker_migration.pyc -s <Looker source ID>

11. The following message will be displayed once the migration is complete: updated report id’s, exiting

the script.
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12. Exit the shell.

exit

13. Check the connector logs for any errors once the script execution is complete. If you find any errors

in executing the script, contact Alation Support.

14. Upgrade the Looker OCF connector to version 1.4.1 once the migration script execution is successful.

Refer to Upgrade Connector for more information.

15. Perform a full extraction to restore the curated data on the upgraded connector version.

16. Make sure that the curation data was migrated successfully.

6.51 Oracle OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Oracle OCF connector.

Important: With Alation version 2023.3.4 or higher and Oracle OCF connector version 1.5.0 or higher, Alation has

introduced an enhanced user interface for configuring the Oracle data source settings.

6.51.1 Oracle OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

March 06, 2024

Oracle OCF Connector: Version 1.6.1

Fixed Issues

Custom QLI Query Validation Fails If the ENDTIME Keyword Appears Before the STARTTIME

Including the STARTTIME and ENDTIME keywords in the Custom QLI queries is mandatory. However, the connector

restricts users from using the ENDTIME keyword before the STARTTIME keyword within a custom query. This results

in a validation error for the custom QLI queries that require the ENDTIME keyword to appear before the STARTTIME

keyword, preventing users from saving such custom queries.

Now, the connector allows the users to successfully save the custom QLI query irrespective of the STARTTIME or

ENDTIME keyword order.
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February 28, 2024

Oracle OCF Connector: Version 1.6.0

Enhancements

Docker CIS Benchmark Compliance

Oracle OCF connector versions 1.6.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

January 31, 2024

Oracle OCF Connector: Version 1.5.0

Compatible Alation Version - 2023.1 or higher

Enhancements

With Alation version 2023.3.4 and higher and Oracle OCF connector version 1.5.0 and higher, Alation has introduced

an enhanced user interface for configuring the Oracle data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.4. However, you will

view the old user interface with Alation versions prior to 2023.3.4.

The documentation for the new Oracle experience is available at : Oracle OCF Connector.

The enhanced user interface provides the following features:

Better User Experience

The enhanced Oracle user interface provides better navigation and multiple visual cues, making it easy to configure and

manage Oracle data source.

Easy to Connect

The Oracle user interface now provides a step-by-step process to connect to your Oracle data source easily and quickly.
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Additional Error-Prevention Checks

The Oracle user interface now includes added checks to avoid obvious configuration mistakes. The user interface also

includes text to assist and provide cues while configuring.

Detailed Error Reports and Troubleshooting Support

The improved Oracle user interface makes troubleshooting easier for metadata extraction and query log ingestion, as

you can now have a detailed error report for both processes. The report contains a detailed error description and steps to

resolve the issue.

6.51.2 Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF Connector for Oracle was developed by Alation and is available as a Zip file which can be uploaded and

installed in Manage Connectors. To download the Oracle OCF connector package, go to the Alation Connector Hub

available from the Customer Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation

users with access to the Customer Portal can access the Alation Connector Hub. If you don’t have access to the

Customer Portal, contact Alation Support.

This connector should be used to catalog the Oracle database as a data source in Alation. The connector catalogs

Oracle objects, such as schemas, tables, columns, synonyms, views, primary keys, foreign keys, indices, procedures, and

functions. It enables users to search and find Oracle objects from the Alation user interface.

Team

The following administrators are required to install this connector:

• Alation administrator:

– Installs Alation Connector Manager or ensures that it has been installed.

– Installs the connector.

– Creates and configures an Oracle data source in the catalog.

• Oracle Administrator:

– Creates a service account and grants it the required privileges to access the metadata.

– Provides the JDBC URI to access the Oracle database.

– Assists in configuring authentication.
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Scope

The table below shows what features are covered by the connector. For version support information, refer to Support

Matrix.

Oracle (EC2) Oracle (RDS) Oracle (E-Business
Suite)

Core Capabilities

Automated metadata extraction (MDE) ✓ ✓ ✓

Query-based MDE ✓ ✓ ✓

Search ✓ ✓ ✓

Catalog page curation ✓ ✓ ✓

Catalog sets ✓ ✓ ✓

Propagation of data quality flags ✓ ✓ ✓

Popularity ✓ ✓ ✓

Compose

On-prem Alation instances ✓ ✓ ✓

Alation Cloud Service instances* ✓ ✓ ✓

* Compose for data sources connected via Alation Agent is supported from connector version 1.2.11.2455.

Query Log Ingestion (QLI)

Table-based ✓ ✓ ✓

Query-based ✓ ✓ ✓

Filters ✓ ✓ ✓

Lineage ✓ ✓ ✓

Sampling and Profiling

Table sampling ✓ ✓ ✓

Custom query-based table sampling ✓ ✓ ✓

Custom query-based column profiling ✓ ✓ ✓

Dynamic profiling ✓ ✓ ✓

Authentication

Basic (username and password) ✓ ✓ ✓

Kerberos ✓ ✓ x

Keytab ✓ ✓ x

LDAP ✓ x x

Technical Metadata

Tables ✓ ✓ ✓

Columns ✓ ✓ ✓

Primary keys ✓ ✓ ✓

Foreign keys ✓ ✓ ✓

Views ✓ ✓ ✓

Schemas ✓ ✓ ✓

Source comments x x x

Synonyms ✓ ✓ ✓
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6.51.3 Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Before you install the Oracle OCF connector, ensure that you have performed the following:

• Configure Network Connectivity

• Create a Service Account

• Grant Required Permissions

Configure Network Connectivity

• Open outbound TCP port 1521 (default) to the Oracle server. You can use the default or any other port configured

to the Oracle server.

• If connecting over LDAP, open outbound LDAP port 389 to the Oracle LDAP server

• Kerberos authentication requires the Alation server hostname to be resolvable. Add a DNS record for the Alation

server or edit the /etc/hosts file on the Alation server.

Create a Service Account

Sample SQL to create an account:

CREATE USER alation IDENTIFIED BY [password];

GRANT CREATE SESSION TO alation;

The GRANT CREATE SESSION TO permission allows the service account to connect to the database.

Identify the Prefix

You can access the metadata using the following of prefixes for system views:

• CDB_*

• DBA_*,

• ALL_*,

• USER_*,

Alation extracts metadata from the following system views:

• x_OBJECTS

• x_TAB_COLUMNS

• x_CONS_COLUMNS

• x_CONSTRAINTS

• x_VIEWS

• x_MVIEWS

• x_IND_COLUMNS

• x_INDEXES
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• x_SYNONYMS

• x_COL_COMMENTS

• x_MVIEW_COMMENTS

• x_TAB_COMMENTS

• x_SEGMENTS

• x_LOBS

• x_ARGUMENTS

• x_USERS

The x represents the prefix.

The order of access increases from CDB_* to USER_* ( CDB_*, DBA_*, , ALL_*, USER_*), with the CDB_* prefix having

the highest access while the USER_* prefix has the least. During the access check, fetching schemas, and running

Metadata Extraction, Alation checks for prefixes to which the service account has access. Alation selects the prefix with

the highest access for all the operations. For example, if the service account has access to USER_*, ALL_*, and DBA_*

prefixes, then DBA_* is selected as the prefix for all the operations.

Grant Required Permissions

The service account you want to use requires a specific set of permissions on Oracle.

• Grant Permission for Metadata Extraction

• Grant Permission for Table Profiling

Important: To grant these permissions, the service account must have SYSDBA privileges.

Grant Permission for Metadata Extraction

Prerequisites

Execute the below queries using compose or any database tool to find which prefix is applicable for a given database

1. CDB_* : Select 1 from CDB_OBJECTS;

2. DBA_* : Select 1 from DBA_OBJECTS;

3. ALL_* : Select 1 from ALL_OBJECTS;

4. USER_* : Select 1 from USER_OBJECTS;

Execute the queries in the same order as specified above. Whichever query is successfully executed first indicates the

given database’s prefix. For example, if your first query fails but the second one executes successfully, then the prefix

for the database is DBA_*.

Once you know the prefix, you don’t have to execute the remaining queries.
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Grant Permissions

GRANT SELECT ON <prefix>_OBJECTS TO alation;

GRANT SELECT ON <prefix>_TAB_COLUMNS TO alation;

GRANT SELECT ON <prefix>_CONS_COLUMNS TO alation;

GRANT SELECT ON <prefix>_CONSTRAINTS TO alation;

GRANT SELECT ON <prefix>_VIEWS TO alation;

GRANT SELECT ON <prefix>_MVIEWS TO alation;

GRANT SELECT ON <prefix>_IND_COLUMNS TO alation;

GRANT SELECT ON <prefix>_INDEXES TO alation;

GRANT SELECT ON <prefix>_SYNONYMS TO alation;

GRANT SELECT ON <prefix>_COL_COMMENTS TO alation;

GRANT SELECT ON <prefix>_MVIEW_COMMENTS TO alation;

GRANT SELECT ON <prefix>_TAB_COMMENTS TO alation;

GRANT SELECT ON <prefix>_SEGMENTS TO alation;

GRANT SELECT ON <prefix>_LOBS TO alation;

GRANT SELECT ON <prefix>_ARGUMENTS to alation;

GRANT SELECT ON <prefix>_USERS to alation;

Permission Purpose

SELECT ON <prefix>_OBJECTS Required for table extraction

SELECT ON <prefix>_TAB_COLUMNS Required for table and column extraction

SELECT ON <prefix>_CONS_COLUMNS Required for column extraction

SELECT ON <prefix>_CONSTRAINTS Required for primary key and foreign key extraction

SELECT ON <prefix>_VIEWS Required for view extraction

SELECT ON <prefix>_MVIEWS Required for view extraction

SELECT ON <prefix>_IND_COLUMNS Required for index extraction

SELECT ON <prefix>_INDEXES Required for index extraction

SELECT ON <prefix>_SYNONYMS Required for synonym extraction

SELECT ON <prefix>_COL_COMMENTS Required for source comments extraction

SELECT ON <prefix>_MVIEW_COMMENTS Required for view comments extraction

SELECT ON <prefix>_TAB_COMMENTS Required for table comments extraction

SELECT ON <prefix>_SEGMENTS Required for table iteration

SELECT ON <prefix>_LOBS Required for table extraction

SELECT ON <prefix>_ARGUMENTS Required for function and function definition extraction

SELECT ON DBA_USERS Required for schema extraction

Replace <prefix> with CDB_*, DBA_*, , ALL_*, or USER_*.
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Grant Permission for Table Profiling

GRANT SELECT on [SCHEMA or TABLE]

6.51.4 Set Up OCF Connector for Oracle

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the Oracle OCF connector and configure a new data source to start using the connector.

Install the Connector

Alation On-Prem

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Service Cloud instances, Alation Connector Manager is available by default.

1. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.
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Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Oracle OCF Connector.

6.51.5 Configure Connection to Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you install the Oracle OCF connector, you must configure the connection to the Oracle data source.

The various steps involved in configuring the Oracle data source connection setting are:

1. Provide Access

2. Connect to Data Source

Provide Access

Go to the Access tab on the Settings page of your Oracle data source, set the data source visibility using these options:

• Public Data Source — The data source is visible to all users of the catalog.

• Private Data Source — The data source is visible to the users allowed access to the data source by Data Source

Admins.

You can add new Data Source Admin users in the Data Source Admins section.
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Connect to Data Source

To connect to the data source, you must perform these steps:

1. Provide the JDBC URI

2. Configure Authentication

3. Test the Connection

4. Configure Additional Connection Settings

5. Configure Logging

Important: The Alation user interface displays standard configuration settings for credentials and connection informa-

tion stored in the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager to

hold such information, the user interface will change to include the following buttons adjacent to the respective fields:

By default, you see the user interface for Standard. In the case of Vault, instead of the actual credential information,

you must select the source and provide the corresponding key. For details, see Configure Secrets for OCF Connector

Settings.

Provide the JDBC URI

JDBC URI

When building the URI, include the following information:

• Hostname or IP of the instance

• Port number

• Service name

• Service account username

• Password

URI Format

oracle:thin:@//<Hostname_or_IP>:<Port_Number>/<Service_Name>

Example

oracle:thin:@//ifac-orcl.ceeyrlqdpprr.us-west-2.rds.amazonaws.com:1521/orcl

Use this JDBC URI format for Basic and Kerberos authentication without SSL connection.
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JDBC URI for SSL Authentication

For SSL authentication, use the TCPS protocol and the following JDBC URI format:

oracle:thin:@(DESCRIPTION=(ADDRESS=(PROTOCOL=TCPS)(HOST=<Hostname_or_-

IP>)(PORT=<Port_Number>))(CONNECT_DATA=(SID=<Service_Name>)))

Use this format to enable SSL authentication.

JDBC URI for LDAP Authentication

URI Format

oracle:thin:@ldap://<Hostname or IP >:<Port>/<servicename>,<LDAP Context>

Example

oracle:thin:@ldap://ip-10-13-52-95.test.com:389/alation,cn=OracleContext,dc=alation-test,

dc=com

Connect Using Native Network Encryption (NNE)

NNE encrypts database connections without the need to configure TCP/IP and SSL/TLS and to open and listen on

different ports. There are multiple configuration options for NNE. You may come across different scenarios where you

need to pass different parameters in the JDBC URI to connect, depending on how NNE was configured on your Oracle

database. For more information, refer to the Oracle official documentation on NNE.

Consider the following scenarios for NNE:

Scenario 1 (Default):

No settings done on the Oracle server.

• Pass extra parameters in JDBC URI as shown below:

oracle:thin:@//<Hostname_or_IP>:<Port_Number>/<Service_Name>?

oracle.net.encryption_client=REQUIRED

&oracle.net.encryption_types_client=AES256

&oracle.net.crypto_checksum_client=REQUIRED

&oracle.net.crypto_checksum_types_client=SHA256

This will allow Oracle to enable the NNE encryption.
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Scenario 2:

This scenario applies if you are using one algorithm for encryptions and another for checksum.

This corresponds to the following configuration in the sqlnet.ora file on the Oracle server:

SQLNET.ENCRYPTION_SERVER = ACCEPTED

SQLNET.CRYPTO_CHECKSUM_SERVER = ACCEPTED

SQLNET.CRYPTO_CHECKSUM_TYPES_SERVER= (SHA256)

SQLNET.ENCRYPTION_TYPES_SERVER= (AES256)

In the above configuration, AES256 is used for encryption and SHA256 is used for checksum.

If this is your case, you need to add the following parameters to the JDBC URI you provide in Alation:

oracle:thin:@//10.13.80.110:1521/alation?

oracle.net.encryption_client=REQUIRED

&oracle.net.encryption_types_client=<Encryption mechanism allowed on Oracle

server>

&oracle.net.crypto_checksum_client=REQUIRED

&oracle.net.crypto_checksum_types_client=<Checksum mechanism allowed on Oracle

server>

Provide the JDBC URI in Alation

To provide to the JDBC URI in the Alation UI, perform these steps:

Connector Version 1.5.0 and Newer

From Alation version 2023.3.4 and connector version 1.5.0

1. On the Settings page of your Oracle data source, go to the General Settings tab.

2. In the Provide the JDBC URI section, based on the type of authentication you want to use, enter the JDBC URI.

For details, see Provide the JDBC URI .

3. Click Save.

Connector Versions Prior to 1.5.0

1. On the Settings page of your Oracle data source, go to the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and based on the type of authentication you

want to use, enter the JDBC URI. For details, see Provide the JDBC URI .

3. Click Save.

Configure Authentication

Alation supports the following authentication types for the Oracle data source:

• Basic authentication (database username and password)

• Kerberos authentication

• LDAP authentication

• SSL authentication
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Basic Authentication

Basic authentication requires a service account username and password.

Configure Basic Authentication

Connector Version 1.5.0 and Newer

From Alation version 2023.3.4 and connector version 1.5.0

1. On the Settings page of Oracle data source, go to the General Settings tab.

2. In the Configure authentication step, click on the Basic tab.

3. Provide the service account username and password.

4. To use SSL with Basic authentication, turn on the Enable SSL toggle, provide the Truststore password, and

upload the SSL certificate.

Note:

• To use SSL authentication, ensure that you have provided the JDBC URI format for TCPS protocol.

See JDBC URI for SSL Authentication.

• The Oracle OCF connector supports .crt file for SSL certificate.

5. Click Save.

Connector Versions Prior to 1.5.0

1. On the Settings page of your Oracle data source, click on the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and provide the following information:

Parameter Description

Username Specify the service account username.

Password Specify the service account password.

3. To use SSL with Kerberos, turn on the Enable SSL toggle, provide the Truststore password, and upload the SSL

certificate.

Note:

• To use SSL authentication, ensure that you have provided the JDBC URI format for TCPS protocol.

See JDBC URI for SSL Authentication.

• The Oracle OCF connector supports .crt file for SSL certificate.

4. Click Save.
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Kerberos Authentication

Alation supports Kerberos authentication with password and keytab.

Have the krb5.conf and the keytab files ready for upload when configuring the data source in Alation.

Configure Kerberos Authentication with Password

Connector Version 1.5.0 and Newer

From Alation version 2023.3.4 and connector version 1.5.0

1. On the Settings page of Oracle data source, go to the General Settings tab.

2. In the Configure authentication step, click on the Kerberos with password tab.

3. Provide the service account username, password, and upload the krb5.conf file using the Upload krb5.conf link.

4. To use SSL with Kerberos, turn on the Enable SSL toggle, provide the Truststore password, and upload the SSL

certificate..

Note:

• To use SSL authentication, ensure that you have provided the JDBC URI format for TCPS protocol.

See JDBC URI for SSL Authentication.

• The Oracle OCF connector supports .crt file for SSL certificate.

5. Click Save.

Connector Versions Prior to 1.5.0

1. On the Settings page of your Oracle data source, click on the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and provide the following information:

Parameter Description

Username Specify the service account username.

Password Specify the service account password.

Enable Kerberos authen-

tication

Select this checkbox and upload the krb5.conf file using the upload

link under the checkbox.

3. To use SSL with Kerberos, turn on the Enable SSL toggle, upload the SSL certificate, and provide the Truststore

password.

Note:

• To use SSL authentication, ensure that you have provided the JDBC URI format for TCPS protocol.

See JDBC URI for SSL Authentication.

• The Oracle OCF connector supports .crt file for SSL certificate.

4. Click Save.
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Configure Kerberos Authentication with Keytab

Connector Version 1.5.0 and Newer

From Alation version 2023.3.4 and connector version 1.5.0

1. On the Settings page of Oracle data source, go to the General Settings tab.

2. In the Configure authentication step, click on the Kerberos with keytab tab.

3. Provide the service account username and upload the krb5.conf file using the Upload krb5.conf link.

4. To use SSL with Kerberos, turn on the Enable SSL toggle, provide the Truststore password, and upload the SSL

certificate.

Note:

• To use SSL authentication, ensure that you have provided the JDBC URI format for TCPS protocol.

See JDBC URI for SSL Authentication.

• The Oracle OCF connector supports .crt file for SSL certificate.

5. Click Save.

Connector Versions Prior to 1.5.0

1. On the Settings page of your Oracle data source, click on the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and provide the following information:

Param-
eter

Description

User-

name

Specify the service account username.

Pass-

word

Not applicable

Use

keytab

Select this checkbox if using keytab and upload the keytab file for the service account

using the upload link under the checkbox.

3. 4. To use SSL with Kerberos, turn on the Enable SSL toggle and upload the SSL certificate.

Note:

• To use SSL authentication, ensure that you have provided the JDBC URI format for TCPS protocol.

See JDBC URI for SSL Authentication.

• The Oracle OCF connector supports .crt file for SSL certificate.

4. Click Save.
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LDAP Authentication

If you are using LDAP authentication, check the following settings on your Oracle LDAP server:

• Check that the file $ORACLE_HOME/network/admin/ldap.ora exists on the LDAP server. See an example

below:

# ldap.ora

# Place this file in the network/admin subdirectory of your

# $ORACLE_HOME location

DIRECTORY_SERVERS = (ip-10-13-52-95.alation-test.com:389:636)

DEFAULT_ADMIN_CONTEXT = "dc=alation-test,dc=com"

DIRECTORY_SERVER_TYPE = OID

In this example:

– ip-10-13-52-95.alation-test.com:389:636—Hostname(s) and port number(s) of the

LDAP directory server(s).

– "dc=alation-test,dc=com"—Default directory entry.

You should use your specific values instead.

For more details about the ldap.ora file, refer to the Oracle documentation: Directory Usage Parameters in the

ldap.ora File.

If you don’t have the ldap.ora file in the directory $ORACLE_HOME/network/admin/, then create it and add the

content based on the example above. Use your specific property values in the file.

Configure LDAP Authentication

Connector Version 1.5.0 and Newer

From Alation version 2023.3.4 and connector version 1.5.0

1. On the Settings page of Oracle data source, go to the General Settings tab.

2. In the Configure authentication step, click on the Basic tab.

Note: Ensure that you have provided the JDBC URI format applicable for LDAP authentication. See

JDBC URI for SSL Authentication.

3. Provide the service account username and password.

4. To use SSL with LDAP, turn on the Enable SSL toggle, provide the Truststore password, and upload the SSL

certificate.

Note:

• To use SSL authentication, ensure that you have provided the JDBC URI format for TCPS protocol.

See JDBC URI for SSL Authentication.

• The Oracle OCF connector supports .crt file for SSL certificate.

5. Click Save.
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Connector Versions Prior to 1.5.0

1. On the Settings page of your Oracle data source, click on the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and provide the following information:

Note: Ensure that you have provided the JDBC URI format applicable for LDAP authentication. See

JDBC URI for SSL Authentication.

Parameter Description

Username Specify the service account username.

Password Specify the service account password.

3. To use SSL with Kerberos, turn on the Enable SSL toggle, provide the Truststore password, and upload the SSL

certificate.

Note:

• To use SSL authentication, ensure that you have provided the JDBC URI format for TCPS protocol.

See JDBC URI for SSL Authentication.

• The Oracle OCF connector supports .crt file for SSL certificate.

4. Click Save.

Testing LDAP Connection

You can test the connection over LDAP to your Oracle database from the Alation host using an ldapsearch tool, for

example:

ldapsearch -x -h ip-10-13-52-95.alation-test.com -p 389 -b dc=alation-test,

dc=com

You should receive a control response similar to the following:
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Test the Connection

The connection test checks database connectivity. Alation uses the JDBC URI to connect to the database and to confirm

when the connection is established.

After specifying the JDBC URI and configuring authentication, test the connection.

To validate the network connectivity, go to General Settings > Test Connection on the Settings page of your Oracle

data source and click Test.

A dialog box appears confirming the status of the connection test.

Configure Additional Connection Settings

Apart from the mandatory configurations that you perform to connect to the data source in the General Settings tab, you

can configure the following additional settings:

• Configure Additional Data Source Connections

• Disable Obfuscate Literals

• Disable automatic lineage generation
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Configure Additional Data Source Connections

Alation can associate objects in a data source with objects in another source in the catalog through lineage. For example,

you can show lineage between your data source and BI sources that use its data.

Provide additional connection information for the data source to see lineage across multiple sources on the Lineage

chart.

Connector Version 1.5.0 and Newer

From Alation version 2023.3.4 and connector version 1.5.0.

To enter additional data source connection details, go to General Settings > Advanced settings of the

Settings page of your Oracle connector and enter the connection URL.

Use the following format: <host>:<port>

You can provide multiple values as a comma-separated list:

<host1>:<port1>,<host2>:<port2>

For example:

10.13.71.216:1541,sever.com:1542

Connector Versions Prior to 1.5.0

On the Application Settings section of General Settings tab, provide the host and port information in the Additional

data source connections field.

This parameter is used to generate lineage between the current data source and another source in the catalog, for example

a BI source that retrieves data from the underlying database. The parameter accepts host and port information of the

corresponding BI data source connection.

Use the following format: <host>:<port>

You can provide multiple values as a comma-separated list:

<host1>:<port1>,<host2>:<port2>

For example:

10.13.71.216:1541,sever.com:1542

For more details, see BI Connection Info.

Enable or Disable Obfuscate Literals

You can hide literal values from queries ingested with query log ingestion and displayed on the Queries tab of a schema

and table catalog objects.

Connector Version 1.5.0 and Newer

From Alation version 2023.3.4 and connector version 1.5.0.

Go to the General Settings tab and turn on or off the Obfuscate literals toggle under the Advanced

settings section.

Connector Versions Prior to 1.5.0

Go to the General Settings tab and turn on or off the Obfuscate literals toggle.

When enabled, literal values are substituted with placeholder values. Disable this option when you want literal values in

queries to be visible to users.
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By default, this option is disabled.

Configure Logging

To set the logging level for your Oracle data source logs, perform these steps:

Connector Version 1.5.0 and Newer

From Alation version 2023.3.4 and connector version 1.5.0.

1. On the Settings page of your Oracle data source, go to General Settings > Connector logs.

2. Select a logging level for the connector logs and click Save.

The available log levels are based on the Log4j framework.

Connector Versions Prior to 1.5.0

1. On the Settings page of your Oracle data source, go to Logging configuration section of General Settings tab.

2. Select a logging level for the connector logs and click Save.

The available log levels are based on the Log4j framework.

You can view the connector logs in Admin Settings > Server Admin > Manage Connectors > Oracle OCF connector.

6.51.6 Configure Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: With Alation version 2023.3.4 or higher and Oracle OCF connector version 1.5.0 or higher, Alation has

introduced an enhanced user interface for configuring Metadata Extraction.

Version 1.5.0 or Newer

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable for Alation version 2023.3.4 or higher and Oracle OCF connector version 1.5.0

or higher.

Overview

Metadata extraction (MDE) is the process of fetching data source information, such as tables, columns, column data

types, views, primary keys, foreign keys, functions, policies, tags, and procedures. Alation queries your database to

retrieve this metadata, which becomes catalog objects.

You can initiate MDE on demand or schedule it for regular catalog updates.
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Configure MDE in Alation

Metadata extraction fetches data source information, such as schemas, tables, columns, keys, functions, and more.

Alation queries your database to retrieve this metadata, which becomes catalog objects. You can initiate MDE on

demand or schedule it for regular catalog updates.

Steps involved in metadata extraction are:

1. Test Access and Fetch Schemas

2. Select Schemas for Extraction

3. Customize the Extraction Scope (Optional)

4. Configure Custom Extraction Queries (Optional)

5. Run Extraction

Test Access and Fetch Schemas

Before fetching the schemas for extraction, Alation tests if the service account has the required permissions to run

metadata extractions.

Perform these steps to test the access and fetch schemas.

Note: Ensure that the service account has the necessary permissions to access required system

views and retrieve accessible schemas (see Prerequisites).

1. On the Settings page of your Oracle OCF data source, go to the Metadata Extraction tab.
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2. In the Test access and fetch schemas section, click Run.

The retrieved list of schemas appears in the Schemas table under the Select schemas for

extraction section of the Metadata Extraction page.

Note: Access check is not applicable if you are using custom queries to extract metadata.

Select Schemas for Extraction

Select schemas for extraction, to which you have access, instead of extracting all the schemas. When selecting schemas

for extraction, you retrieve the metadata only for the selected schemas. This makes the extraction quicker and consumes

fewer resources than extracting all the schemas.

By default, all the schemas Alation fetches from the data source will be selected for extraction. You can adjust the

selection of by:

• Selecting Schemas using Filters

• Selecting Schemas Manually

If you do not select any schema manually or using rules, Alation extracts all the schemas upon running the metadata

extraction.

Select Schemas using Filters

If you want to apply extraction filters, perform these steps:

1. On the Settings page of your Oracle OCF connector, go to the Metadata Extraction tab.

2. Under the Select schemas for extraction section, turn on the Enable advanced settings toggle.

3. Select the required extraction filter option from the Extract drop down:

• Only selected schemas — extracts metadata only from the selected schemas. This is the default

value.

• All schemas except selected — extracts metadata from all schemas except the selected schemas.

4. To soft-delete the schemas from previous extraction that are not part of the current schema selection,

select the Keep the catalog synchronized with the current selection of schemas checkbox.

5. Create a filter.

a. From the first drop down, select Schema or Catalog.

b. Select the filter criteria (Contains, Starts with, Ends with, Regex).

c. Specify the keyword to look for from the schema or catalog.

Use this option if you frequently change schemas or if you use extensive metadata.

You can add multiple filters by clicking the Add another filter link.

Note: You must use rules if you plan to schedule MDE.

6. Click Apply filters.

The Schema table displays the selected schemas that match the rules that you had set.
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Note:

• After applying rules, you cannot manually adjust the selection of schemas.

• Filter is not applicable if you are using custom queries.

Select Schemas Manually

If you opt to manually select the schemas for extraction, perform these steps:

1. On the Settings page of your Oracle data source, go to the Metadata Extraction tab.

2. Under the Select schemas for extraction section, turn off the Enable advanced settings toggle if not disabled

already.

3. Select the required schemas from the list of schemas in the Schemas table.

Alternatively, you can select schemas by searching for the required schema from the table using either the schema

name or any keyword or string in the schema name.

After you have selected the schemas, your schema selection count is displayed above the Schema table.

Customize the Extraction Scope

Note: This is an optional step.

You can customize metadata extraction down to the level of specific metadata types, such as tables, columns, and views.

Consider the following points:

• The extraction of schema, table, view, and column metadata is always enabled and cannot be disabled.

• The extraction of system schema information is disabled by default. All other supported metadata types are

enabled by default.

• You can disable or enable the metadata types you want to extract by enabling or disabling the corresponding

option.

To customize the extraction scope, perform these steps:

1. On the Settings page of your Oracle data source, go to the Metadata Extraction tab.

2. Under the Customize extraction scope section, enable or disable the required additional available metadata types

from the following options:

• Extract system schema - extracts system schemas.

• Extract primary keys - extracts primary keys. Enabling this option leads to increased performance demands.

• Extract foreign keys - extracts foreign keys. Enabling this option leads to increased performance demands.

• Extract index - extracts indexes. Enabling this option leads to increased performance demands.

• Extract functions - extracts function information. We recommend that you enable this option.

• Extract synonyms - extracts synonyms. Public synonyms are displayed under a dummy schema called

PUBLIC. The PUBLIC schema does not exist in the Oracle database. Enabling this option leads to increased

performance demands.
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Configure Custom Extraction Queries

1. On the Settings page of your Oracle data source, go to the Metadata Extraction tab.

2. Under the Custom extraction queries section, provide custom queries in the respective fields.

For details on the custom queries, see Oracle OCF Connector Extraction Queries.

3. Click Save.

Note: If you specify the custom query for some metadata types but not all, Alation performs extraction

based on the corresponding default query for the metadata types that do not have a custom query.

Run Extraction

Under the Run extraction section (General Settings > Metadata Extraction), click Run Extraction to extract metadata

on demand.

The status of the extraction action is logged in the Extraction Job Status table under the MDE Job History tab.

Schedule Extraction

You can also schedule the extraction. To schedule the extraction, perform these steps:

1. On the Settings page of your Oracle data source, go to the Metadata Extraction.

2. Under the Run extraction section, turn on the Enable extraction schedule toggle.

3. Using the date and time widgets, select the recurrence period and day and time for the desired MDE

schedule. The next metadata extraction job for your data source will run on the schedule you have

specified.

Note: Here are some of the recommended schedules for better performance:

• Schedule extraction to run for every 12 hours at the 30th minute of the hour.

• Schedule extraction to run for every 2 days at 11:30 PM.

• Schedule extraction to run every week on the Sunday and Wednesday of the week.

• Schedule extraction to run for every 3 months on the 15th day of the month.
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View the MDE Job History

You can view the status of the extraction actions after you run the extraction or after Alation triggers the MDE as per the

schedule. Also, you can view the status of the schemas retrieved from the Test Access and Fetch Schemas step.

To view the status of extraction, go to Metadata Extraction > MDE Job History on the Settings page of your Oracle

data source. The Extraction job status table is displayed.

The Extraction job status table logs the following status:

• Did Not Start - Indicates that the metadata extraction did not start due to configuration or other issues.

• Succeeded - Indicates that the extraction was successful.

• Partial Success - Indicates that the extraction was successful with warnings. If Alation fails to extract some of the

objects during the metadata extraction process, it skips them and proceeds with the extraction process, resulting

in partial success.

• Failed - Indicates that the extraction failed with errors.

Click the View Details link to view a detailed report of metadata extraction. If there are errors, the Job errors table

displays the error category, error message, and a hint (ways to resolve the issue). Follow the instructions under the Hints

column to resolve the error.

In some cases, Generate Error Report link is displayed above the Job errors table. Click the Generate Error Report

link above the Job errors table to generate an archive (.zip) containing CSV files for different error categories, such as

Data and Connection errors. Click Download Error Report to download the files.
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Enable Raw Dump or Replay

You can enable or disable the Raw Metadata Dump or Replay feature for debugging MDE. By default, this feature is

disabled. We recommend enabling it for extraction debugging only. The full use of this feature requires access to the

Alation server.

If Raw Metadata Dump or Replay is enabled, Alation breaks MDE into these stages:

• “Dump” the extracted metadata into files. You can access and review the files on the Alation server to debug

extraction issues before attempting to ingest the metadata into the catalog.

• Ingest the metadata from the files into the catalog (Replay).

Both the stages are manually controlled from the user interface.

To enable the Raw Metadata Dump or Replay perform these steps:

1. On the Settings page of your Oracle data source, go to the Metadata Extraction > Troubleshooting: Enable

raw dump or replay section.

2. From the Enable Raw Metadata Dump or Replay dropdown list, select the Enable Raw Metadata Dump

option.

3. Click Save.

This enables the first stage of MDE where the extracted metadata is dumped into the following files in a subdirectory

within the opt/alation/site/tmp/ directory on the Alation server (inside the Alation shell):

attribute.dump, function.dump, schema.dump, table.dump —in a subdirectory of the directory

opt/alation/site/tmp/ on the Alation server (inside the Alation shell).

4. Click Run extraction.

Alation performs a raw metadata dump into files. In the Extraction job status table on the MDE Job History tab,

click the View Details link to display the details of the MDE job. The log lists the location of the .dump files for

the MDE job. For example: /opt/alation/site/tmp/rosemeta/170/extraction_dump/5028.

5. Access and review the metadata dump files to intercept any potential extraction issues.

6. From the Enable Raw Metadata Dump or Replay dropdown list, select the option Enable Ingestion Replay.

7. Click Save.

This enables the second stage where the metadata from the files is ingested into the Alation catalog.

8. Click Run extraction.

The metadata from the files are ingested into the catalog.

Versions Before 1.5.0

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable to all Alation versions and Snowflake OCF Connector versions prior to 1.5.0.

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

1742 Chapter 6. Open Connector Framework



Alation User Guide

6.51. Oracle OCF Connector 1743



Alation User Guide

Query-Based Extraction

Provide SQL custom queries to extract metadata. Custom queries in Query Based Extraction will return below result set:

SCHEMA

Make sure that your query has a column labelled as SCHEMA in the SELECT list.

TABLE

Make sure that your query has columns labelled as SCHEMA, TABLE_NAME, TABLE_TYPE, REMARKS in the SELECT list.

VIEW

Make sure that your query has columns labelled as SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, 'VIEW' AS

VIEW_TYPE, REMARKS in the SELECT list.

COLUMN

Make sure that your query has columns labelled as SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME,

ORDINAL_POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT in the SELECT list.

PRIMARY KEY

Make sure that your query has columns labelled as TABLE_NAME, COLUMN_NAME, OWNER in the SELECT list.

FOREIGN KEY

Make sure that your query has columns labelled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_CATALOG,

FK_SCHEMA, FK_TABLE, FK_COLUMN in the SELECT list.

INDEX

Make sure that your query has columns labelled as SCHEMA, TABLE_NAME, COLUMN_NAME, REMARKS in the SELECT list.

FUNCTION

Make sure that your query has columns labelled as SCHEMA, FUNCTION_NAME, REMARKS in the SELECT list.
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FUNCTION_DEF

Make sure that your query has columns labelled as SCHEMA, FUNCTION_NAME, ARG_NAME, TYPE_NAME, ARG_TYPE,

ARG_DEF in the SELECT list.

SYNONYM

Make sure that your query has columns labelled as SYNONYM_CATALOG, SYNONYM_SCHEMA, SYNONYM_NAME, TABLE_-

CATALOG, TABLE_SCHEMA, TABLE_NAME, REMARKS in the SELECT list.

6.51.7 Configure Sampling and Profiling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Configure Sampling and Profiling for OCF Data Sources.

6.51.8 Configure Query Log Ingestion

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: With Alation version 2023.3.4 or higher and Oracle OCF connector version 1.5.0 or higher, Alation has

introduced an enhanced user interface for configuring Query Log Ingestion.

Version 1.5.0 or Newer

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable for Alation version 2023.3.4 or higher and Oracle OCF connector version 1.5.0

or higher.

Query log ingestion (QLI) extracts and ingests the query history of a database and powers the lineage, popularity, top

user, and join and filter information in the catalog. Explore examples of ingested queries on schema and table catalog

pages.

The steps involved in configuring and running QLI are:

1. Configure View-Based QLI or Configure Custom Query-Based QLI

2. Test the Access

3. Preview Results

4. Run QLI
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For Oracle data sources added using the Oracle OCF connector, Alation supports the following QLI configuration

options:

• View-Based

• Custom Query-Based

Based on the option you choose, you are required to either create a QLI view in your database or write a query using the

template expected by Alation.

Before you can configure QLI in Alation, perform the required configuration in your Oracle database.

If your Oracle data source is deployed on AWS RDS, refer to Configure QLI for Oracle on AWS RDS for information on

configuring QLI.

For Oracle on AWS EC2 or on-premise, you can either use audit trail or Active Session History to configure QLI. You

can also reuse the QLI view created using recommendations for Oracle data sources on the native (built-in) connector if

you already have this view.

Note: The capability to reuse the native QLI view is available from connector version 1.4.0 and Alation

version 2023.1.

Using Audit Trail

This configuration assumes your Oracle database has the database audit trail enabled. We recommend including these

statements into auditing:

• CREATE TABLE

• CREATE VIEW

• SELECT TABLE

• UPDATE TABLE

• INSERT TABLE

• DELETE TABLE

• ALTER TABLE
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Configure View-Based QLI

To configure a view-based QLI, perform these steps:

• Create a view

• Provide the QLI view name in Alation

Create a View

To enable QLI in Alation, in a schema of your choice, create a view on top of the SYS.AUD$ table using the template

below. Grant the service account you are using in Alation the SELECT permissions for this QLI view.

In the example below, we’re creating a view ALATION_QLI_VIEW. The <SCHEMA> placeholder represents a schema

where the view is created.

CREATE OR REPLACE VIEW <SCHEMA>.ALATION_QLI_VIEW AS

SELECT

q.userid AS userName,

q.NTIMESTAMP# AS startTime,

q.sqltext AS queryString,

q.sessionid AS sessionId,

q.NTIMESTAMP# AS sessionStartTime,

0 AS milliseconds,

'N' AS cancelled,

(SELECT * FROM Global_name) AS defaultDatabases

FROM sys.aud$ q

WHERE q.sqltext IS NOT NULL

AND q.OBJ$CREATOR = q.USERID

ORDER BY

sessionId,

startTime;

Provide the QLI View Name

Important: The Alation user interface displays standard configuration settings for credentials and

connection information stored in the Alation database. If your organization has configured Azure KeyVault

or AWS Secrets Manager to hold such information, the user interface will change to include the following

buttons adjacent to the respective fields:

By default, you see the user interface for Standard. In the case of Vault, instead of the actual credential

information, you must select the source and provide the corresponding key. For details, see Configure

Secrets for OCF Connector Settings.

1. On the Settings page of your Oracle data source, go to the Query Log Ingestion.

2. Under the Provide the QLI view name section, enter the QLI view name in the View name field.

Ensure that the service account has the permissions to access the View.
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Important: Use the format schema_name.view_name.

4. Click Save.

Configure Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for query-based QLI, every time you run QLI, Alation will query the SYS.AUD$

table to get query history information. If you choose this option, ensure that the service account you are using in Alation

is allowed to query the SYS.AUD$ table.

To configure custom query-based QLI, you must:

• Use the QLI query template to create a query structure

• Provide the custom query in Alation

Use the QLI Query Template

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since Alation expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in

the WHERE filter. These are mandatory parameters. These parameters are not actual column names and

should stay as is. They are expected by the connector and will be substituted with the start and end date of

the QLI range selected in the user interface when QLI is run manually or on schedule.

SELECT q.userid AS userName,

q.NTIMESTAMP# AS startTime,

q.sqltext AS queryString,

q.sessionid AS sessionId,

q.NTIMESTAMP# AS sessionStartTime,

0 AS milliseconds,

'N' AS cancelled,

(SELECT * FROM Global_name) AS defaultDatabases

FROM sys.aud$ q

WHERE q.sqltext IS NOT NULL

AND q.OBJ$CREATOR = q.USERID

AND q.NTIMESTAMP# BETWEEN TO_DATE(STARTTIME,'YY-MM-DD HH24:MI:SS')

AND TO_DATE(ENDTIME,'YY-MM-DD HH24:MI:SS')

ORDER BY

sessionId,

startTime;
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Provide the Custom Query

1. On the Oracle data source, go to the Query Log Ingestion tab of the Settings page.

2. Under the Provide the QLI view name section, go to Alternatively, use a custom SQL query.

3. In the Custom QLI Query field, provide a custom query to retrieve the query history.

4. Click Save.

Test the Access

Before you perform the QLI, you must validate that the service account has access to the QLI view.

To test the access and find out the approximate size of the query history metadata, perform these steps:

1. On the Settings page of your Oracle data source, go to the Query Log Ingestion tab.

2. Under the Test access section, click Test.

A dialog box appears displaying the access validation result.

The connector uses the ALL_OBJECTS view to verify the access for a given service account. The ALL_OBJECTS

view lists all objects accessible to the user. In the case of SQL custom queries, The connector sets a query timeout of 2

minutes that prevents the access check from running for a longer period. After the timeout period, Alation considers the

access check to be successful.

Preview Results

Before performing the QLI, perform these steps to preview the queries:

1. On the Settings page of your Oracle data source, click go to the Query Log Ingestion tab.

2. Under the Preview Results section, enter the date range for which you want to generate the preview

of the query history.

3. Click Preview.

4. Click View Results to view the generated preview.

The Preview dialog appears displaying the total number of query statements per user under the User

Queries tab and a detailed query statement under the Statements tab. Click Download to download

the detailed query statement as a JSON file.

Note: You can use this option to run default QLI using just the date-range.

Run QLI

You can either run QLI manually on demand or configure it to run automatically on a schedule.
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Run QLI Manually

To perform QLI manually on demand:

1. On the Settings page of your Oracle data source, go to the Query Log Ingestion tab.

2. Under the Run QLI section, turn off the Enable QLI Schedule toggle.

3. Specify the desired date range using the Date Range calendar widgets. You will need to specify the start date and

the end date separately.

4. Click Import.

A query log ingestion job is initiated.

Schedule QLI

1. On the Settings page of your Oracle data source, go to the Query Log Ingestion tab.

2. Under the Run QLI section, turn on the Enable QLI Schedule toggle.

3. Specify values for the job recurrence and time. The values are set in your local time.

Note: Here are some of the recommended schedules for better performance:

• Schedule QLI to run for every 12 hours at the 30th minute of the hour

• Schedule QLI to run for every 2 days at 11:30 PM

• Schedule QLI to run every week on the Sunday and Wednesday of the week

• Schedule QLI to run for every 3 months on the 15th day of the month

4. Click Import.

The next QLI runs on the set schedule.

View the Job Status

To view the QLI job status after you run the QLI manually or after Alation triggers the QLI as per the schedule, go to

Query Log Ingestion > QLI Job Status.
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The Query log ingestion job status table logs the following status:

• Succeeded - Indicates that the query ingestion was successful.

• Partial Success - Indicates that the query ingestion was successful with warnings. If Alation fails to ingest some

of the objects during the QLI, it skips them and proceeds with the query ingestion, resulting in partial success.

Similarly, if all the queries are ingested by a single user, QLI results in a partial success.

• Failed - Indicates that the query ingestion failed with errors.

Click the View Details link to view a detailed report of query ingestion. Click the View Details link to view a detailed

report of metadata extraction. If there are errors, the Job errors table displays the error category, error message, and a

hint (ways to resolve the issue). Follow the instructions under the Hints column to resolve the error.

Versions Before 1.5.0

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable to all Alation versions and Oracle OCF Connector versions prior to 1.5.0.

For Oracle data sources added using the Oracle OCF connector, Alation supports two QLI configuration options:

table-based QLI or custom query-based QLI. Depending on the option you choose, you will either need to create a QLI

view in your database or write a query using the template expected by Alation.

Before you can configure QLI in Alation, perform the required configuration in your Oracle database.

If your Oracle data source is deployed on AWS RDS, refer to Configure QLI for Oracle on AWS RDS for information on

configuring QLI.

For Oracle on AWS EC2 or on-premise, you can either use audit trail or Active Session History to configure QLI. You

can also reuse the QLI view created using recommendations for Oracle data sources on the native (built-in) connector if

you already have this view.
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Note: The capability to reuse the native QLI view is available from connector version 1.4.0 and Alation

version 2023.1.

Using Audit Trail

This configuration assumes your Oracle database has the database audit trail enabled. We recommend including these

statements into auditing:

• CREATE TABLE

• CREATE VIEW

• SELECT TABLE

• UPDATE TABLE

• INSERT TABLE

• DELETE TABLE

• ALTER TABLE

Configure Table-Based QLI

To enable QLI in Alation, in a schema of your choice, create a view on top of the SYS.AUD$ table using the template

below. Grant the service account you are using in Alation the SELECT permissions for this QLI view.

In the example below, we’re creating a view ALATION_QLI_VIEW. The <SCHEMA> placeholder represents a schema

where the view is created.

CREATE OR REPLACE VIEW <SCHEMA>.ALATION_QLI_VIEW AS

SELECT

q.userid AS userName,

q.NTIMESTAMP# AS startTime,

q.sqltext AS queryString,

q.sessionid AS sessionId,

q.NTIMESTAMP# AS sessionStartTime,

0 AS milliseconds,

'N' AS cancelled,

(SELECT * FROM Global_name) AS defaultDatabases

FROM sys.aud$ q

WHERE q.sqltext IS NOT NULL

AND q.OBJ$CREATOR = q.USERID

ORDER BY

sessionId,

startTime;
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Configure Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for query-based QLI, every time you run QLI, Alation will query the SYS.AUD$

table to get query history information. If you choose this option, ensure that the service account you are using in Alation

is allowed to query the SYS.AUD$ table.

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since Alation expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in

the WHERE filter. These parameters are not actual column names and should stay as is. They are expected

by the connector and will be substituted with the start and end date of the QLI range selected in the user

interface when QLI is run manually or on schedule.

QLI Query Template

SELECT q.userid AS userName,

q.NTIMESTAMP# AS startTime,

q.sqltext AS queryString,

q.sessionid AS sessionId,

q.NTIMESTAMP# AS sessionStartTime,

0 AS milliseconds,

'N' AS cancelled,

(SELECT * FROM Global_name) AS defaultDatabases

FROM sys.aud$ q

WHERE q.sqltext IS NOT NULL

AND q.OBJ$CREATOR = q.USERID

AND q.NTIMESTAMP# BETWEEN TO_DATE(STARTTIME,'YY-MM-DD HH24:MI:SS')

AND TO_DATE(ENDTIME,'YY-MM-DD HH24:MI:SS')

ORDER BY

sessionId,

startTime;

Using Active Session History

Active session history (ASH) is recorded by default. ASH only records some of the queries, as it samples them on an

interval (one every ten seconds). This means that the auto-generated Lineage feature will not be fully supported when

using ASH. Some lineage links may be missing as they were not captured. Popularity will not be as accurate with ASH

compared to audit trail, but over many samples it can still be a good approximation. Oracle Enterprise Edition and the

Diagnostics and Tuning option are required for Active Session History.

ASH query ingestion requires access to a view on top of the tables:

• dba_hist_active_sess_history

• dba_users

• dba_hist_sqltext

• dba_hist_snapshot
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In a schema of your choice, create the view using the template below. In the example below, we’re creating a view

ALATION_QLI_VIEW. The <SCHEMA> placeholder represents a schema where the view is created. Make sure the service

account you are using in Alation is allowed to query this view.

CREATE OR REPLACE VIEW <SCHEMA_NAME>.ALATION_QLI_VIEW AS

SELECT

b.username AS userName,

b.username ||'/'|| r.session_id ||'/'|| r.session_serial# ||'/'|| r.instance_number

AS sessionId,

s.sql_text AS queryString,

r.start_time AS startTime,

r.time_ms AS milliseconds,

NULL AS sessionStartTime,

'N' as cancelled,

(SELECT * FROM Global_name) as defaultDatabases

FROM

(

SELECT

a.DBID, a.user_id, a.session_id, a.session_serial#,

a.sql_id, a.instance_number,

MIN(a.sample_time) AS start_time,

SUM(a.tm_delta_time) AS time_ms

FROM dba_hist_active_sess_history a

JOIN dba_hist_snapshot s ON a.dbid = s.dbid

AND a.snap_id = s.snap_id

AND a.instance_number = s.instance_number

GROUP BY

a.dbid, a.user_id, a.session_id, a.session_serial#,

a.sql_id, s.begin_interval_time, a.instance_number

) r

JOIN dba_users b ON r.user_id = b.user_id

JOIN dba_hist_sqltext s ON r.dbid = s.dbid

AND r.sql_id = s.sql_id

WHERE

s.command_type NOT IN (6, 7, /* system cmds */ 47, /* declare cmd */ 170, 189)

AND b.username NOT IN ('SYSTEM', 'SYS', 'OLAPSYS', 'LBACSYS',

'OWBSYS', 'OWBSYS_AUDIT', 'APPQOSSYS', 'SYSMAN', 'WMSYS',

'EXFSYS', 'CTXSYS', 'ORDSYS', 'MDSYS');

Reusing QLI View for Native Oracle Data Source

If you already have an Oracle data source that was cataloged using the native (built-in) connector, you can reuse the QLI

view that you created for this data source after you migrate it to OCF Oracle connector. This configuration is done in

Alation, on the data source settings page. See Reuse Native QLI View below.

Alternatively, you can choose the query-based QLI approach to QLI and create a query that retrieves data from the QLI

view created for the native connector.

SELECT user_name AS userName,

start_time AS startTime,

sql_text AS queryString,

session_id AS sessionId,

session_start_time AS sessionStartTime,
(continues on next page)
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(continued from previous page)

time_ms AS milliseconds,

'N' AS cancelled,

(SELECT * from Global_name) AS defaultDatabases

FROM <SCHEMA>.NATIVE_QUERY_LOG_VIEW

WHERE sql_text is not NULL

AND start_time BETWEEN TO_DATE(STARTTIME,'YY-MM-DD HH24:MI:SS')

AND TO_DATE(ENDTIME,'YY-MM-DD HH24:MI:SS')

ORDER BY

session_id,

start_time;

Configuration in Alation

In Alation, you can configure QLI on the Query Log Ingestion tab. Before you set up QLI in Alation, perform the

configuration on the database as is described in Using Audit Trail or Using Active Session History. If you go with the

query-based QLI option, make sure that the Alation service account has access to the system tables that are queried.

Table-Based QLI

To configure table-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Table Name field, specify the name of the QLI view

where the query logs are available. Make sure that the service account has the permissions to access this view.

The view name must be provided in the following format: database.schema.view_name.

3. Click Save.

Reuse Native QLI View

If you migrated your Oracle data source from the native (built-in) connector to the OCF Oracle connector, you can reuse

the QLI view created for the native data source when configuring table-based QLI.

Note: The QLI view is the view specified in the Query Log Privileges section on the General Settings

page of a data source added using the native (built-in) connector. The QLI view for native Oracle data

sources can be created following an example in QLI view.

For information about migrating data sources, see Migrate Native RDBMS Data Sources to OCF Connectors.

To reuse the QLI view for the native data source:

1. On the Query Log Ingestion tab, under Connector Settings > Query Extraction, select the checkbox Use

Native QLI Table Name.

2. In the Table Name field located under this checkbox, specify the name of the native QLI view.

3. Click Save.

6.51. Oracle OCF Connector 1755



Alation User Guide

Custom Query-Based QLI

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.

Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

6.51.9 Troubleshooting

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Log Location

Refer to Troubleshooting.

Connection via Native Network Encryption (NNE) fails

Make sure that you have the required permissions.

1. Grant permission on tables v_$session_connect_info and v_$mystat to the user as these are the corresponding

synonyms too.

If you can’t grant permissions directly, run the following commands:

GRANT SELECT ON v_$mystat TO <user>

GRANT SELECT ON v_$session_connect_info TO <user>

2. Run the following commands:
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select network_service_banner from v$session_connect_info where sid in

(select distinct sid from v$mystat);

3. Verify the output for the queries mentioned above.

If encryption or checksum is enabled:

TCP/IP NT Protocol Adapter for Linux: Version 19.0.0.0.0 - Production

Encryption service for Linux: Version 19.0.0.0.0 - Production

AES256 Encryption service adapter for Linux: Version 19.0.0.0.0 -

Production

Crypto-checksumming service for Linux: Version 19.0.0.0.0 -

Production

SHA1 Crypto-checksumming service adapter for Linux: Version 19.0.0.0.

0 - Production

If encryption or checksum is disabled:

TCP/IP NT Protocol Adapter for Linux: Version 19.0.0.0.0 - Production

Encryption service for Linux: Version 19.0.0.0.0 - Production

Crypto-checksumming service for Linux: Version 19.0.0.0.0 -

Production

6.51.10 Oracle OCF Connector Extraction Queries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The default extraction queries for Oracle OCF data sources are listed below. You can customize them to better suit your

extraction requirements. Provide the custom queries on the Metadata Extraction tab of the Settings page of your data

source.

Before using the SQL custom queries, perform the following:

1. Identify the prefix.

2. Execute the below queries using compose or any database tool to find which prefix is applicable for a

given database

1. CDB_* : Select 1 from CDB_OBJECTS;

2. DBA_* : Select 1 from DBA_OBJECTS;

3. ALL_* : Select 1 from ALL_OBJECTS;

4. USER_*: Select 1 from USER_OBJECTS;

Execute the queries in the same order as specified above. Whichever query is successfully executed first

indicates the given database’s prefix. For example, if your first query fails but the second one executes

successfully, then the prefix for the database is DBA_*.

Once you know the prefix, you don’t have to execute the remaining queries.
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SCHEMA

Make sure that your query has a column labelled as SCHEMA in the SELECT list.

The <prefix> placeholder represents the identified prefix.

SELECT

username AS SCHEMA

FROM

sys.<prefix>_users

WHERE

username NOT IN ('''') AND username NOT IN ( 'APEX_030200' , 'AUDSYS' , 'APPQOSSYS

' , 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS' , 'ORDSYS

' , 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS' , 'XDB' ,

'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN' ,

'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

'EDGE' , 'MTR' , 'DNA' , 'DCM' , 'FPA' , 'IP' , 'JMF' , 'IPM' , 'IBW' , 'EM_MONITOR' ,

'IZU' , 'RRS' , 'DPP' , 'MTH' , 'QPR' , 'DDR' , 'INL' , 'GMO' , 'RECON' , 'OWBSYS' ,

'CSMIG' , 'APPS_NE' , 'GHG' , 'EUL_US' , 'SPATIAL_WFS_ADMIN_USR' , 'SPATIAL_CSW_ADMIN_USR

' , 'MGDSYS' , 'YMS' , 'CMI' , 'RDSADMIN');

TABLE

Make sure that your query has columns labelled as SCHEMA, TABLE_NAME, TABLE_TYPE, REMARKS in the SELECT list.

SELECT

SCHEMA,

TABLE_NAME,

TABLE_TYPE,

REMARKS

FROM

(

SELECT

O.OWNER AS SCHEMA,

O.OBJECT_NAME AS TABLE_NAME,

(

(continues on next page)
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(continued from previous page)

CASE WHEN MIN(O.OBJECT_TYPE) = 'MATERIALIZED VIEW' THEN AMC.COMMENTS ELSE ATC.

COMMENTS END

) AS REMARKS,

MIN(O.OBJECT_TYPE) AS TABLE_TYPE

FROM

<prefix>_OBJECTS O

LEFT OUTER JOIN <prefix>_TAB_COMMENTS ATC ON O.OBJECT_NAME = ATC.TABLE_NAME

AND O.OBJECT_TYPE = ATC.TABLE_TYPE

AND O.OWNER = ATC.OWNER

LEFT OUTER JOIN <prefix>_MVIEW_COMMENTS AMC ON O.OBJECT_NAME = AMC.MVIEW_NAME

AND O.OWNER = AMC.OWNER

WHERE

O.OBJECT_TYPE IN ('TABLE', 'MATERIALIZED VIEW')

AND

O.OWNER NOT IN ('''') AND O.OWNER NOT IN ( 'APEX_030200' , 'AUDSYS' ,

'APPQOSSYS' , 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS'

, 'ORDSYS' , 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS'

, 'XDB' , 'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN

' , 'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

'EDGE' , 'MTR' , 'DNA' , 'DCM' , 'FPA' , 'IP' , 'JMF' , 'IPM' , 'IBW' , 'EM_MONITOR' ,

'IZU' , 'RRS' , 'DPP' , 'MTH' , 'QPR' , 'DDR' , 'INL' , 'GMO' , 'RECON' , 'OWBSYS' ,

'CSMIG' , 'APPS_NE' , 'GHG' , 'EUL_US' , 'SPATIAL_WFS_ADMIN_USR' , 'SPATIAL_CSW_ADMIN_USR

' , 'MGDSYS' , 'YMS' , 'CMI' , 'RDSADMIN')

AND O.GENERATED = 'N'

GROUP BY

O.OWNER,

O.OBJECT_NAME,

ATC.COMMENTS,

AMC.COMMENTS

) WHERE TABLE_TYPE = 'TABLE';
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VIEW

Make sure that your query has columns labelled as SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, 'VIEW' AS

VIEW_TYPE, REMARKS in the SELECT list.

SELECT

V.OWNER AS SCHEMA,

V.VIEW_NAME AS VIEW_NAME,

V.TEXT AS VIEW_CREATE_STATEMENT, 'VIEW' AS VIEW_TYPE,

TC.COMMENTS AS REMARKS

FROM

<prefix>_VIEWS V

LEFT JOIN <prefix>_TAB_COMMENTS TC ON V.VIEW_NAME = TC.TABLE_NAME

AND V.OWNER = TC.OWNER

WHERE

V.OWNER NOT IN ('''') AND V.OWNER NOT IN ( 'APEX_030200' , 'AUDSYS' , 'APPQOSSYS'

, 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS' , 'ORDSYS'

, 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS' , 'XDB' ,

'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN' ,

'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

'EDGE' , 'MTR' , 'DNA' , 'DCM' , 'FPA' , 'IP' , 'JMF' , 'IPM' , 'IBW' , 'EM_MONITOR' ,

'IZU' , 'RRS' , 'DPP' , 'MTH' , 'QPR' , 'DDR' , 'INL' , 'GMO' , 'RECON' , 'OWBSYS' ,

'CSMIG' , 'APPS_NE' , 'GHG' , 'EUL_US' , 'SPATIAL_WFS_ADMIN_USR' , 'SPATIAL_CSW_ADMIN_USR

' , 'MGDSYS' , 'YMS' , 'CMI' , 'RDSADMIN')

UNION ALL SELECT

MV.OWNER AS SCHEMA,

MV.MVIEW_NAME AS VIEW_NAME,

NULL AS VIEW_CREATE_STATEMENT,

'MATERIALIZED VIEW' AS VIEW_TYPE,

TC.COMMENTS AS REMARKS

FROM

<prefix>_mviews MV

LEFT JOIN <prefix>_TAB_COMMENTS TC ON MV.MVIEW_NAME = TC.TABLE_NAME

AND MV.OWNER = TC.OWNER WHERE

MV.OWNER NOT IN ('''') AND MV.OWNER NOT IN ( 'APEX_030200' , 'AUDSYS' , 'APPQOSSYS

' , 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS' , 'ORDSYS

' , 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS' , 'XDB' ,

'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN' ,

'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

(continues on next page)
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COLUMN

Make sure that your query has columns labelled as SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME,

ORDINAL_POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT in the SELECT list.

The <prefix> placeholder represents the identified prefix.

SELECT

DISTINCT C.OWNER AS SCHEMA,

C.TABLE_NAME AS TABLE_NAME,

DECODE(C.DATA_TYPE,'VARCHAR2',LOWER(C.DATA_TYPE) || '(' || C.CHAR_LENGTH || ')',

'CHAR',LOWER(C.DATA_TYPE) || '(' || C.CHAR_LENGTH || ')',

'NCHAR',LOWER(C.DATA_TYPE) || '(' || C.CHAR_LENGTH || ')',

'NVARCHAR2',LOWER(C.DATA_TYPE) || '(' || C.CHAR_LENGTH || ')',

'RAW',LOWER(C.DATA_TYPE) || '(' || C.DATA_LENGTH || ')',

'UROWID',LOWER(C.DATA_TYPE) || '(' || C.DATA_LENGTH || ')',

'NUMBER',DECODE(C.data_precision, NULL, LOWER(C.DATA_TYPE), 0, C.DATA_TYPE,

LOWER(C.DATA_TYPE) || '(' || C.data_precision || DECODE(C.data_scale, NULL, ')', 0,

')' , ', ' || C.data_scale || ')')),LOWER(C.DATA_TYPE)) AS TYPE_NAME,

C.DATA_TYPE,

C.COLUMN_NAME,

C.COLUMN_ID AS ORDINAL_POSITION,

C.NULLABLE AS IS_NULLABLE,

CC.COMMENTS AS REMARKS,

'' AS COLUMN_DEFAULT

FROM

<prefix>_TAB_COLUMNS C

INNER JOIN <prefix>_OBJECTS O ON O.OBJECT_NAME = C.TABLE_NAME

AND O.OWNER = C.OWNER

LEFT JOIN <prefix>_COL_COMMENTS CC ON C.TABLE_NAME = CC.TABLE_NAME

AND C.COLUMN_NAME = CC.COLUMN_NAME

AND C.OWNER = CC.OWNER

WHERE

O.OBJECT_TYPE IN ('TABLE', 'MATERIALIZED VIEW', 'VIEW')

AND

C.OWNER NOT IN ('''') AND C.OWNER NOT IN ( 'APEX_030200' , 'AUDSYS' , 'APPQOSSYS'

, 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS' , 'ORDSYS'

, 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS' , 'XDB' ,

'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN' ,

'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

(continues on next page)
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UNION ALL SELECT

DISTINCT S.OWNER AS SCHEMA,

S.synonym_name AS TABLE_NAME,

DECODE(C.DATA_TYPE,'VARCHAR2',LOWER(C.DATA_TYPE) || '(' || C.CHAR_LENGTH || ')',

'CHAR',LOWER(C.DATA_TYPE) || '(' || C.CHAR_LENGTH || ')',

'NCHAR',LOWER(C.DATA_TYPE) || '(' || C.CHAR_LENGTH || ')',

'NVARCHAR2',LOWER(C.DATA_TYPE) || '(' || C.CHAR_LENGTH || ')',

'RAW',LOWER(C.DATA_TYPE) || '(' || C.DATA_LENGTH || ')',

'UROWID',LOWER(C.DATA_TYPE) || '(' || C.DATA_LENGTH || ')',

'NUMBER',DECODE(C.data_precision, NULL, LOWER(C.DATA_TYPE), 0, C.DATA_TYPE,

LOWER(C.DATA_TYPE) || '(' || C.data_precision || DECODE(C.data_scale, NULL, ')', 0,

')' , ', ' || C.data_scale || ')')),LOWER(C.DATA_TYPE)) AS TYPE_NAME,

C.DATA_TYPE,

C.COLUMN_NAME,

C.COLUMN_ID AS ORDINAL_POSITION,

C.NULLABLE AS IS_NULLABLE,

CC.COMMENTS AS REMARKS,

'' AS COLUMN_DEFAULT

FROM

<prefix>_TAB_COLUMNS C

INNER JOIN <prefix>_SYNONYMS S ON S.TABLE_OWNER = C.OWNER AND c.table_name=s.table_

name LEFT JOIN <prefix>_COL_COMMENTS CC ON C.TABLE_NAME = CC.TABLE_NAME

AND C.COLUMN_NAME = CC.COLUMN_NAME

AND C.OWNER = CC.OWNER

WHERE

C.OWNER NOT IN ('''') AND C.OWNER NOT IN ( 'APEX_030200' , 'AUDSYS' , 'APPQOSSYS'

, 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS' , 'ORDSYS'

, 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS' , 'XDB' ,

'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN' ,

'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

'EDGE' , 'MTR' , 'DNA' , 'DCM' , 'FPA' , 'IP' , 'JMF' , 'IPM' , 'IBW' , 'EM_MONITOR' ,

'IZU' , 'RRS' , 'DPP' , 'MTH' , 'QPR' , 'DDR' , 'INL' , 'GMO' , 'RECON' , 'OWBSYS' ,

'CSMIG' , 'APPS_NE' , 'GHG' , 'EUL_US' , 'SPATIAL_WFS_ADMIN_USR' , 'SPATIAL_CSW_ADMIN_USR

' , 'MGDSYS' , 'YMS' , 'CMI' , 'RDSADMIN');
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PRIMARY KEY

Make sure that your query has columns labelled as TABLE_NAME, COLUMN_NAME, OWNER in the SELECT list.

The <prefix> placeholder represents the identified prefix.

SELECT

A.TABLE_NAME,

A.COLUMN_NAME,

C.OWNER AS SCHEMA

FROM

<prefix>_CONS_COLUMNS A

JOIN <prefix>_CONSTRAINTS C ON A.OWNER = C.OWNER

AND A.CONSTRAINT_NAME = C.CONSTRAINT_NAME

JOIN <prefix>_OBJECTS O ON A.TABLE_NAME = O.OBJECT_NAME

AND C.OWNER = O.OWNER

WHERE

C.CONSTRAINT_TYPE = 'P'

AND OBJECT_TYPE IN ('TABLE', 'MATERIALIZED VIEW')

AND C.OWNER NOT IN ('''') AND C.OWNER NOT IN ( 'APEX_030200' , 'AUDSYS' ,

'APPQOSSYS' , 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS'

, 'ORDSYS' , 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS'

, 'XDB' , 'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN

' , 'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

'EDGE' , 'MTR' , 'DNA' , 'DCM' , 'FPA' , 'IP' , 'JMF' , 'IPM' , 'IBW' , 'EM_MONITOR' ,

'IZU' , 'RRS' , 'DPP' , 'MTH' , 'QPR' , 'DDR' , 'INL' , 'GMO' , 'RECON' , 'OWBSYS' ,

'CSMIG' , 'APPS_NE' , 'GHG' , 'EUL_US' , 'SPATIAL_WFS_ADMIN_USR' , 'SPATIAL_CSW_ADMIN_USR

' , 'MGDSYS' , 'YMS' , 'CMI' , 'RDSADMIN');
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FOREIGN KEY

Make sure that your query has columns labelled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_CATALOG,

FK_SCHEMA, FK_TABLE, FK_COLUMN in the SELECT list.

The <prefix> placeholder represents the identified prefix.

SELECT

NULL AS PK_CATALOG,

p.owner AS PK_SCHEMA,

p.table_name AS PK_TABLE,

pc.column_name AS PK_COLUMN,

NULL AS FK_CATALOG,

f.owner AS FK_SCHEMA,

f.table_name AS FK_TABLE,

fc.column_name AS FK_COLUMN

FROM

<prefix>_cons_columns pc,

<prefix>_constraints p,

<prefix>_cons_columns fc,

<prefix>_constraints f

WHERE

f.constraint_type = 'R'

AND p.owner = f.r_owner

AND p.constraint_name = f.r_constraint_name

AND p.constraint_type = 'P'

AND pc.owner = p.owner

AND pc.constraint_name = p.constraint_name

AND pc.table_name = p.table_name

AND fc.owner = f.owner

AND fc.constraint_name = f.constraint_name

AND fc.table_name = f.table_name

AND fc.position = pc.position

AND fc.owner NOT IN ('''') AND fc.owner NOT IN ( 'APEX_030200' , 'AUDSYS' ,

'APPQOSSYS' , 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS'

, 'ORDSYS' , 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS'

, 'XDB' , 'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN

' , 'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

'EDGE' , 'MTR' , 'DNA' , 'DCM' , 'FPA' , 'IP' , 'JMF' , 'IPM' , 'IBW' , 'EM_MONITOR' ,

'IZU' , 'RRS' , 'DPP' , 'MTH' , 'QPR' , 'DDR' , 'INL' , 'GMO' , 'RECON' , 'OWBSYS' ,

'CSMIG' , 'APPS_NE' , 'GHG' , 'EUL_US' , 'SPATIAL_WFS_ADMIN_USR' , 'SPATIAL_CSW_ADMIN_USR

' , 'MGDSYS' , 'YMS' , 'CMI' , 'RDSADMIN');

(continues on next page)
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INDEX

Make sure that your query has columns labelled as SCHEMA, TABLE_NAME, COLUMN_NAME, REMARKS in the SELECT list.

The <prefix> placeholder represents the identified prefix.

SELECT

I.OWNER AS SCHEMA,

I.TABLE_NAME AS TABLE_NAME,

C.COLUMN_NAME AS COLUMN_NAME

FROM

<prefix>_INDEXES I

INNER JOIN <prefix>_OBJECTS O ON I.OWNER = O.OWNER

AND I.TABLE_NAME = O.OBJECT_NAME

INNER JOIN <prefix>_IND_COLUMNS C ON I.INDEX_NAME = C.INDEX_NAME

AND I.OWNER = C.INDEX_OWNER

WHERE

OBJECT_TYPE IN ('TABLE', 'MATERIALIZED VIEW', 'VIEW')

AND I.OWNER NOT IN ('''') AND I.owner NOT IN ( 'APEX_030200' , 'AUDSYS' ,

'APPQOSSYS' , 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS'

, 'ORDSYS' , 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS'

, 'XDB' , 'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN

' , 'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

'EDGE' , 'MTR' , 'DNA' , 'DCM' , 'FPA' , 'IP' , 'JMF' , 'IPM' , 'IBW' , 'EM_MONITOR' ,

'IZU' , 'RRS' , 'DPP' , 'MTH' , 'QPR' , 'DDR' , 'INL' , 'GMO' , 'RECON' , 'OWBSYS' ,

'CSMIG' , 'APPS_NE' , 'GHG' , 'EUL_US' , 'SPATIAL_WFS_ADMIN_USR' , 'SPATIAL_CSW_ADMIN_USR

' , 'MGDSYS' , 'YMS' , 'CMI' , 'RDSADMIN');
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FUNCTION

The <prefix> placeholder represents the identified prefix.

Make sure that your query has columns labelled as SCHEMA, FUNCTION_NAME, REMARKS in the SELECT list.

SELECT

A.OWNER AS SCHEMA,

A.OBJECT_NAME AS FUNCTION_NAME,

NULL AS REMARKS,

NULL AS FUNCTION_DEFINITION

FROM

<prefix>_ARGUMENTS A

INNER JOIN <prefix>_OBJECTS O ON A.OBJECT_ID = O.OBJECT_ID

WHERE

A.OWNER NOT IN ('''') AND A.owner NOT IN ( 'APEX_030200' , 'AUDSYS' , 'APPQOSSYS'

, 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS' , 'ORDSYS'

, 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS' , 'XDB' ,

'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN' ,

'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

'EDGE' , 'MTR' , 'DNA' , 'DCM' , 'FPA' , 'IP' , 'JMF' , 'IPM' , 'IBW' , 'EM_MONITOR' ,

'IZU' , 'RRS' , 'DPP' , 'MTH' , 'QPR' , 'DDR' , 'INL' , 'GMO' , 'RECON' , 'OWBSYS' ,

'CSMIG' , 'APPS_NE' , 'GHG' , 'EUL_US' , 'SPATIAL_WFS_ADMIN_USR' , 'SPATIAL_CSW_ADMIN_USR

' , 'MGDSYS' , 'YMS' , 'CMI' , 'RDSADMIN')

AND TRIM(

UPPER(O.OBJECT_TYPE)

) IN ('FUNCTION', 'PROCEDURE')

GROUP BY

A.OWNER,

A.OBJECT_NAME;
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FUNCTION DEFINITION

The <prefix> placeholder represents the identified prefix.

Make sure that your query has columns labelled as SCHEMA, FUNCTION_NAME, ARG_NAME, TYPE_NAME, ARG_TYPE,

ARG_DEF in the SELECT list.

SELECT

A.OWNER AS SCHEMA,

A.OBJECT_NAME AS FUNCTION_NAME,

A.ARGUMENT_NAME AS ARG_NAME,

A.DATA_TYPE AS TYPE_NAME,

TRIM(A.IN_OUT) AS ARG_TYPE,

A.POSITION AS POSITION,

NULL AS ARG_DEF

FROM

<prefix>_ARGUMENTS A

INNER JOIN <prefix>_OBJECTS O ON A.OBJECT_ID = O.OBJECT_ID

WHERE

A.OWNER NOT IN ('''') AND A.owner NOT IN ( 'APEX_030200' , 'AUDSYS' , 'APPQOSSYS'

, 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS' , 'ORDSYS'

, 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS' , 'XDB' ,

'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN' ,

'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

'EDGE' , 'MTR' , 'DNA' , 'DCM' , 'FPA' , 'IP' , 'JMF' , 'IPM' , 'IBW' , 'EM_MONITOR' ,

'IZU' , 'RRS' , 'DPP' , 'MTH' , 'QPR' , 'DDR' , 'INL' , 'GMO' , 'RECON' , 'OWBSYS' ,

'CSMIG' , 'APPS_NE' , 'GHG' , 'EUL_US' , 'SPATIAL_WFS_ADMIN_USR' , 'SPATIAL_CSW_ADMIN_USR

' , 'MGDSYS' , 'YMS' , 'CMI' , 'RDSADMIN')

AND TRIM(

UPPER(O.OBJECT_TYPE)

) IN ('FUNCTION', 'PROCEDURE');
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SYNONYM

The <prefix> placeholder represents the identified prefix.

Make sure that your query has columns labelled as SYNONYM_CATALOG, SYNONYM_SCHEMA, SYNONYM_NAME, TABLE_-

CATALOG, TABLE_SCHEMA, TABLE_NAME, REMARKS in the SELECT list.

SELECT

NULL AS SYNONYM_CATALOG,

S.OWNER AS SYNONYM_SCHEMA,

S.SYNONYM_NAME AS SYNONYM_NAME,

NULL AS TABLE_CATALOG,

NVL(S.TABLE_OWNER, S.OWNER) AS TABLE_SCHEMA,

S.TABLE_NAME AS TABLE_NAME,

NULL AS REMARKS

FROM

<prefix>_OBJECTS O

INNER JOIN <prefix>_SYNONYMS S ON S.OWNER = O.OWNER

AND S.SYNONYM_NAME = O.OBJECT_NAME

WHERE

S.OWNER NOT IN ('''') AND S.OWNER NOT IN ( 'APEX_030200' , 'AUDSYS' , 'APPQOSSYS'

, 'CTXSYS' , 'DVSYS' , 'LBACSYS' , 'MDSYS' , 'OJVMSYS' , 'EXFSYS' , 'OLAPSYS' , 'ORDSYS'

, 'ORDPLUGINS' , 'SYS' , 'SYSBACKUP' , 'SYSDG' , 'SYSKM' , 'SYSTEM' , 'WMSYS' , 'XDB' ,

'GSMADMIN_INTERNAL' , 'ORDDATA' , 'FLOWS_FILES' , 'DVF' , 'ORACLE_OCM' , 'OUTLN' ,

'DBSNMP' , 'EXFSYS' , 'OE' , 'IX' , 'PM' , 'OWBSYS' , 'HR' , 'SH' , 'SYSMAN' , 'APEX_

040200' , 'SYSTEM' , 'SYS' , 'OUTLN' , 'DIP' , 'ORACLE_OCM' , 'DBSNMP' , 'APPQOSSYS' ,

'EXFSYS' , 'ANONYMOUS' , 'XDB' , 'XS$NULL' , 'ORDSYS' , 'ORDDATA' , 'ORDPLUGINS' , 'SI_

INFORMTN_SCHEMA' , 'MDSYS' , 'MDDATA' , 'OLAPSYS' , 'CTXSYS' , 'INV' , 'CTXTEST' , 'APPS'

, 'JG' , 'EC' , 'CE' , 'CS' , 'CRP' , 'ENG' , 'WIP' , 'MRP' , 'BOM' , 'MFG' , 'CN' , 'PA'

, 'OSM' , 'OE' , 'AR' , 'AP' , 'PO' , 'QA' , 'OTA' , 'HR' , 'FA' , 'TRACESVR' , 'APPLSYS'

, 'APPLSYSPUB' , 'AX' , 'AK' , 'GL' , 'RG' , 'BEN' , 'JL' , 'BIS' , 'CCT' , 'REPADMIN' ,

'MSC' , 'FLM' , 'CZ' , 'AZ' , 'PJM' , 'HXT' , 'ICX' , 'XLA' , 'SSP' , 'WH' , 'JA' , 'XTR'

, 'POM' , 'VEA' , 'RLM' , 'HXC' , 'PN' , 'CSDUMMY' , 'IEO' , 'OKC' , 'OKS' , 'CSC' , 'BIC

' , 'CSD' , 'ASF' , 'CSF' , 'AMS' , 'AMV' , 'BIM' , 'XNP' , 'XDP' , 'GMA' , 'GMD' , 'GME'

, 'GMF' , 'GMI' , 'GML' , 'GMP' , 'GR' , 'PMI' , 'JTF' , 'IES' , 'WMS' , 'AST' , 'IBY' ,

'IBE' , 'IBU' , 'ENI' , 'HRI' , 'OPI' , 'MSO' , 'ONT' , 'QP' , 'WSH' , 'MSD' , 'WPS' ,

'CUA' , 'IPA' , 'ASG' , 'JTR' , 'JTI' , 'IEX' , 'OKX' , 'ASO' , 'FRM' , 'MSR' , 'IEB' ,

'CSR' , 'PSP' , 'GMS' , 'ECX' , 'OKE' , 'IEM' , 'IEU' , 'OZF' , 'CSP' , 'MWA' , 'FV' ,

'IGC' , 'PSA' , 'PV' , 'ASL' , 'WSM' , 'IEC' , 'CUG' , 'CSL' , 'CSI' , 'ASP' , 'BNE' ,

'POS' , 'ITG' , 'IGI' , 'FTE' , 'EAM' , 'CSE' , 'JTM' , 'IBC' , 'OKL' , 'PON' , 'QRM' ,

'IMC' , 'AHL' , 'QOT' , 'CSM' , 'IA' , 'LNS' , 'FUN' , 'ASN' , 'XLE' , 'DOM' , 'EGO' ,

'PJI' , 'ODM' , 'ZX' , 'XNB' , 'CLN' , 'EDR' , 'PRP' , 'DMS' , 'XDO' , 'AD_MONITOR' ,

'EDGE' , 'MTR' , 'DNA' , 'DCM' , 'FPA' , 'IP' , 'JMF' , 'IPM' , 'IBW' , 'EM_MONITOR' ,

'IZU' , 'RRS' , 'DPP' , 'MTH' , 'QPR' , 'DDR' , 'INL' , 'GMO' , 'RECON' , 'OWBSYS' ,

'CSMIG' , 'APPS_NE' , 'GHG' , 'EUL_US' , 'SPATIAL_WFS_ADMIN_USR' , 'SPATIAL_CSW_ADMIN_USR

' , 'MGDSYS' , 'YMS' , 'CMI' , 'RDSADMIN')

AND TRIM(ORACLE_MAINTAINED) <> 'Y'

AND TRIM(GENERATED) = 'N'

AND TRIM(SECONDARY) = 'N'

AND TRIM(TEMPORARY) = 'N'

GROUP BY

S.SYNONYM_NAME,

S.OWNER,

(continues on next page)
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S.TABLE_OWNER,

S.TABLE_NAME;

6.51.11 Configure QLI for Oracle on AWS RDS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Use the steps in this section to configure query log ingestion for an Oracle data source on AWS RDS. QLI from Oracle

on RDS uses database auditing.

To configure QLI:

1. Under your AWS account, go to AWS RDS > Parameter groups.

2. Click Create parameter group.

3. Fill in the required fields and click Create.

4. Search and select the created parameter group.

5. Click Edit parameters and change these parameters:

• audit_sys_operations—Set to TRUE

• audit_trail—Set to DB, EXTENDED

• enable_ddl_logging—Set to TRUE.

6. Click the Preview changes button to view the changed parameters and make sure the value is set as desired.

7. Click Save changes to save the changes.

8. Go to the Databases page.

9. Click your RDS instance and associate the DB parameter group you created with this instance.

10. Reboot the database.

Note: The parameter group name changes and applies immediately, but the parameter group isn’t applied until

you manually reboot the instance.

11. Make sure database audit trail is enabled for your Oracle database or enable it. We recommend including these

statements into auditing:

• CREATE TABLE

• CREATE VIEW

• SELECT TABLE

• UPDATE TABLE

• INSERT TABLE

• DELETE TABLE

• ALTER TABLE
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12. In Alation, you’ll be able to choose one of two configuration options for QLI: table-based QLI or query-based QLI.

Table-based QLI requires a QLI view to be created on the Oracle database on top of the audit table SYS.AUD$.

The service account you’re using in Alation should be granted the SELECT permissions on this QLI view.

If creating a view is not an option, you can use query-based QLI and query the SYS.AUD$ table directly from

Alation. In the latter case, the service account should be granted enough permissions to query this table.

Table-based QLI

CREATE view <SCHEMA>.<VIEW_NAME> AS

SELECT

q.userid AS userName,

to_char(q.NTIMESTAMP#, 'yyyy-MM-dd HH:mm:ss.ff') AS startTime,

q.sqltext AS queryString,

q.sessionid AS sessionId,

q.NTIMESTAMP# AS sessionStartTime,

0 AS seconds,

'N' AS cancelled,

(SELECT * FROM Global_name) AS defaultDatabases

FROM sys.aud$ q

WHERE q.sqltext IS NOT NULL

ORDER BY

sessionId,

startTime;

Query-based QLI

Use the query below to set up query-based QLI.

SELECT

q.userid AS userName,

to_char(q.NTIMESTAMP#, 'yyyy-MM-dd HH:mm:ss.ff') AS startTime,

q.sqltext AS queryString,

q.sessionid AS sessionId,

q.NTIMESTAMP# AS sessionStartTime,

0 AS seconds,

'N' AS cancelled,

(SELECT * FROM Global_name) AS defaultDatabases

FROM sys.aud$ q

WHERE q.sqltext IS NOT NULL

ORDER BY

sessionId,

startTime;
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6.52 PostgreSQL OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the PostgreSQL OCF connector.

6.52.1 PostgreSQL OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

November 22, 2023

PostgreSQL OCF Connector: Version 1.1.11

Compatible Alation version: 2023.1 or higher

Fixed Issues

Query Log Ingestion Fails If the Custom Query Does Not Include a transactionid Column

From PostgreSQL OCF Connector versions 1.1.9 and 1.1.10 onwards, QLI fails if the Custom QLI Query does not

include a transactionid column.

This issue is fixed. Now, in PostgreSQL OCF Connector versions 1.1.9 and 1.1.10 or higher, QLI completes successfully

even if the Custom QLI Query does not include a transactionid column. However, Alation recommends that you

include the transactionid column in your query to obtain accurate durations for the query.

6.52.2 PostgreSQL Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Overview

The OCF connector for PostgreSQL was developed by Alation and is available as a Zip file that can be uploaded

and installed in the Alation application. The connector is compiled together with the required database driver, so no

additional effort is needed to procure and install the driver.

To download the PostgreSQL OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog PostgreSQL as a data source on Alation on-prem and Alation Cloud Service

instances. It extracts and catalogs such database objects as schemas, tables, columns, views, primary keys, foreign

keys, functions, and function definition fields. After the metadata is extracted, it is represented in the data catalog as

a hierarchy of catalog pages under the parent data source. Alation users can leverage the full catalog functionality to
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search for and find the extracted metadata, curate the corresponding catalog pages, create documentation about the data

source, and exchange information about it.

Team

The following administrators are required to install this connector:

• Alation administrator:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Installs the connector

– Creates and configures the PostgreSQL data source in the catalog

– Performs initial extraction and prepares the data source for Alation users.

• PostgreSQL administrator:

– Creates a service account for Alation

– Provides the JDBC URI to access metadata

– Provides access to schemas to extract metadata.

Scope

The table below shows what features are covered by the connector. For version support information, refer to the support

matrix for your specific release: Support Matrices.

Browser PostgreSQL (EC2) PostgreSQL (RDS) PostgreSQL (Enter-
prise)

Core Capabilities

Automated Metadata Extraction (MDE) Yes Yes Yes

Query-based MDE Yes Yes Yes

Search Yes Yes Yes

Catalog page curation Yes Yes Yes

Catalog sets Yes Yes Yes

Propagation of data quality flags Yes Yes Yes

Popularity Yes Yes Yes

Compose

On-prem Alation instances Yes Yes Yes

Alation Cloud Service instances* Yes Yes Yes

* Compose for data sources connected via Alation Agent is supported from connector version 1.0.4.2169.

QLI

Query-based Yes Yes Yes

Filters Yes Yes Yes

Lineage Yes Yes Yes

Sampling and Profiling

Table sampling Yes Yes Yes

Custom query-based table sampling Yes Yes Yes

Custom query-based column profiling Yes Yes Yes

Dynamic profiling Yes Yes Yes

Authentication

Basic (username and password) Yes Yes Yes

continues on next page
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Table 26 – continued from previous page

Browser PostgreSQL (EC2) PostgreSQL (RDS) PostgreSQL (Enter-
prise)

SSL Yes Yes Yes

Kerberos No No No

Keytab No No No

LDAP Yes No Yes

Technical Metadata

Tables Yes Yes Yes

Attributes Yes Yes Yes

Primary key Yes Yes Yes

Foreign key Yes Yes Yes

Views Yes Yes Yes

Schemas Yes Yes Yes

Source Comments Yes* Yes* Yes*

* Source comments are extracted with some limitations. They are extracted for non-partitioned tables and columns but

aren’t extracted for schemas and partition tables and their columns.

6.52.3 PostgreSQL Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prerequisites

Network Connectivity

Open outbound TCP port 5432 to PostgreSQL server.

Create Service Account

Sample SQL to create an account

CREATE USER alation WITH PASSWORD '[password]';

Permissions for Metadata Extraction

GRANT USAGE ON SCHEMA PG_CATALOG TO alation;

GRANT SELECT ON ALL TABLES IN SCHEMA PG_CATALOG TO alation;

6.52. PostgreSQL OCF Connector 1773



Alation User Guide

Permissions for Table Profiling

GRANT USAGE ON SCHEMA [schema] TO alation;

GRANT SELECT ON ALL TABLES IN SCHEMA [schema] TO alation;

JDBC URI

When building the URI, include the following components:

• Hostname or IP of the instance

• Port number

• Database name

URI format:

postgresql://<Host>:<Port>/<Database_Name>

Example:

postgresql://ifac-pgsql.ceyrldata.us-west-2.amazonaws.com:5432/postgres

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.
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Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New PostgreSQL Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is PostgreSQL OCF Connector.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:
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By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab:

1. Specify Application Settings:

Parameter Description

BI Connection Info Not applicable

2. Click Save.

3. Specify Connector Settings:

Parameter Description

Data Source Connection

JDBC URI Provide the JDBC URI constructed in JDBC URI .

Username Provide the service account username.

Password Provide the service account password.

Enable Kerberos Authentication Enable or disable Kerberos authentication by select-

ing or clearing the Enable Kerberos Authentication

checkbox.

If the Kerberos Authentication checkbox is enabled,

upload the krb5.conf file using the upload link below.

Keytab Not applicable

SSL Certificate Select the Enable SSL checkbox to enable SSL connec-

tion for PostgreSQL EC2 and PostgreSQL Enterprise.

If the Enable SSL checkbox is selected, upload the

SSL certificate using the upload link below.

Use pem file for SSL Select the Use pem file for SSL checkbox to enable

SSL connection for PostgreSQL RDS.

If the Use pem file for SSL checkbox is selected, up-

load the pem file using the upload link below.

Truststore Password Provide the password for the SSL certificate.

The password will be deleted if the data source con-

nection is deleted.

Logging Information

Log Level Select the Log Level to generate logs. The available

log levels are based on the Log4j framework.

4. Click Save.

5. Obfuscate Literals - Enable this toggle to hide the details of the queries in the catalog page that are ingested via

QLI or executed in Compose. This toggle is disabled by default.

6. Under Test Connection, click Test to validate network connectivity.
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Add-On OCF Connector for dbt

The dbt connector can be used as an add-on with another OCF connector to extract and catalog descriptions and lineage

from dbt models, sources, and columns in dbt Core or dbt Cloud. See Add-On OCF Connector for dbt on how to use

this connector.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The default queries that the connector uses to extract metadata can be found in Extraction Queries for PostgreSQL. You

can customize these queries to adjust the extraction to your needs.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Note: OAuth connection is not supported for this data source.
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Data Sampling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

You can either create a view for Alation to retrieve the query log from or use a custom query to return the logs from the

PostgreSQL data source.

Note: Alation does not support query log ingestion (QLI) with the PGAUDIT extension.

Alation supports the following PostgreSQL deployment: Amazon EC2, Amazon RDS, and EDB Postgres Server.

• To configure QLI for PostgreSQL on Amazon EC2, EDB Postgres Server (PostgreSQL Enterprise), or a generic

on-premise instance, see PostgreSQL On Amazon EC2 and Enterprise: Query Log Ingestion.

• To configure QLI for PostgreSQL on Amazon RDS, PostgreSQL Connector RDS: Query Log Ingestion.

Native to OCF Migration

For information on migrating PostgreSQL sources to OCF connectors, see Migrate Native File System Sources to OCF.

Configure QLI Post Migration

If you already have a view to pull queries into Alation, after migration, follow the steps in Configure View-Based QLI or

Configure Custom Query-Based QLI . If you do not have a view to use, configure QLI for PostgreSQL On Amazon EC2

and Enterprise or configure QLI on RDS.

Configure View-Based QLI

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, select Use Native QLI Table Name. In the Table Name field,

provide the view name.

3. Click Save.
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Configure Custom Query-Based QLI

See the Custom Query-Based QLI section of PostgreSQL Connector RDS: Query Log Ingestion

Troubleshooting

Refer to Troubleshooting.

6.52.4 PostgreSQL On Amazon EC2 and Enterprise: Query Log Ingestion

Before performing query log ingestion (QLI), perform the QLI setup for PostgreSQL on EC2 or EDB Postgres Server

(PostgreSQL Enterprise). Both the Amazon EC2 and EDB deployments support log rotation. You can choose one of

the following ways to perform the QLI setup:

• EC2:

– CSV Logging without Log Rotation

– CSV Logging with Log Rotation

• EDB Postgres Server:

– EDB Audit Logs without Log Rotation

– EDB Postgres Server with Audit Log Rotation

CSV Logging without Log Rotation

To configure QLI based on CSV logging with no log rotation:

1. Change the server configuration in postgresql.conf and enable CSV logging as described below.

# Set the logging details for postgresql.conf file and reload the file

(changing logging_collector needs a restart).

log_destination ='csvlog'

log_directory = 'pg_log'

logging_collector = on

log_filename = 'postgresql'

log_duration = on # Should be enabled only if log_min_duration_

statement is not set to 0

log_min_duration_statement = 0

log_error_verbosity = verbose # terse, default, or verbose messages

log_hostname = on

log_statement = 'all' # none, ddl, mod, all

(continues on next page)
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(continued from previous page)

log_rotation_age = 0

log_rotation_size = 0

log_min_error_statement = info

2. Reload the updated postgresql.conf.

SELECT pg_reload_conf();

Note: The log_rotation_age = 0 and log_rotation_size = 0 properties stop the log rotation

and write all logs to the same file (table). Setting the log_min_duration_statement property to a value

greater than zero forcefully logs the query text; however, the log_duration property doesn’t.

3. Install the file_fdw extension (contrib package is required), create a foreign file server and a foreign table,

and link it to the log file name provided in the postgresql.conf file.

CREATE EXTENSION file_fdw;

CREATE SERVER pglog FOREIGN DATA WRAPPER file_fdw;

CREATE FOREIGN TABLE public.postgres_log (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text,

backend_type text,

empty_column text,

column_with_zeroes text

)

SERVER pglog

OPTIONS (filename 'pg_log/postgresql.csv', format 'csv');
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4. Create a view for Alation to retrieve query logs from.

CREATE VIEW public.alation_postgres_logv AS

SELECT

session_id AS sessionID,

user_name AS userName,

session_start_time AS sessionStartTime,

session_start_time AS startTime,

virtual_transaction_id AS transactionid,

message AS queryString,

'N' AS cancelled,

database_name AS defaultDatabases

FROM public.postgres_log;

Note: The above view applies to PostgreSQL OCF connector version 1.1.9. If you upgrade from an

earlier version to version 1.1.9, create a new view using the above template or change your view with a

CREATE OR REPLACE query using the above template.

5. Grant the Alation service account access to the QLI view.

Grant SELECT on public.alation_postgres_logv to {Alation Service Account}

6. Update the Query Log Ingestion tab of the Settings page of your OCF data source. Refer Configure QLI in

Alation User Interface.

Configure QLI in Alation User Interface

To configure view-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, enter the view name as public.alation_postgres_logv in

the Table Name field.

3. Click Save.
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CSV Logging with Log Rotation

To conveniently retain logs for, for example, seven days only through automatic truncation, you can consider creating

seven child tables for a master table. The process would typically use this workflow:

1. Open the postgresql.conf file, perform the following way:

log_destination = 'csvlog'

log_filename = 'postgresql-%a' # Keep 7d of logs in files 'postgresql-Mon.

csv' etc.

log_directory ='pg_log'

logging_collector = on

log_duration = on # Should be enabled only if log_min_duration_

statement is not set to 0

log_min_duration_statement = 0

log_error_verbosity = verbose # terse, default, or verbose messages

log_hostname = on

log_statement = 'all' # none, ddl, mod, all

log_truncate_on_rotation = on

log_rotation_age = 1440

log_rotation_size = 0

log_min_error_statement = info

Note: To maintain logs for the seven days, name one log file per day such as postgresql-Mon and

postgresql-Tue. To automatically overwrite last week’s log with the current week, set log_filename

to postgresql-%a, log_truncate_on_rotation to on, and log_rotation_age to 1440.

The log_rotation_age = 0 and log_rotation_size = 0 properties stop the log rotation and write

all logs to the same file (table). Setting the log_min_duration_statement property to a value greater

than zero forcefully logs the query text; however, the log_duration property doesn’t.

2. Reload the updated postgresql.conf.

SELECT pg_reload_conf();

3. Install the file_fdw extension (contrib package is required), create a foreign file server and a foreign table,

and link it to the log file name configured in the previous step.

CREATE EXTENSION file_fdw;

CREATE SERVER pglog FOREIGN DATA WRAPPER file_fdw;

CREATE TABLE public.postgres_log (

(continues on next page)
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log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text

CREATE FOREIGN TABLE public.postgres_log_mon (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text

) SERVER pglog

OPTIONS (filename 'pg_log/postgresql-Mon.csv', format 'csv');

ALTER TABLE public.postgres_log_mon INHERIT public.postgres_log;
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4. Repeat Step 3 for the remaining days of the week (Tuesday to Sunday).

5. Create a view for Alation to retrieve the query logs.

CREATE VIEW public.alation_postgres_logv AS

SELECT

session_id AS sessionID,

user_name AS userName,

session_start_time AS sessionStartTime,

session_start_time AS startTime,

virtual_transaction_id AS transactionid,

message AS queryString,

'N' AS cancelled,

database_name AS defaultDatabases

FROM public.postgres_log;

Note: The above view applies to PostgreSQL OCF connector version 1.1.9. If you upgrade from an

earlier version to version 1.1.9, create a new view using the above template or change your view with a

CREATE OR REPLACE query using the above template.

6. Grant the Alation service account access to the QLI view.

GRANT SELECT ON public.alation_postgres_logv TO {Alation Service Account}

7. Update the Query Log Ingestion tab of the Settings page of your OCF data source. Refer Configure QLI in

Alation User Interface.

EDB Audit Logs without Log Rotation

Perform these steps to configure QLI based on EDB Audit logs without log rotation:

1. Change the server configuration (postgresql.conf) and enable CSV logging.

# set in postgresql.conf + restart/reload server (changing logging_collector

needs restart)

#------------------------------------------------------------

# ERROR REPORTING AND LOGGING

#------------------------------------------------------------

# - Where to Log -

logging_collector = on

#------------------------------------------------------------

# EDB AUDIT

#------------------------------------------------------------

edb_audit = 'csv' # none, csv or xml

# These are only used if edb_audit is not none:

edb_audit_directory = 'edb_audit' # Directory where the log files are

written

# Can be absolute or relative to

PGDATA (continues on next page)
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edb_audit_filename = 'postgresaudit' # Audit file name pattern.

# Can include strftime() escapes

edb_audit_rotation_day = 'none' # Automatic rotation of log files

based

# on day of week. none, every, sun,

# mon, tue, wed, thu, fri, sat

edb_audit_rotation_size = 0 # Automatic rotation of log files

will

# happen after this many megabytes

(MB)

# of log output. 0 to disable.

edb_audit_rotation_seconds = 0 # Automatic log file rotation will

# happen after this many seconds.

edb_audit_connect = 'all' # none, failed, all

#edb_audit_disconnect ='none' # none, all

edb_audit_statement = 'all' # none, dml, ddl, select, error,

rollback, all

#edb_audit_tag = ''

2. Reload the updated postgresql.conf using the following command:

SELECT pg_reload_conf();

Note: The properties edb_audit_rotation_size = 0, edb_audit_rotation_day = 'none', and edb_-

audit_rotation_seconds = 0 stop the rotation and write all logs to the same file (table).

3. Install the file_fdw extension (contrib package is required), create a foreign file server and a foreign table,

and link it to the log file name configured in the previous step.

CREATE EXTENSION file_fdw;

CREATE SERVER pglog FOREIGN DATA WRAPPER file_fdw;

CREATE FOREIGN TABLE public.postgres_log (

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

(continues on next page)
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sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text,

extra text

) SERVER pglog

OPTIONS (

filename 'edb_audit/postgresaudit.csv', format 'csv');

4. Create a view for Alation to retrieve query logs from.

CREATE VIEW public.alation_postgres_logv AS

SELECT

session_id AS sessionID,

user_name AS userName,

session_start_time AS sessionStartTime,

session_start_time AS startTime,

virtual_transaction_id AS transactionid,

message AS queryString,

'N' AS cancelled,

database_name AS defaultDatabases

FROM public.postgres_log;

Note: The above view applies to PostgreSQL OCF connector version 1.1.9. If you upgrade from an

earlier version to version 1.1.9, create a new view using the above template or change your view with a

CREATE OR REPLACE query using the above template.

5. Grant the Alation service account access to the QLI view.

Grant SELECT on public.alation_postgres_logv to {Alation Service Account}

6. Update the Query Log Ingestion tab of the Settings page of your OCF data source. Refer Configure QLI in

Alation User Interface.

Note: This log doesn’t log duration.
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EDB Postgres Server with Audit Log Rotation

(Alation version 4.16)

Perform these steps to configure QLI based on EDB Postgres Server with Audit log rotation:

1. Change the server configuration (postgresql.conf) and enable CSV logging.

# set in postgresql.conf + restart/reload server (changing logging_collector

needs restart)

#---------------------------------------------------------------------------

--------------

#ERROR REPORTING AND LOGGING

#---------------------------------------------------------------------------

--------------

# - Where to Log -

logging_collector = on

#---------------------------------------------------------------------------

--------------

# EDB AUDIT

#---------------------------------------------------------------------------

--------------

edb_audit = 'csv' # none, csv or xml

# These are only used if edb_audit is not none:

edb_audit_directory = 'edb_audit' # Directory where the log

files are written

# Can be absolute or

relative to PGDATA

edb_audit_filename = 'audit-%Y-%m-%dT%H:%M:%S' # Audit file name

pattern.

# Can include strftime()

escapes

edb_audit_rotation_day = 'every' # Automatic rotation of

log files based

# on day of week. none,

every, sun,

# mon, tue, wed, thu,

fri, sat

edb_audit_rotation_size = 0 # Automatic rotation of

log files will

# happen after this many

megabytes (MB)

# of log output. 0 to

disable.

edb_audit_rotation_seconds = 0 # Automatic log file

rotation will

# happen after this many

seconds.

(continues on next page)
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edb_audit_connect = 'all' # none, failed, all

#edb_audit_disconnect ='none' # none, all

edb_audit_statement = 'all' # none, dml, ddl,

select, error, rollback, all

#edb_audit_tag = '' # Audit log session

tracking tag.

Note:

• Setting edb_audit_filename = 'audit-%Y-%m-%dT%H:%M:%S' creates a file with name as

audit-2017-11-26T11:04:44.csv.

• Every file is rolled off due to the configuration edb_audit_rotation_day = 'every'

2. Reload the updated postgresql.conf using the following command:

SELECT pg_reload_conf();

3. Create a table to copy logs from csv.

EnterpriseDB Postgres Version 9.6

CREATE TABLE public.postgres_log (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text,

extra text

);
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EnterpriseDB Postgres version 10

CREATE TABLE public.postgres_log (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text,

statement_type text,

extra text

);

4. Create a log rotation config file.

Note:

• EDB_AUDIT_LOG_DIRECTORY_PATH must have read privileges.

– POSTGRES_HOME/bin/edb-psql must have execute privileges.

vi postgres_audit_log_rotation_config.txt

EDB_AUDIT_LOG_DIRECTORY_PATH=/opt/edb/as<postgres version>/data/edb_audit/

EDB_AUDIT_LOG_FILENAME_PREFIX=audit-

HOST=<postgres server_host>

PORT=<postgres server_port>

USERNAME=<username of your service account>

PASSWORD=<username of your service password>

DATABASE=postgres

POSTGRES_HOME=/opt/edb/as<postgres_version>/

Example

vi postgres_audit_log_rotation_config.txt

(continues on next page)
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EDB_AUDIT_LOG_DIRECTORY_PATH=/opt/edb/as9.6/data/edb_audit/

EDB_AUDIT_LOG_FILENAME_PREFIX=audit-

HOST=10.11.21.41

PORT=5432

USERNAME=postgres

PASSWORD=hyperbad

DATABASE=postgres

POSTGRES_HOME=/opt/edb/as9.6/

5. Create a log rotation script. The script will look for yesterday’s log and copies yesterday’s csv to the public.

postgres_log file.

6. Move both the postgres_audit_log_rotation.sh and postgres_audit_log_rotation_config.txt

files to {Postgres Installation Directory}/edb/as9.6/bin.

mv postgres_audit_log_rotation.sh opt/edb/as<postgres_version>/bin/.

mv postgres_audit_log_rotation_config.txt opt/edb/as<postgres_version>/bin/.

7. Provide the execute permission on the postgres_audit_log_rotation.sh file.

chmod +x {Postgres Installation Directory}/edb/as<*postgres_version*>/bin/

postgres_audit_log_rotation.sh

chmod +x opt/edb/as9.6/bin/postgres_audit_log_rotation.sh

8. Grant the read permission on the postgres_audit_log_rotation_config.txt file.

chmod 444 opt/edb/as9.6/bin/postgres_audit_log_rotation_config.txt

9. Create a cron job to run the script at 1 am every day.

This syncs yesterday’s log to public.postgres_log at 1.00 AM.

0 1 * * * sh {Postgres Installation Directory}/edb/as<*postgres_version*>/

bin/postres_audit_log_rotation.sh

{Postgres Installation Directory}/edb/as<*postgres_version*>/bin/postres_

audit_log_rotation_config.txt

For example, crontab -e

0 1 * * * sh /opt/edb/as9.6/bin/postres_audit_log_rotation.sh

/opt/edb/as9.6/bin/postres_audit_log_rotation_config.txt

For Ubuntu Users

For example, crontab -e (Use bash instead of sh)

0 1 * * * bash /opt/edb/as<postgres_version>/bin/postres_audit_log_

rotation.sh

/opt/edb/as<postgres_version>/bin/postres_audit_log_rotation_config.txt

10. Create a view for Alation to retrieve the query log from.

CREATE VIEW public.alation_postgres_logv AS

SELECT

session_id AS sessionID,

(continues on next page)
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user_name AS userName,

session_start_time AS sessionStartTime,

session_start_time AS startTime,

virtual_transaction_id AS transactionid,

message AS queryString,

'N' AS cancelled,

database_name AS defaultDatabases

FROM

public.postgres_log;

Note: The above view applies to PostgreSQL OCF connector version 1.1.9. If you upgrade from an earlier

version to version 1.1.9, create a new view using the above template or change your view with a CREATE OR

REPLACE query using the above template.

11. Grant the Alation service account access to the QLI view.

Grant SELECT on public.alation_postgres_logv to {Alation Service Account}

12. Update the Query Log Ingestion tab of the Settings page of your OCF data source. Refer Configure QLI in

Alation User Interface.

6.52.5 PostgreSQL Connector RDS: Query Log Ingestion

Before performing QLI, perform the QLI setup on PostgreSQL RDS.

Perform the following steps to configure the pre-requisites for PostgreSQL RDS QLI:

1. In the AWS console, go to Amazon RDS > Parameter groups > Create parameter group.

2. Provide the values in the following fields and click Create.

• Parameter group family

• Type

• Group Name

• Descriptions

6.52. PostgreSQL OCF Connector 1793



Alation User Guide

3. Go to Parameter groups and select the newly created parameter group.

4. Click Edit parameters and update the following parameters with the values below:

Parameter Value

log_destination csvlog

log_filename postgresql.log.%Y-%m-%d

log_hostname 1

log_min_duration_statement 0

log_rotation_age 1440

log_statement all

rds.log_retention_period 4320

5. Go to Databases > RDS Instance.

6. Associate the DB parameter group with the RDS instance. Click Modify > Additional Configuration > DB

parameter group and select the DB parameter group.

Note: The RDS instance major version and DB parameter group instance selection version must be

the same. If the version is not same, then the DB parameter group will not be listed in this dropdown.
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7. Restart the database.

Configure QLI in Alation

In Alation you must configure QLI in:

• Compose (see Configuration in Compose)

• Connector Settings section of the Query Log Ingestion tab in the OCF data source Settings page The

PostgreSQL OCF connector supports the following configurations for QLI:

– View-Based QLI

– Custom Query-Based QLI

On the Connector Settings section, configure View-Based QLI or Custom Query-Based QLI .

Configuration in Compose

Prerequisite

To run queries in Compose, you must have the CREATE privileges on the schema you want to create the foreign table and

view.

Configure QLI in Compose

Perform these steps to configure QLI in Compose:

1. Log in to Alation.

2. Open the catalog page of your OCF PostgreSQL data source.

3. Open Compose and establish a connection for the data source.

4. Run the following query:
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CREATE EXTENSION log_fdw;

CREATE SERVER log_server FOREIGN DATA WRAPPER log_fdw;

CREATE OR REPLACE PROCEDURE public.p_getcurrentlog(

)

LANGUAGE 'plpgsql'

AS $BODY$

declare

log_file_date varchar;

log_file_prefix varchar := 'postgresql.log.';

log_file_suffix varchar := '.csv';

full_log_file varchar;

current_log_server varchar := 'log_server';

current_log_table varchar := 'postgres_logs';

begin

--Create a foreign table over the previous day's CSV log file

RAISE LOG '****Starting p_getcurrentlog Procedure';

EXECUTE FORMAT('select cast(current_date AS varchar)') INTO log_file_date;

RAISE LOG 'Processing log file date: %', log_file_date;

EXECUTE FORMAT('select %L || %L ||%L', log_file_prefix, log_file_date, log_

file_suffix) INTO

full_log_file;

EXECUTE FORMAT('DROP FOREIGN TABLE IF EXISTS %I CASCADE', current_log_

table);

EXECUTE FORMAT('SELECT create_foreign_table_for_log_file(%L, %L, %L)',

current_log_table,

current_log_server, full_log_file);

RAISE LOG '****Ending p_getcurrentlog Procedure';

end;

$BODY$;

2. Run the query to view the .CSV files:

SELECT * FROM list_postgres_log_files() ORDER BY 1;

3. Execute the query given below for procedure call.

CALL public.p_getcurrentlog();
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View-Based QLI

Create a view for Alation to retrieve query logs from.

CREATE VIEW <Schema_Name>.<View_Name> AS

SELECT a.*

FROM

(

SELECT

user_name AS userName,

session_start_time AS startTime,

message AS queryString,

session_id AS sessionId,

session_start_time AS sessionStarttime,

virtual_transaction_id as transactionid,

'N' AS cancelled,

database_name AS defaultDatabases

FROM

<FOREIGN_TABLE>

) AS a;

In <FOREIGN_TABLE>, provide the name of the foreign table in which the query logs are available. For example, the

foreign table (public.postgres_log) created earlier during the QLI setup.

The CREATE VIEW statement allows you to have the latest rows from the FOREIGN TABLE.
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Note: The above view applies to PostgreSQL OCF connector version 1.1.9. If you upgrade from an earlier

version to version 1.1.9, create a new view using the above template or change your view with a CREATE

OR REPLACE query using the above template.

Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for custom query-based QLI, Alation will query the system table storing query

history or the table you’ve created to enable QLI every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the QLI

table.

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since the connector expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE

filter. These parameters are not actual column names and should stay as is. They are expected by the connector and will

be substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on

schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.

QLI Query Template

SELECT

user_name AS userName,

session_start_time AS startTime,

message AS queryString,

session_id AS sessionId,

session_start_time AS sessionStarttime,

virtual_transaction_id as transactionid,

'N' AS cancelled,

database_name AS defaultDatabases

FROM <FOREIGN_TABLE>

WHERE

session_start_time >= TO_DATE(STARTTIME, 'YYYY-MM-DD HH24:MI:SS')

AND

session_start_time < TO_DATE(ENDTIME, 'YYYY-MM-DD HH24:MI:SS')

ORDER BY transactionid;

In <FOREIGN_TABLE>, provide the name of the foreign table in which the query logs are available. For example, the

foreign table (public.postgres_log) created earlier during the QLI setup.
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Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

6.52.6 Extraction Queries for PostgreSQL

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The default extraction queries for the PostgreSQL data source are provided below. You can customize them to better suit

your catalog needs. Custom queries can be specified on the Metadata Extraction tab of the data source Settings page

under Metadata Extraction Queries.

You can customize all or some of the queries.

Schema

Make sure that your query has a column labeled as CATALOG in the SELECT statement.

Example:

SELECT

CURRENT_DATABASE() AS "CATALOG",

nspname AS "SCHEMA"

FROM

PG_NAMESPACE

WHERE

nspname NOT LIKE 'pg\\_%'

AND nspname NOT IN ('''')

AND nspname NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

);
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Table

Make sure that your query has columns labeled as CATALOG, TABLE_NAME, TABLE_TYPE, and REMARKS in

the SELECT statement.

Example:

SELECT

CURRENT_DATABASE() AS "CATALOG",

A.TABLE_SCHEM as "SCHEMA",

A.TABLE_NAME,

A.OWNER as "TABLE_OWNER",

A.TABLE_TYPE,

PGDC.DESCRIPTION AS "REMARKS"

FROM

(

SELECT

T.SCHEMANAME AS "TABLE_SCHEM",

T.TABLENAME AS "TABLE_NAME",

T.TABLEOWNER AS "OWNER",

'TABLE' AS "TABLE_TYPE"

FROM

PG_TABLES T

where

(T.SCHEMANAME || '.' || T.TABLENAME) NOT IN (

SELECT

ST.SCHEMANAME || '.' || ST.RELNAME

FROM

PG_INHERITS,

PG_CATALOG.PG_STAT_ALL_TABLES ST

WHERE

PG_INHERITS.INHRELID = ST.RELID

)

) A

LEFT JOIN(

SELECT

C.SCHEMANAME,

C.RELNAME,

PGD.DESCRIPTION

FROM

PG_CATALOG.PG_STAT_ALL_TABLES C

INNER JOIN PG_CATALOG.PG_DESCRIPTION PGD ON (PGD.OBJOID = C.RELID)

WHERE

PGD.OBJSUBID IS NULL

OR PGD.OBJSUBID = 0

) PGDC ON (

PGDC.RELNAME = A.TABLE_NAME

AND PGDC.SCHEMANAME = A.TABLE_SCHEM

)

WHERE

A.TABLE_SCHEM NOT LIKE 'pg\\_%'

AND A.TABLE_SCHEM NOT IN ('''')

AND A.TABLE_SCHEM NOT IN (

'information_schema', 'pg_toast',

(continues on next page)
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'pg_catalog', 'pg_internal'

)

ORDER BY

"TABLE_SCHEM",

"TABLE_NAME";

View

Make sure that your query has columns labeled as CATALOG, VIEW_NAME, VIEW_CREATE_STATEMENT,

‘VIEW’ AS VIEW_TYPE, and REMARKS in the SELECT statement.

Example:

SELECT

CURRENT_DATABASE() AS "CATALOG",

schemaname AS "SCHEMA",

viewname AS "VIEW_NAME",

' CREATE OR REPLACE VIEW ' || schemaname || '.' || viewname || ' AS ' || definition AS

"VIEW_CREATE_STATEMENT",

'VIEW' AS "VIEW_TYPE",

'' AS "REMARKS"

FROM

PG_VIEWS

WHERE

schemaname NOT LIKE 'pg\\%'

AND schemaname NOT IN ('''')

AND schemaname NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

)

UNION

select

CURRENT_DATABASE() AS "CATALOG",

schemaname AS "SCHEMA",

matviewname AS "VIEW_NAME",

' CREATE MATERIALIZED VIEW ' || schemaname || '.' || matviewname || ' TABLESPACE PG_

DEFAULT AS ' || definition AS "VIEW_CREATE_STATEMENT",

'MAT_VIEW' AS "VIEW_TYPE",

'' AS "REMARKS"

FROM

PG_MATVIEWS

WHERE

schemaname NOT LIKE 'pg\\%'

AND schemaname NOT IN ('''')

AND schemaname NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

)

ORDER BY

"SCHEMA",

"VIEW_NAME";

6.52. PostgreSQL OCF Connector 1801



Alation User Guide

Column

Make sure that your query has columns labeled as CATALOG, TABLE_NAME, TYPE_NAME, DATA_TYPE, COL-

UMN_NAME, ORDINAL_POSITION, IS_NULLABLE, REMARKS, and COLUMN_DEFAULT in the SELECT

statement.

Example:

SELECT

*

FROM

(

SELECT

CURRENT_DATABASE() AS "CATALOG",

S.NSPNAME AS "SCHEMA",

O.RELNAME AS "TABLE_NAME",

C.ATTNAME AS "COLUMN_NAME",

TYP.TYPNAME AS "TYPE_NAME",

TYP.TYPNAME AS "DATA_TYPE",

C.ATTNUM AS "ORDINAL_POSITION",

NOT C.ATTNOTNULL AS "IS_NULLABLE",

pgd.description AS "REMARKS",

null AS "COLUMN_DEFAULT"

FROM

PG_ATTRIBUTE C

INNER JOIN PG_CLASS O ON C.ATTRELID = O.OID

INNER JOIN PG_NAMESPACE S ON O.RELNAMESPACE = S.OID

INNER JOIN PG_TYPE TYP ON TYP.OID = C.ATTTYPID

LEFT JOIN PG_CATALOG.PG_STAT_ALL_TABLES ca on(

ca.relname = O.RELNAME

and ca.schemaname = S.NSPNAME

)

LEFT JOIN PG_CATALOG.PG_DESCRIPTION pgd on (

pgd.objoid = ca.relid

and pgd.objsubid = C.ATTNUM

)

WHERE

C.ATTNUM > 0

AND nspname NOT LIKE 'pg\\_%'

AND nspname NOT IN ('''')

AND nspname NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

)

) T

WHERE

(T.SCHEMA || '.' || T.TABLE_NAME) NOT IN (

SELECT

ST.SCHEMANAME || '.' || ST.RELNAME

FROM

PG_INHERITS,

PG_CATALOG.PG_STAT_ALL_TABLES ST

WHERE

PG_INHERITS.INHRELID = ST.RELID

(continues on next page)
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)

ORDER BY

"SCHEMA",

"TABLE_NAME",

"ORDINAL_POSITION";

Primary Key

Make sure that your query has columns labeled as CATALOG, TABLE_NAME, and COLUMN_NAME in the SELECT

statement.

Example:

SELECT

CURRENT_DATABASE() AS "CATALOG",

S.NSPNAME AS "SCHEMA",

C.RELNAME AS "TABLE_NAME",

CONSTR.CONNAME AS "PK_NAME",

ATTR.ATTNAME AS "COLUMN_NAME",

ATTR.ATTNUM AS "KEY_SEQ"

FROM

PG_CONSTRAINT CONSTR

INNER JOIN PG_ATTRIBUTE ATTR ON ATTR.ATTNUM = ANY (CONSTR.CONKEY)

AND ATTR.ATTRELID = CONSTR.CONRELID

INNER JOIN PG_CLASS C ON CONSTR.CONRELID = C.OID

INNER JOIN PG_NAMESPACE S ON C.RELNAMESPACE = S.OID

WHERE

nspname NOT LIKE 'pg\\_%'

AND CONSTR.CONTYPE = 'p'

AND nspname NOT IN ('''')

AND nspname NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

)

ORDER BY

"SCHEMA",

"TABLE_NAME",

"PK_NAME",

"KEY_SEQ";

Foreign Key

Make sure that your query has columns labeled as CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_-

CATALOG, FK_SCHEMA, FK_TABLE, and FK_COLUMN in the select list.

Example:

SELECT

CURRENT_DATABASE() AS "CATALOG",

F.FKTABLE_SCHEM as "FK_SCHEMA",

F.FKTABLE_NAME AS "FK_TABLE",

(continues on next page)

6.52. PostgreSQL OCF Connector 1803



Alation User Guide

(continued from previous page)

F.FK_NAME,

F.FKCOLUMN_NAME AS "FK_COLUMN",

null AS "FK_CATALOG",

F.KEY_SEQ,

null AS "PK_CATALOG",

P.PKTABLE_SCHEM AS "PK_SCHEMA",

P.PKTABLE_NAME AS "PK_TABLE",

P.PK_NAME,

P.PKCOLUMN_NAME AS "PK_COLUMN"

FROM

(

SELECT

S.NSPNAME AS "FKTABLE_SCHEM",

C.RELNAME AS "FKTABLE_NAME",

CONSTR.CONNAME AS "FK_NAME",

ATTR.ATTNAME AS "FKCOLUMN_NAME",

ATTR.ATTNUM AS "KEY_SEQ",

CONSTR.CONFKEY,

CONSTR.CONFRELID

FROM

PG_CONSTRAINT CONSTR

INNER JOIN PG_ATTRIBUTE ATTR ON ATTR.ATTNUM = ANY (CONSTR.CONKEY)

AND ATTR.ATTRELID = CONSTR.CONRELID

INNER JOIN PG_CLASS C ON CONSTR.CONRELID = C.OID

INNER JOIN PG_NAMESPACE S ON C.RELNAMESPACE = S.OID

AND CONSTR.CONTYPE = 'f'

WHERE

nspname NOT LIKE 'pg\\%'

AND nspname NOT IN ('''')

AND nspname NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

)

) F

INNER JOIN (

SELECT

S.NSPNAME AS "PKTABLE_SCHEM",

C.RELNAME AS "PKTABLE_NAME",

CONSTR.CONNAME AS "PK_NAME",

ATTR.ATTNAME AS "PKCOLUMN_NAME",

ATTR.ATTNUM AS "PKEY_SEQ",

C.OID

FROM

PG_CONSTRAINT CONSTR

INNER JOIN PG_ATTRIBUTE ATTR ON ATTR.ATTNUM = ANY (CONSTR.CONKEY)

AND ATTR.ATTRELID = CONSTR.CONRELID

INNER JOIN PG_CLASS C ON CONSTR.CONRELID = C.OID

INNER JOIN PG_NAMESPACE S ON C.RELNAMESPACE = S.OID

AND (

CONSTR.CONTYPE = 'p'

OR CONSTR.CONTYPE = 'u'

)

(continues on next page)
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WHERE

nspname NOT LIKE 'pg\\%'

AND nspname NOT IN ('''')

AND nspname NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

)

) P ON P.PKEY_SEQ = ANY (F.CONFKEY)

AND P.OID = F.CONFRELID

ORDER BY

"FKTABLE_SCHEM",

"FKTABLE_NAME",

"FK_NAME",

"KEY_SEQ";

Index

Make sure that your query has columns labeled as CATALOG, TABLE_NAME, and COLUMN_NAME in the select

list.

Example:

SELECT

current_database() AS "CATALOG",

stable.schemaname AS "SCHEMA",

ind_parent.relname AS "TABLE_NAME",

ind_col.attname AS "COLUMN_NAME",

ind_child.relname AS "INDEX_NAME",

ind_col.attnum AS "POSITION",

acc_meth.amname AS "INDEX_TYPE"

FROM

PG_INDEX index

JOIN PG_CLASS ind_parent ON index.indrelid = ind_parent.oid

JOIN PG_CLASS ind_child ON index.indexrelid = ind_child.oid

JOIN PG_ATTRIBUTE ind_col ON ind_parent.oid = ind_col.attrelid

JOIN PG_AM acc_meth ON ind_child.relam = acc_meth.oid

JOIN PG_TABLES stable ON ind_parent.relname = stable.tablename

WHERE

ind_parent.relkind = 'r'

AND ind_col.attnum = ANY(index.indkey)

AND schemaname NOT LIKE 'pg\\_%'

AND schemaname NOT IN ('''')

AND schemaname NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

)

ORDER BY

"SCHEMA",

"TABLE_NAME",

"COLUMN_NAME";
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Function

Make sure that your query has columns labeled as FUNCTION_CAT, FUNCTION_NAME, and REMARKS in the

select list.

Example:

SELECT

CURRENT_DATABASE() AS FUNCTION_CAT,

S.NSPNAME AS SCHEMA,

P.PRONAME AS FUNCTION_NAME,

NULL AS SPECIFIC_NAME,

NULL AS REMARKS,

Pg_get_functiondef(P.oid) AS FUNCTION_DEFINITION

FROM

PG_PROC P

INNER JOIN PG_NAMESPACE S ON P.PRONAMESPACE = S.OID

INNER JOIN PG_LANGUAGE L ON P.PROLANG = L.OID

WHERE

(

L.LANNAME IN ('internal', 'sql')

AND p.prorettype <> 'pg_catalog.trigger'::pg_catalog.regtype

OR L.LANNAME IN ('plpgsql')

)

AND S.NSPNAME NOT LIKE 'pg\\_%'

AND p.prokind NOT IN ('a')

AND S.NSPNAME NOT IN ('''')

AND S.NSPNAME NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

)

ORDER BY

FUNCTION_CAT,

SCHEMA,

FUNCTION_NAME

Function Definition

Make sure that your query has columns labeled as FUNCTION_CAT, FUNCTION_NAME, ARG_NAME, TYPE_-

NAME, ARG_TYPE, and ARG_DEF in the select list.

Example:

SELECT

CURRENT_DATABASE() AS "FUNCTION_CAT",

N.NSPNAME AS "SCHEMA",

P.PRONAME AS "FUNCTION_NAME",

P.PRONAME AS "ARG_NAME",

P.PROARGNAMES AS "FUNCTION_ARGS",

P.PRONARGS AS "NUM_OF_FUNCTION_ARGS",

STRING_TO_ARRAY(

REPLACE(

OIDVECTORTYPES(P.PROARGTYPES),

(continues on next page)
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'"',

''

),

','

) AS "ARG_TYPE",

FORMAT_TYPE(P.PRORETTYPE, NULL) AS "TYPE_NAME",

P.PROSRC AS "ARG_DEF",

NULL AS "REMARKS"

FROM

PG_PROC P

INNER JOIN PG_NAMESPACE N ON P.PRONAMESPACE = N.OID

INNER JOIN PG_LANGUAGE L ON P.PROLANG = L.OID

WHERE

(

L.LANNAME IN ('internal', 'sql')

AND p.prorettype <> 'pg_catalog.trigger' :: pg_catalog.regtype

OR L.LANNAME IN ('plpgsql')

)

and N.NSPNAME NOT LIKE 'pg\\_%'

AND N.NSPNAME NOT IN ('''')

AND N.NSPNAME NOT IN (

'information_schema', 'pg_toast',

'pg_catalog', 'pg_internal'

)

ORDER BY

"FUNCTION_CAT",

"SCHEMA",

"FUNCTION_NAME";

6.53 Azure Power BI OCF Connector (Legacy)

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the PowerBI OCF connector.

6.53.1 Azure Power BI OCF Connector (Legacy): Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2020.4

The OCF connector for Azure Power BI was developed by Alation.

To download the Power BI OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

6.53. Azure Power BI OCF Connector (Legacy) 1807



Alation User Guide

This connector should be used to catalog Power BI as a Business Intelligence source in Alation. The connector catalogs

Power BI objects such as Workspaces, Dashboards, and Reports. It enables end users to search and find Power BI objects

from the Alation user interface.

Important: This connector supports only Power BI Cloud and does not support Power BI On-Premise instances.

Team

The following administrators are required to install this connector:

• Alation Server Admin/Linux Administrator:

– Installs the connector

– Creates a Power BI source

– Provisions Alation API tokens

• Azure Administrator:

– Creates an Application in Azure Cloud

– Provisions Application ID, Tennant ID, and Secret Key

– Grants consent to access Power BI APIs

• Power BI Administrator:

– Creates a Power BI service ID

– Provides access to Power BI workspaces.

Scope

The table below shows what features are covered by the connector.
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Feature Scope Availability

Power BI Instance Catalog Power BI instance in an

Azure Cloud Environment

Yes

Workspaces Catalog workspaces in Power BI Yes

Workspace Description Extract Description of a workspace No

Filter Workspaces Ability to include or exclude specific

workspaces

Yes

Reports Catalog reports in a Workspace Yes

Report Objects Catalog report objects such as charts

and tables

Yes

Report object dimensions, measures,

expressions

Catalog dimensions, measures, and

measure expressions of report ob-

jects

Yes*

Report object data sources Catalog data sources used by report

objects

Yes

Report object lineage Catalog the lineage of a report object No**

Filter Reports Ability to include or exclude specific

Reports

No

Report Owner Owners or Authors who created a

report

No

Auto generated report object titles Ability to capture auto generated re-

port object titles by Power BI

No

Dashboards Catalog dashboards in a workspace Yes***

Dashboard object Measures & Di-

mensions

Catalog dimensions and measure of

a dashboard object

No

Applications Catalog applications No

Filter Applications Ability to include or exclude specific

applications

No

Dataflows Catalog dataflows No

Datasets Catalog datasets Yes****

Image Preview Ability to show a thumbnail image

of reports and dashboards

No

Popularity Popularity of Dashboards & Reports No

Security Replication Replicate access control to reports

and dashboards

No

* - Report dimensions, measures, and expressions can be cataloged only if access to the underlying PBIX files is available.

DAX expressions are not available.

** - APIs to get data source information from Microsoft are not available.

*** - Can catalog only dashboards and tiles. API to get fields of tiles is not available.

**** - Only fields that are present in reports are populated as dataset fields as there is no separate API from Microsoft.
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Power BI Objects Hierarchy

The following diagram shows the hierarchy of Power BI objects and how they are cataloged in Alation:

Power BI APIs

The following table lists the Power BI APIs used by this connector to extract metadata from Power BI:

Type API End Point Description

Authenti-

cation

https://login.microsoftonline.com/common/oauth2/token Gets the access token for

authentication

Workspace https://api.powerbi.com/v1.0/myorg/groups Gets workspaces

Reports https://api.powerbi.com/v1.0/myorg/groups/{groupId}/

reports

Gets reports from a

workspace

Report

Pages

https://api.powerbi.com/v1.0/myorg/groups/{groupId}/

reports/{reportId}/pages

Gets pages from a report

Tiles https://api.powerbi.com/v1.0/myorg/groups/{groupId}/

dashboards/{dashboardId}/tiles

Gets tiles from a report

Datasets https://api.powerbi.com/v1.0/myorg/groups/{groupId}/

datasets

Gets datasets for a report

Data

sources

https://api.powerbi.com/v1.0/myorg/groups/{groupId}/

datasets/{datasetId}/datasources

Gets data sources for each

dataset

Dash-

boards

https://api.powerbi.com/v1.0/myorg/groups/{groupId}/

dashboards

Gets dashboards from a

workspace

6.53.2 Azure Power BI OCF Connector (Legacy): Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2020.4

Follow these steps to perform the necessary configuration for the Azure Power BI connector on the Power BI side and in

Alation.
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Preliminaries

Firewall Configuration

Open outbound TCP port 443 on Power BI Server for Rest API communication.

Authentication Requirements

• Azure App registration

• Power BI application registration credentials

I. Azure Power BI Setup and Authentication

STEP 1: Register an Application in Azure Portal

1. Navigate to App registrations in Microsoft Azure Portal.

2. Click New registration:

3. Provide the following information:

• a name for the application

• select the account types Accounts in this organizational directory only (<Org Name> only -

Single tenant)

• the Power BI URL as Redirect URI
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4. Click Register.

5. On the next screen, note down Application (client) ID, Directory (tenant) ID, and Object ID:

6. On left-hand side of the page, click Certificates & secrets to generate the client secret:
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7. Click New client secret under the Client secrets section and in the pop-up dialog provide the description for the

client secret and click Add:

8. Note down the newly generated client secret. You will need it for the next configuration steps.

6.53. Azure Power BI OCF Connector (Legacy) 1813



Alation User Guide

STEP 2: Create a Security Group for Azure Power BI

1. Navigate to the Groups management section of Azure Portal.

2. Add a new group and enter the following details:

• Select Security for Group Type

• Enter a Group Name and Description:

3. Under Members, add the app created in Step 1 as the Member of the group.

4. Click Create.

STEP 3: Enable Azure Power BI Service Admin Settings

For an Azure application to be able to access the Power BI content and APIs, a Power BI admin needs to set Enable

service principal access and Export Data flags in the Power BI admin portal.

1. Login to Power BI.

2. From the Settings menu, select the Admin portal:
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3. Navigate to Tenant Settings > Developer Settings and perform the following configuration:

• Enable Allow service principals to use Power BI APIs

• Choose Specific security groups and select the security group created in Step 2.

• Click Apply to apply the settings:

4. Go to Export Settings under Tenant Settings:
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5. If Export Data is already enabled for the entire organization, leave it as it is. If not, enable it for the security group

created in Step 2:

6. Click Apply to apply the settings.

1816 Chapter 6. Open Connector Framework



Alation User Guide

STEP 4: Add the Service Principal to Workspace

For the Azure app to access the content of a workspace, add the Service Principal as its member.

1. Select a workspace and choose Workspace access:

2. Select the app in the dialog:

3. Add the app as a Member and click Close.

6.53. Azure Power BI OCF Connector (Legacy) 1817



Alation User Guide

II. Alation Setup and Authentication

STEP 1: Install the Connector

Important: Installation of an OCF connector requires Alation Connector Manager to be installed as a prerequisite.

1. If this has not been done on your instance, install Alation Connector Manager using the steps in: Install Alation

Connector Manager.

2. Make sure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page: refer to Manage Connector Dashboard.

STEP 2: Create and Configure a New BI Server Source

Add a New BI Server Source

1. Log in to the Alation instance and add a new BI Server source: Apps > Sources > Add > BI Server. The Register

a Business Intelligence Server screen will open.

2. On this screen, from the Select a Business Intelligence Server type list, select the Power BI connector name

(POWERBI) and enter a Title and a Description.

3. Click Add. You will be navigated to your BI Server source Settings page.

Configure the Azure Power BI Source

1. Configure Access:

Applies from release 2023.3.5

On the Access tab, set the BI source visibility as follows:

• Public BI Server—The BI source will be visible to all users of the catalog.

• Private BI Server—The BI Source will be visible to users that have been assigned the

BI Server Admin or Viewer role. It will be hidden for all other users.
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You can add more BI Admins or Viewers in the BI Server Admins section if required.

For more information, see Configure Access to OCF BI Sources

2. Perform the configuration on the General Settings tab:

Note: This section describes configuring settings for credentials and connection information stored in

the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager

to hold such information, the user interface for the General Settings page will change to include the

following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential

information, you enter the ID of the secret. See Configure Secrets for OCF Connector Settings for

details.

Specify Application Settings:
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Parameter Description

Disable Hard Sync Leave this checkbox unselected.

Selecting it will disable synchronization of BI objects

between Alation and Power BI.

Note: This is not applicable from version 2021.2

Disable Automatic Lineage Generation Select the Disable Automatic Lineage Generation

checkbox to skip the creation of automatic Lineage

after extraction. When automatic Lineage generation

is disabled, during extraction Alation does not calculate

Lineage data for this BI source.

For more information, see Automatic Lineage Genera-

tion FAQ.

Note: This is applicable from version 2021.3

Disable Permission Enforcement Leave this checkbox selected.

Permission enforcement is not supported between

Power BI and Alation.

Disable Certification Leave this checkbox selected.

Certification of BI objects in Power BI from Alation

is not supported.

Server URI Enter the server URI used to access Power BI

3. Click Save to save the information you have entered.

4. Specify Connector Settings:

Parameter Description

Power BI Base URL Enter the URL to access Power BI. Default value is

https://app.powerbi.com/

Power BI API URL Enter the API URL to access Power BI APIs. Default

value is https://api.powerbi.com/v1.0/myorg/

Power BI Client ID Enter the Power BI Client ID.

Power BI Client Secret Enter the Power BI Client Secret.

Power BI Tenant ID Enter the Power BI Tenant ID.

5. Click Save.

6. Under Test Connection, click Test to validate network connectivity.

7. Under Extraction Settings, configure the metadata extraction. Turn on Selective Extraction, if required. Selective

extraction settings are used to apply a filter to include or exclude a list of Workspaces.

8. Click Get List of Projects to first fetch the list of Workspaces from Power BI.

9. The status of the Get Projects action is logged in the Job History table at the bottom of the Settings page.

10. If the folder synchronization is successful, a drop-down list of Workspaces will become enabled. Select one or

more Workspaces to extract.
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11. Check the selected filter option. Available filter options are described below:

Filter Option Description

Extract all Project except Extract metadata from all Workspaces except from the workspaces selected.

Extract only these Projects Extract metadata from only the selected Workspaces.

12. Click Run Extraction Now to extract metadata. The status of the Extraction action is also logged in the Job

History table at the bottom of the page.

13. If you wish to automatically update the metadata in the Catalog, under Automated and Manual Extraction, turn

on Enable Automated Extraction and select the day and time when metadata must be extracted. The metadata

extraction will be automatically scheduled to run at the selected day and time.

Upto 2021.1:

6.53. Azure Power BI OCF Connector (Legacy) 1821



Alation User Guide

From 2021.2:
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From 2021.3:
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Troubleshooting

Untitled Reports

Issue: Reports are cataloged in Alation as Untitled

Resolution: Edit the specific report visual in Power BI Desktop, make sure the Title bar is enabled, and provide a title

for the visual. Publish the report to Azure.

Limitations

The Azure Power BI Connector extracts the measures and dimensions of a Report by exporting the PBIX file. There are

some limitations to this export functionality from Microsoft: Considerations and troubleshooting.

The main limitations are summarized below:

• If the administrator has turned off the ability to download data, the connector cannot download reports.

• Datasets with incremental refresh cannot be downloaded to a PBIX file.

• Datasets enabled for large models cannot be downloaded to a PBIX file: Large datasets in Power BI Premium.

• Datasets modified by using the XMLA Endpoints cannot be downloaded.

• If a Power BI report is based on a dataset in one workspace but is published to a different workspace, users will

not be able to download it.

• Parsing fails if the report size exceeds 500 MB.
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FAQ

Is it possible to provide “Popularity” for Power BI objects, similar to the way this is provided for
Tableau?

Power BI does not have an API that provides this information.

Is it possible to identify the report owner from Power BI?

Power BI does not have an API that provides this information.

6.54 Azure Power BI Scanner OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Azure Power BI Scanner OCF connector.

6.54.1 Azure Power BI Scanner OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

December 06, 2023

Azure Power BI Scanner OCF Connector: Version 2.1.3

Compatible Alation Version - 2023.3.2 or higher

Enhancements

Support for Plus Character (+) in Ingested SQL Queries

Azure Power BI Scanner OCF Connector supports a plus sign (+) in the ingested SQL queries for dataset expressions.

This enables the extraction of connection information from dataset expressions with queries having ‘+’ (plus character)

to generate lineage.
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Fixed Issues

Metadata Extraction Fails for Parameters with Same Name As Table Name in Datasets

In Azure Power BI Scanner OCF Connector, MDE fails if a dataset expression has a parameter with the same name as

the table name and value as an expression. This is because the length of the object identifier exceeds the limit set by

Alation.

November 22, 2023

Azure Power BI Scanner OCF Connector: Version 2.1.0

Compatible Alation version: 2023.3.2 or higher

Enhancements

Support for Cross-System Lineage Between PowerBI and Databricks Unity Catalog, Azure SQL, and
Azure Synapse

Alation now supports cross-system lineage between PowerBI and the following data sources:

• Databricks Unity Catalog

• Azure SQL

• Azure Synapse

To start using this feature, perform the following:

1. Upgrade to Alation version 2023.3.2 or later.

2. Set the following flag to True using alation_conf :

alation_conf alation.resolution.DEV_bi_connector_returns_db_for_two_part_

schema -s True

3. Install the latest Azure Power BI Scanner OCF Connector.

For details, see Azure Power BI Scanner OCF Connector.

6.54.2 Azure Power BI Scanner OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can use the Azure Power BI Scanner OCF connector to catalog Power BI as a BI source in Alation. The connector

catalogs Power BI objects such as workspaces, apps, dashboards, tiles, dataflows, datasets, and reports. It enables end

users to search and find Power BI objects from the Alation user interface.

This connector only supports Power BI Cloud and does not support on-premise instances of Power BI.

Note: Newer versions of the Power BI Scanner OCF connector may require newer Alation versions. See Azure Power

BI Scanner OCF Connector Release Notes for information on version compatibility.
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The connector is available as a Zip file that can be uploaded and installed in the Alation application. The latest connector

package can be downloaded from the Alation Customer Portal. Ask an Alation admin with access to Customer Portal to

download the connector from the Connectors section (Customer Portal > Connectors).

Team

The following administrators are required to install this connector:

• Alation Server Admin:

– Installs the connector

– Creates a Power BI source

– Provisions Alation API tokens

• Azure administrator:

– Creates an application in Azure Cloud

– Provisions application ID, tenant ID, and secret key

– Provisions a security group and adds the created application to the group

• Power BI administrator:

– Grants consent to access Power BI admin APIs under the Power BI tenant settings

Scope

The table below shows what features are covered by the connector.

Feature Scope Availability

Power BI Instance Catalog a Power BI instance that exists in an Azure Cloud

environment. The connector supports both Pro and Pre-

mium instances of Power BI.

Yes

Workspaces Catalog workspaces in Power BI. Yes

Classical workspaces Catalog classical workspaces. Yes

Workspace description Extract the description of a workspace. No

Filter workspaces Ability to include or exclude specific workspaces. Yes

Power BI reports Catalog reports in a workspace. Yes

Power BI paginated reports Catalog paginated reports in a workspace. Yes

Large Size Power BI Reports Catalog reports which are in large size. Yes

Power BI reports from different

workspace datasets

Catalog reports that are created from datasets under differ-

ent workspace.

Yes

Power BI report object data sources Catalog datasets used by report objects. Yes

Paginated report object data sources Catalog data source used by a paginated report. No

continues on next page
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Table 27 – continued from previous page

Feature Scope Availability

Report object lineage Catalog the lineage of a report object.

Cross-data-source lineage is supported for:

• MySQL

• SQL Server

• Oracle

• PostgreSQL

• Azure Databricks

• Snowflake

• Amazon Redshift

• Azure Synapse (from connector version 2.1.0)

• Azure SQL DB (from connector version 2.1.0)

• Azure Databricks Unity Catalog (from connector

version 2.1.0)

Yes*

Power BI dashboards Catalog dashboards in a workspace Yes

Power BI dashboard tiles Catalog tiles of the dashboard Yes

Power BI apps Catalog apps from Power BI Yes

Power BI datasets Catalog datasets from Power BI Yes

Power BI dataflows Catalog dataflows from Power BI Yes**

Datasets without reports Catalog datasets which does not have reports Yes

Datasets with XMLA Catalog datasets that are managed by XMLA endpoints Yes

Datasets with incremental refresh Catalog datasets with incremental refresh Yes

Dataset fields Catalog fields of dataset and DAX expressions of the fields Yes

Dataflow fields Catalog fields of Dataflows Yes

Report pages and visuals Catalog pages and visuals of a report No

Report object dimensions, measures

and expressions

Catalog dimensions, measures and measure expressions

of a report object

No

Report owner Owners or authors who created a report No

Dashboard object measures and di-

mensions

Catalog dimensions and measure of a dashboard object No

Image preview Ability to show a thumbnail image of reports and dash-

boards

No

Popularity Popularity of dashboards and reports No

Security replication Replicate access control to reports and dashboards No

Filter reports Ability to include or exclude certain reports No

Filter applications Ability to include or exclude certain applications No***

Source Description Extraction of the description from dataset fields Yes****

* Lineage for datasets that are created through Power BI dataflows is available from Alation version 2023.3.3. In older

versions, lineage for datasets is only available if a dataset is created directly from the underlying data source.

** Lineage for dataflows is supported starting with Alation version 2023.3.3.

*** Apps cannot be directly selected and filtered. Filtering of apps is done based on the workspaces selected for

extraction. Only the apps that belong to extracted workspaces will be cataloged in Alation.

**** Extraction of source descriptions is supported from connector version 1.4.3.
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Power BI Objects Hierarchy

The following diagram shows the hierarchy of Power BI objects and how they are cataloged in Alation:

Power BI APIs

The following table lists the Power BI APIs used by this connector to extract metadata from Power BI:

Type Cate-
gory

API Endpoint Description

Authentication Authen-

tication

https://login.microsoftonline.com/common/

oauth2/token

Gets the access to-

ken for authentica-

tion

Workspace Admin https://api.powerbi.com/v1.0/myorg/groups Gets workspaces

Apps Admin {BaseURL}/v1.0/myorg/admin/apps Gets Apps using ad-

min API

Modified

Workspaces

Scanner {BaseURL}/v1.0/myorg/admin/workspaces/

modified

Gets the list of modi-

fied Workspace IDs

Scan Request Scanner {BaseURL}/v1.0/myorg/

admin/workspaces/getinfo?

lineage=True&datasourceDetails=true&datasetSchema=true&datasetExpressions=true

Gets the scan id re-

quired to get scan

status

Scan Status Scanner {BaseURL}/v1.0/myorg/admin/workspaces/

scanStatus/{scan_id}

Gets scan status

for posted workspace

IDs

Scan Result Scanner {BaseURL}/v1.0/myorg/admin/workspaces/

scanResult/{scan_id}

If scan status is

“Success”, returns

all the Power BI

artifacts

The following are the base URIs for Azure Power BI:

• https://api.powerbi.com

• https://api.powerbigov.us - For Azure Government Cloud
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6.54.3 Azure Power BI Scanner OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Follow these steps to perform the necessary configuration for the Azure Power BI Scanner connector on the Power BI

side and in Alation.

Prerequisites

Firewall Configuration

Open outbound TCP port 443 on Azure Power BI server for Rest API communication.

Note: If the Azure Power BI server is connected using a proxy connection, open the inbound TCP port 3128.

Authentication Requirements

• Azure app registration

• Power BI application registration credentials

I. Azure Power BI Scanner Setup and Authentication

STEP 1: Register an Application in Azure Portal

1. Navigate to App registrations in Microsoft Azure Portal.

2. Click New registration:

3. Provide the following information:

• A name for the application

• Select the account type Accounts in this organizational directory only (<Org Name> only -

Single tenant)

• The Power BI URL as Redirect URI - https://api.powerbi.com or https://api.

powerbigov.us - for Gov Cloud
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4. Click Register.

5. On the next screen, note down Application (client) ID and Directory (tenant) ID.

6. On the left pane, click Certificates & secrets to generate the Client Secret.
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7. Click New client secret under the Client secrets section.
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8. On the popup window, provide the Description for the client secret and click Add.

9. Note the Client Secret.

STEP 2: Create a Security Group for Azure Power BI Scanner

1. Navigate to the Groups management section of Azure Portal.

2. Click New group and enter the following details:

• Select Security for Group Type.

• Enter the Group Name and Group Description.

• Under Members, add the app created in Step 1 as the member of the group.

• Click Create.
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STEP 3: Enable Azure Power BI Scanner Service Admin Settings

For an Azure application to be able to access the Power BI content and APIs, a Power BI admin needs to set Enable

service principal access in the Power BI admin portal.

1. Login to Power BI.

2. From the Settings menu, select the Admin portal:

3. Navigate to Tenant Settings > Developer Settings and perform the following configuration:

1. Enable Allow service principals to use Power BI APIs

2. Select the Specific security groups and select the security group created in Step 2

3. Click Apply to apply the settings
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4. Navigate to Tenant Settings > Admin API Settings and perform the following configuration:

1. Enable Allow service principals to use read-only Power BI Admin APIs

2. Select the Specific security groups and select the security group created in Step 2

3. Click Apply to apply the settings

4. Similarly enable the following flags:

• Enhance admin APIs responses with detailed metadata

• Enhance admin APIs responses with DAX and mashup expressions

5. In Tenant Settings, navigate to Gen1 Dataflow Settings:

1. Enable Create and use Gen1 dataflows to extract the dataflow objects in Alation.

2. Click Apply to save the settings.
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II. Alation Setup and Authentication

STEP 1: Install the Connector

Important: Installation of an OCF connector requires Alation Connector Manager to be installed as a

prerequisite.

1. If this has not been done on your instance, install Alation Connector Manager using the steps in: Install Alation

Connector Manager.

2. Make sure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page: refer to Manage Connector Dashboard.

STEP 2: Create and Configure a New BI Server Source

Add a New BI Server Source

This configuration requires the role of the Server Admin.

1. Log in to the Alation instance and add a new BI Server source: Apps > Sources > Add > BI Server. The Register

a Business Intelligence Server screen will open.

2. On this screen, from the Select a Business Intelligence Server type list, select the PowerBIScanner connector

name.

Note: The connector name appears in this list only after it is installed.
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3. Provide the Title and a Description (optional) for your PowerBI Scanner data source.

Configure the Azure Power BI Scanner Source

1. Configure Access:

Applies from release 2023.3.5

On the Access tab, set the BI source visibility as follows:

• Public BI Server—The BI source will be visible to all users of the catalog.

• Private BI Server—The BI Source will be visible to users that have been assigned the

BI Server Admin or Viewer role. It will be hidden for all other users.
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You can add more BI Admins or Viewers in the BI Server Admins section if required.

For more information, see Configure Access to OCF BI Sources

2. Perform the configuration on the General Settings tab.

Note: This section describes configuring settings for credentials and connection information stored in

the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager

to hold such information, the user interface for the General Settings page will change to include the

following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential

information, you enter the ID of the secret. See Configure Secrets for OCF Connector Settings for

details.

Specify Application Settings:
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Parameter Description

Enable Raw Dump or Replay The options in this drop list can be used to dump the

extracted metadata into files in order to debug extraction

issues before ingesting the metadata into Alation. This

feature can be used during testing in case there are is-

sues with MDE. It breaks extraction into two steps: first,

the extracted metadata is dumped into files and can be

viewed; and second, it can be ingested from the files into

Alation. It is recommended to keep this feature enabled

only if debugging is required.

• Enable Raw Metadata Dump: Select this op-

tion to save extracted metadata into a folder

for debugging purposes. The dumped data

will be saved in four files (attribute.dump, func-

tion.dump, schema.dump, table.dump) in folder

opt/alation/site/tmp/ inside Alation shell.

• Enable Ingestion Replay: Select this option to in-

gest the metadata from the dump files into Alation.

• Off : Disable the Raw Metadata Dump or Replay

feature. Extracted metadata will be ingested into

Alation.

Disable Automatic Lineage Generation Select the Disable Automatic Lineage Generation

checkbox to skip the creation of automatic Lineage af-

ter extraction. When automatic Lineage generation is

disabled, during extraction Alation does not calculate

Lineage data for this BI source.

For more information, see Disable Automatic Lineage

Generation.

Disable Permission Enforcement Leave this checkbox selected.

Permission enforcement is not supported between Azure

Power BI Scanner and Alation

Disable Certification Leave this checkbox selected.

Certification of BI objects in Azure Power BI Scanner

from Alation is not supported.

Server URI Enter the server URI used to access Azure Power BI

Scanner.

3. Click Save to save the information you have entered.

4. Specify Connector Settings:
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Parameter Description

Power BI Web URL Specify the URL to access Power BI. The default val-

ues are: https://app.powerbi.com/ and https:/

/app.powerbigov.us/ - for Gov Cloud

Power BI API URL Specify the API URL to access Power BI APIs. The

default values are: https://api.powerbi.com/v1.

0/myorg/ and https://api.powerbigov.us/v1.

0/myorg/ - for Gov Cloud

API URL for Access Token Specify the API URL to generate the Access

Token. The default value is https://login.

microsoftonline.com/common/oauth2/token

Power BI Resource URL Specify the Power BI Resource URL to grant access

scope to Power BI APIs. The default values are:

https://analysis.windows.net/powerbi/api

and https://analysis.usgovcloudapi.net/

powerbi/api - for Gov Cloud

Power BI Tenant ID Specify the Power BI tenant ID.

Power BI Client ID Specify the Power BI client ID.

Power BI Client Secret Specify the Power BI client secret.

Proxy URL Specify the URL to access Power BI via proxy server.

This is an optional field and should be used only if

Azure Power BI Scanner is connected using proxy con-

nection.

Proxy Port Specify the proxy port number. This is an optional field

and should be used only if Azure Power BI Scanner is

connected using proxy connection.

Proxy Username Specify the proxy server username. This is an optional

field and should be used only if Azure Power BI Scan-

ner is connected using proxy connection.

Proxy Password Specify the proxy server password. This is an optional

field and should be used only if Azure Power BI Scan-

ner is connected using proxy connection.

Power BI Workspace Extraction Batch Size Provide the workspace extraction batch size. Alation

supports a maximum of 100 batches per extraction.

Reducing this parameter will increase the number of

API calls against the Azure Power BI Scanner to fetch

the data, but decrease the size of data fetched during

each call.

Enable Apps Extraction Enable this checkbox to extract the apps from Azure

Power BI Scanner.

Enable Extraction For Service Principal Enable the check-box to enable service principal based

extraction and listing of projects which the user has

access to view.

Log Level Select the log level to generate logs. The available

options are INFO, DEBUG, WARN, TRACE, ERROR,

FATAL, ALL.

Pause Extraction if API limit is reached Enable this checkbox to pause the extraction if the API

limit is reached. The extraction will be paused until

the API limit is refreshed which will take a maximum

of one hour time. If this checkbox is disabled, the

extraction will complete if the API limit is reached.

The metadata that was extracted before this time will

be added to the Catalog. Extraction will not resume

when the API limit is refreshed.
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5. Click Save.

6. Under Test Connection, click Test to validate network connectivity.

7. Under Extraction Settings, turn on Selective Extraction, if required. Selective extraction settings are used to

apply a filter to include or exclude a list of projects.

7.1 Click Get List of Projects to first fetch the list of projects.

7.2 The status of the Get Projects action is logged in the** Job History** table at the bottom of the

Settings page.

7.3 Once the folder synchronization is successful, a drop-down list of projects will become enabled.

Select one or more projects to apply the filter.

7.4 Check if you are using the desired filter option. Available filter options are described below:

Filter Option Description

Extract all Projects except Extract metadata from all projects except from the Folders selected.

Extract only these Projects Extract metadata from only the selected Projects.

7.5 Click Run Extraction Now to extract metadata. The status of the extraction action is also logged

in the Job History table at the bottom of the page.

Note: Extraction of source description is supported from connector version 1.4.3.

Note: Extraction of dataflow objects is supported from connector version 2.0.1. See

Dataflows for more details.

8. If you wish to automatically update the metadata in the Catalog, under Automated and Manual Extraction, turn

on Enable Automated Extraction and select the day and time when metadata must be extracted. The metadata

extraction will be automatically scheduled to run at the selected day and time.

Cross-System Lineage

You can configure cross-system lineage to generate lineage between this Azure Power BI Scanner BI source and an

RDBMS data source supported by this connector for lineage. To generate cross-system lineage, configure the BI

Connection Info field or the Additional datasource connections field on the RDBMS connector’s General Settings

tab of the settings in the format Host_Name:Port_Number. Find more information in BI Connection Info.

Example: adb-8443049157651279.19.azuredatabricks.net:443
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Note: This image is from a supported data source’s General Settings tab.

Troubleshooting

Refer to Troubleshooting.

Cross-System Lineage

If the cross-system Lineage is configured on the supported data source and Lineage graph does not display the Lineage,

check the following:

• Make sure that the data source on which the cross-system Lineage is configured is supported by this connector.

See the Expressions Supported by Lineage table for the data sources supported by this connector.

• Make sure that the BI Connection Info field has the value set in the format mentioned below:

hostname:port-number

• Make sure that the Connection details in the Azure Power BI Scanner connector and the data source are in the

same format.

catalog.schema.tablename or schema.tablename
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Limitations

• Lineage for PowerBI Dataflows is supported from Alation version 2023.3.3 onwards.

• You must upgrade to Alation version 2023.3.2 or higher to use lineage for UC Databricks with connector version

2.1.0 or higher.

• To use lineage with UC Databricks in Alation version 2023.3.2, enable the flag alation.resolution.DEV_bi_-

connector_returns_db_for_two_part_schema. (No flag is required from Alation version 2023.3.3 onwards for

UC Datbricks Lineage with Power BI).

• Lineage for paginated reports (RDL) is not supported. Paginated reports do not contain the dataset ID required to

show lineage between a Power BI dataset and a Power BI paginated report.

• Lineage between the datasource tables and the dataset is built through parsing the dataset expression which is a

Power BI mQuery (Power Query). Alation gets this expression from the getScanResult API. See Expressions

Supported by Lineage below for examples of supported expressions.

• Power BI Scanner API (API used in Power BI Scanner Connector) does not return datasets with object-level

security due to caching issue, because of which Alation will not show connections, fields, and lineage for those

datasets. Caching happens after every successful dataset refresh and republish only if the following conditions are

met

– The Enhance Admin APIs responses with detailed metadata admin tenant setting is enabled. See Enable

Tenant Settings for Metadata Scanning for details.

– Scanner APIs must have a call atleast once in 90 days.

Migrating Logical Metadata

You can migrate the logical metadata from the Power BI instance connected using the older version of the Azure Power

BI connector to the same Power BI instance connected using the Azure Power BI Scanner connector.

Prerequisites

Prepare the following to migrate the metadata:

1. The BI source that is configured with the old Power BI OCF Connector.

2. The Power BI migration script: create a ticket with Alation Support about receiving the Power BI migration script.

3. Make sure that the required Azure Power BI Scanner OCF connector has been installed on the Alation server. The

installed OCF connector will be displayed on Admin Settings > Server Admin > Manage Connectors page.

4. Configure the same Power BI instance (as in step 1) as a new BI Server source with the Azure Power BI Scanner

connector and run the extraction.

Scope

The following information will be migrated from the old Power BI connector to the Azure Power BI Scanner connector:

• Data source ID - The data source ID will remain the same.

• Logical metadata such as values of the custom fields, data quality flags, @-mentions in the custom fields, @-

mentions in articles, object sets, people sets, pickers, multi-select pickers, the title and description, tags, top users,

and fields shared through catalog sets.
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Migration

Perform the following steps to migrate the metadata:

1. Copy the migration script that you received from Alation to the /tmp directory on the Alation host. If you use the

example below, replace <ssh-user> with your username.

scp copy_powerbi_logical_data_to_scanner.py <ssh-user>@{alation-instance-ip}:/tmp

2. Use SSH to connect to the Alation host.

3. Enter the Alation shell:

sudo /etc/init.d/alation shell

4. Stage the migration scripts in the .. code-block:: Bash one_off_scripts directory.

sudo cp /tmp/<Migration_Script>.py /opt/alation/alation/opt/alation/django/rosemeta/one_

off_scripts

5. Change user to alation:

sudo su alation

6. Navigate to the .. code-block:: Bash one_off_scripts directory.

cd opt/alation/django/rosemeta/one_off_scripts/

7. Find the SourceID of the connector. The SourceID of the datasource can be viewed in the browser URL when

you view the datasource catalog page. In the below example, the SOURCE_ID would be 9.

Example:

htpps://qualified_domain_name/bi/v2/server/9/

8. Run the migration script with the below command.

python <Migration_Script>.py -s <Old Power BI Connector_SourceID> -t <New Azure Power BI

Scanner Connector_SourceID>

9. Exit the shell:

exit

10. The migration status will not be stored in logs and will be displayed in the console only during the migration

process.

Expressions Supported by Lineage

Lineage between tables and the dataset or dataflow will work only if the expression is in the formats given

below:
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Database
Name

Connection
Type

Sample Expression

Azure

Databricks

Table

"let\n Source = Databricks.Contents(\"adb-

8651250466505288.8.azuredatabricks.net\", \"sql/protocolv1/

o/8651250466505288/

0622-214404-awash362\", [Database=null, BatchSize=null]),\n

SPARK_Database = Source{[Name=\"SPARK\",Kind=\"Database\

"]}

[Data],\n default_Schema = SPARK_Database{[Name=\

"default\",Kind=\"Schema\"]}[Data],\n diamonds_Table =

default_Schema{[Name=\"diamonds\",Kind=\"Table\"]}[Data]\

nin\n diamonds_Table";

AWS

Databricks

Table

“let\n Source = Databricks.Catalogs(\"dbc-25e69bfd-44ed.

cloud.databricks.com\", \"sql/protocolv1/o/

7841352139603430/

0118-050057-4xra3flu\", [Database=null, BatchSize=null]),\n

hive_metastore_Database = Source{[Name=\"hive_

metastore\",

Kind=\"Database\"]}[Data],\n technology_Schema =

hive_metastore_Database{[Name=\"default\",Kind=\"Schema\"]}

[Data],

\n strm_dems_Table = technology_Schema

{[Name=\"student2\",Kind=\"Table\"]}[Data]\n in\n

strm_dems_Table\n”;

“let\n Source = DatabricksMultiCloud.Catalogs(\"dbc-

25e69bfd-44ed.cloud.databricks.com\", \"sql/protocolv1/o/

7841352139603430/0210-085930-oexhpgse\", [Catalog=null,

Database=null, EnableAutomaticProxyDiscovery=null]),\n

hive_metastore_Database = Source{[Name=\"hive_metastore\",

Kind=\"Database\"]}[Data],\n default_Schema = hive_

metastore_

Database{[Name=\"default\",Kind=\"Schema\"]}[Data],\n

student2_Table = default_Schema{[Name=\"student2\",Kind=\

"Table\"]}

[Data]\n in\n student2_Table\n”;

continues on next page
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Table 28 – continued from previous page

Database
Name

Connection
Type

Sample Expression

Unity

Databricks

Table

“let\n Source = Databricks.Catalogs(\"adb-

8443049157651279.19.azuredatabricks.net\", \"sql/

protocolv1/o/

900788168547414/1031-122656-8zrkv0jk\", [Catalog=\

"default\", Database=null,

EnableAutomaticProxyDiscovery=null]),\n

hive_metastore_Database = Source{[Name=\"hive_metastore\",

Kind=\"Database\"]}[Data],\n default_Schema = hive_

metastore_

Database{[Name=\"default\",Kind=\"Schema\"]}[Data],\n

t1_Table = default_Schema{[Name=\"t1\",Kind=\"Table\"]}

[Data]\nin\n t1_Table”;

SQL Server Table

"let\n Source = Sql.Databases(\"ifac-sqlsrv.ceeyrlqdpprr.

us-west-2.rds.amazonaws.com\"),\n Sales = Source{[Name=\

"Sales\

"]}[Data],\n dbo_Customer_Orders = Sales{[Schema=\"dbo\",

Item=\"Customer_Orders\"]}[Data]\nin\n dbo_Customer_Orde

rs";

"let\n Source = Sql.Databases(\"tcp:ifac-sqlsrv.

ceeyrlqdpprr.us-west-2.rds.amazonaws.com,1433\"),\n

AdventureWorks =

Source{[Name=\"AdventureWorks\"]}[Data],\n Sales_

vPersonDemographics =

AdventureWorks{[Schema=\"Sales\",Item=\

"vPersonDemographics\"]}[Data]\nin\n Sales_

vPersonDemographics";

"let\n Source = Sql.Databases("tcp:sqlwrhlondonprod.

b05aaf70da1f.database.windows.net"),\n LONDON = Source

{[Name="london"]}

[Data],\n london_pbi_SHIFTREPORT_REACHSTAT_Allinone =

LONDON{[Schema="london",Item="pbi_SHIFTREPORT_REACHSTAT_

Allinone"]}

[Data],\n #"Filtered Rows" = Table.SelectRows(london_pbi_

SHIFTREPORT_REACHSTAT_Allinone, each [P_sysdate] >=

RangeStart and

[P_sysdate] <= RangeEnd)\nin\n #"Filtered Rows""

continues on next page
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Table 28 – continued from previous page

Database
Name

Connection
Type

Sample Expression

Query

"let\n Source = Sql.Database(\"ifac-sqlsrv.ceeyrlqdpprr.

us-west-2.rds.amazonaws.com\", \"pubs\", [Query=\"select *

from

jobs\"])\nin\n Source";

"let\n Source = Sql.Database(\"synapse-edw-d.sql.

azuresynapse.net\", \"edwsyndsql\", [Query=\"SeLeCt#(lf)

s.f_name,#(lf)

t.f_name#(lf)from #(lf) tmp.src_test s#(lf)inner JOIN

#(lf) tmp.tgt_test t#(lf)ON #(lf) s.f_name = t.f_

name\"])\nin

\n Source";

"let\n Source = Sql.Database(\"synapse-edw-d.sql.

azuresynapse.net\", \"edwsyndsql\", [Query=\"select#(lf)

s.f_name,#(lf)

t.f_name#(lf)from #(lf) tmp.src_test s#(lf)inner JOIN

#(lf) tmp.tgt_test t#(lf)ON #(lf) s.f_name = t.f_

name\"])\nin

\n Source";

"let\n Source = Sql.Database(\"10.13.12.200:1433\", \

"test_database\", [Query=\"select * from

\"\"test_profilling_main.arcs.test\"\".\"\"arcstable\"\"\

"])\nin\n Source";

MySQL Table

"let\n Source = MySQL.Database(\"ifac-mysql.ceeyrlqdpprr.

us-west-2.rds.amazonaws.com:3306\", \"employees\",

[ReturnSingleDatabase=true]),\n employees_departments =

Source{[Schema=\"employees\",Item=\"departments\"]}[Data]\

nin\n

employees_departments";

Query

"let\n Source = MySQL.Database(\"ifac-mysql.ceeyrlqdpprr.

us-west-2.rds.amazonaws.com:3306\", \"crm\", [ReturnSingleD

atabase

=true, Query=\"select c.customerNumber , c.customername, c.

city, c.country from customers c , orders o where

c.customernumber=o.customernumber\"])\nin\n Source";

Azure SQL Table

"let\n Sql.Database(\"tf-testal-94619nimeshkuma-17.

database.windows.net\", \"SqlServerAzDB_1\"),\n

schemaWithViews01_testView01 = Source{[Schema=\

"schemaWithViews01\",Item=\"testView01\"]}[Data]\nin\n

schemaWithViews01_testView01";

continues on next page
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Table 28 – continued from previous page

Database
Name

Connection
Type

Sample Expression

Azure

Synapse

Table

"let\n Source = Sql.Database(\"synaptestal125371ayush24-

ondemand.sql.azuresynapse.net\", \"master\"),\n

dbo_MSreplication_options = Source{[Schema=\"dbo\",Item=\

"MSreplication_options\"]}[Data]\nin\n

dbo_MSreplication_options";

Oracle Table

"let\n Source = Oracle.Database(\"ifac-orcl.ceeyrlqdpprr.

us-west-2.rds.amazonaws.com:1521/orcl\", [HierarchicalNavig

ation=

true]),\n IFAC_ADMIN = Source{[Schema=\"IFAC_ADMIN\"]}

[Data],\n ORDER_ITEMS1 = IFAC_ADMIN{[Name=\"ORDER_ITEMS\

"]}[Data]\

nin\n ORDER_ITEMS1";

Postgres Table

"let\n Source = PostgreSQL.Database(\"ifac-pgsql.

ceeyrlqdpprr.us-west-2.rds.amazonaws.com:5432\", \

"postgres\"),\n

public_events = Source{[Schema=\"public\",Item=\"events\"]}

[Data]\nin\n public_events";

Amazon Red-

shift

Table

"let\n Source = AmazonRedshift.Database(\"redshift-

cluster-1.csjsqfswsudr.us-east-1.redshift.amazonaws.

com:5439\", \"dev\",

[BatchSize=null]),\n public = Source{[Name=\"public\"]}

[Data],\n category1 = public{[Name=\"category\"]}[Data]\

nin\n

category1";

continues on next page
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Table 28 – continued from previous page

Database
Name

Connection
Type

Sample Expression

Snowflake Table

"let\n Source = Snowflake.Databases(\"alation_partner.us-

east-1.snowflakecomputing.com\", \"LOAD_WH\", [Role=null,

CreateNavigationProperties=null, ConnectionTimeout=null,

CommandTimeout=null]),\n TABSFDC_Database =

Source{[Name=\"TABSFDC\",Kind=\"Database\"]}[Data],\n

PUBLIC_Schema = TABSFDC_Database{[Name=\"PUBLIC\",Kind=\

"Schema\"]}

[Data],\n ACCOUNT_Table = PUBLIC_Schema{[Name=\"ACCOUNT\

",Kind=\"Table\"]}[Data]\nin\n ACCOUNT_Table";

Non-Quoted Strings:

"let\n Source = Snowflake.Databases(DS_CONN,DW_CONN,

[Role=DS_ROLE]),\n ANALYTICS_DB_Database =

Source{[Name=DB_CONN,Kind=\"Database\"]}[Data],\n

INSIGHT_REPORT_Schema = ANALYTICS_DB_Database{[Name=DSCH_

CONN,Kind=\

"Schema\"]}[Data],\n CUSTOMER_DIM_G_AGREEMENT_DIM_G_VW_

View =

INSIGHT_REPORT_Schema{[Name=\"CUSTOMER_DIM_G_AGREEMENT_DIM_

G_GBI_RGG_VW\",Kind=\"View\"]}[Data],\n #\"Removed Other

Columns

\" = Table.SelectColumns(CUSTOMER_DIM_G_AGREEMENT_DIM_G_VW_

View,{\"CustomerKey\", \"CustomerCd\", \"CustomerDesc\",

\"MasterAgreementDesc\"})\nin\n #\"Removed Other

Columns\"

Query

"let\n Source = Value.NativeQuery(Snowflake.Databases(\

"hg51401.snowflakecomputing.com\",\"RESTAURANTS\"){[Name=\

"FIVETRAN\

"]}[Data], \"select * from fivetran.restaurants_global_

postsales.sc_new_monthly_churn\", null,

[EnableFolding=true])\nin\n

Source";

continues on next page
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Table 28 – continued from previous page

Database
Name

Connection
Type

Sample Expression

Google

BigQuery

Table Extraction from a Table:

"let\n Source = GoogleBigQuery.Database(), #\"eng-

scene-228201\" = Source{[Name=\"eng-scene-228201\"]}[Data],

HR_Data_Schema = #\"eng-scene-228201\"{[Name=\"HR_Data\",

Kind=\"Schema\"]}[Data], HR_Recruiting_Table = HR_Data_

Schema{

[Name=\"HR_Recruiting\",Kind=\"Table\"]}[Data]

in

HR_Recruiting_Table";

Extraction From a View:

“let\n Source =

GoogleBigQuery.Database(), #\"test-alation-database-1\" =

Source{[Name=\"test-alation-database-1\"]}[Data],

profiling_Schema =

#\"test-alation-database-1\"{[Name=\"profiling\",Kind=\

"Schema\"]}[Data],\n gbq_profile_View = profiling_Schema

{[Name=

\"gbq_profile\",Kind=\"View\"]}[Data]\n

in\n gbq_profile_View”;

GBQ has default hostname - www.googleapis.com

Query

"let\n Source = Value.NativeQuery(GoogleBigQuery.

Database(){[Name=\"test-alation-database-1\"]}[Data], \

"select * from

`test-alation-database-1.CAPITALDATASET.columnprofiler`\",

null, [EnableFolding=true])\nin\n Source";

Teradata Table

"let\n Source = Teradata.Database(\"10.13.25.7\",

[HierarchicalNavigation=true]),\n test_query_ingestion =

Source{[Schema=\"test_query_ingestion\"]}[Data],\n

test2 = test_query_ingestion{[Name=\"test1\"]}[Data]\nin\n

test2";

Query

"let\n Source = Teradata.Database(\"10.13.25.7\",

[HierarchicalNavigation=true, Query=\"SELECT * from test_

query_ingestion.

test1 t1 left join test_query_ingestion.test2 t2 on 1=1\

"])\nin\n Source";
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Parameterised Expressions Supported by Lineage

Azure Power BI Scanner connector supports the parameterised expressions mentioned in the below table for Lineage:

Note: All the parameterised expressions mentioned in the below table works with all the supported datasources

mentioned in Expressions Supported by Lineage.

Types of Parameterised Expressions Example Parameters used in Dataset Expres-
sion

Name of the parameterised expression

Example: BQEnv let

Source = GoogleBigQuery.Database(),

#"test-alation-database-1" = Source

{[Name=BQEnv]}[Data],

PowerBiSchema_Schema = #"test-alation-

database-1"{[Name="PowerBiSchema",Kind=

"Schema"]}[Data],

joinedTable_Table = PowerBiSchema_Schema

{[Name="joinedTable",Kind="Table"]}[Data]

in

joinedTable_Table

Parameterised expression preceding with #

Example: #”BQEnv” let

Source = GoogleBigQuery.Database(),

#"test-alation-database-1" = Source{[Name=

#"BQEnv"]}[Data],

PowerBiSchema_Schema = #"test-alation-

database-1"{[Name="PowerBiSchema",Kind=

"Schema"]}[Data],

joinedTable_Table = PowerBiSchema_Schema

{[Name="joinedTable",Kind="Table"]}[Data]

in

joinedTable_Table

Parameterised expression used with skip character &

Example: “”&BQEnv&”” let

Source = GoogleBigQuery.Database(),

#"test-alation-database-1" = Source{[Name=

""&BQEnv&""]}[Data],

PowerBiSchema_Schema = #"test-alation-

database-1"{[Name="PowerBiSchema",Kind=

"Schema"]}[Data],

joinedTable_Table = PowerBiSchema_Schema

{[Name="joinedTable",Kind="Table"]}[Data]

in

joinedTable_Table
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6.54.4 Azure Power BI Scanner OCF Connector: Dataflows

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2023.3.3

Overview

Power BI dataflows, part of Power BI’s metadata, contain reusable transformation logic shared by multiple datasets and

reports within Power BI. Power BI dataflows are automatically extracted from Power BI during metadata extraction,

alongside other metadata, and represented as objects under the Power BI source.

Note: The Alation catalog object type dataflow, while similarly named, is distinct and separate from Power BI dataflows:

• Power BI dataflows form a part of Power BI source’s metadata. To understand the mapping between Power BI

metadata and Alation object types, refer to Power BI Object Hierarchy.

• The Alation object type dataflow documents source and target objects for a lineage path. For more information

about Alation’s dataflow object type, refer to Dataflow Objects.

Catalog Representation and Navigation

Power BI dataflows are represented in the catalog as BI datasource objects of type dataflow. Power BI dataflows use

the BI datasource object catalog template.

All Power BI dataflows under a workspace can be located under the DataSources tab of the workspace catalog page.

Each Power BI dataflow has a dedicated catalog page, identifiable by its type in the Properties section. You can

differentiate between a dataflow and a dataset by viewing the Type value.

If dataflow field metadata is available, it is represented as BI datasource column objects and can be located under the

Fields tab.
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Alation extracts both dataflows with direct database connections and dataflows derived from other dataflows. Direct

database connections and derivation from other dataflows influence how a dataflow is presented in the catalog:

• Directly connected dataflows display database connection details. Such a dataflow has fields derived from a

database table or view and will have the connection information on the Connections tab.

• Dataflows sourced from another dataflow lack direct database connections. Such dataflows list their source

dataflows on the Overview tab in the DataSources table. The maximum supported depth is 32.

• “Hybrid” dataflows combine direct database fields with those from another dataflow. On the catalog page,

such dataflows will have both the connection information under the Connections tab and the source dataflow

information under the Overview tab. For example, the screenshot below shows the Overview tab for a “hybrid”

dataflow. The source dataflow can be located in the DataSources table. At the same time, the Connections tab

shows that it has one connection to the database.
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The next screenshot illustrates the Connections tab of the same dataflow displaying the database

connection information.

Relationships to Datasets

Alation extracts dataflows with varying levels of relationships to datasets:

• A Power BI dataset can be connected to a Power BI dataflow, with no direct connection to the database. In Alation,

such dataflows are represented as data sources for a dataset. The dataflow will be accessible from the Overview

tab of the corresponding dataset object under DataSources.
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• A Power BI dataset may include fields sourced from Power BI dataflows as well as direct connections to database

tables or views, integrating data from both the datasource and dataflows. For these datasets, information on direct

connections can be found under the Connections tab and also through the dataflow catalog page.

For example, the screenshot below shows the Overview tab of the catalog page of a Power BI dataset

object. You can identify it by looking at the value of the Type field under Properties on the right.

The dataset lists the source dataflow information in the DataSources table. At the same time, the

Connections tab shows that one direct database connection is also available.
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View Power BI Dataflows on Lineage Diagrams

Downstream Lineage for Power BI Dataflows

Lineage diagrams on the Lineage tab show downstream lineage pathways from dataflows to datasets, reports, and

dashboards, provided these elements are extracted.

For example, the screenshot below shows a Power BI dataflow object’s catalog page. The Lineage tab reveals the

downstream paths (2) leading to datasets and analytical objects from the dataflow object (1,3).
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Upstream Lineage for Power BI Dataflows

To trace the upstream lineage from a Power BI dataflow to tables and views in relevant data sources, you’ll need to

configure cross-data-source lineage for the data sources. Find more information about this configuration in BI Connection

Info.

For example, the screenshot below illustrates upstream lineage from a Power BI dataflow (1) to tables within a MySQL

data source (2), helping you discover the source of the upstream data.

Power BI Dataflows in Lineage Analysis Reports

Similar to other objects on lineage diagrams, you can view lineage analysis reports for Power BI dataflows. To view the

lineage analysis reports, select a Power BI dataflow on a lineage diagram and click View Impact Analysis or View

Upstream Audit on the top right of the diagram. Use the filtering capabilities of the lineage analysis reports to view the

downstream impact of the dataflow or its upstream origin.
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6.55 QlikSense OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the QlikSense OCF connector.

6.55.1 Qlik Sense Enterprise Connector: Overview

The OCF Connector for Qlik Sense Enterprise was developed by Alation and is available out of the box.

To download the Qlik Sense Enterprise OCF connector package, go to the Alation Connector Hub available from the

Customer Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to

the Customer Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal,

contact Alation Support.

This connector should be used to catalog Qlik Sense Enterprise as a BI source in Alation. It extracts Qlik Sense

Enterprise objects such as Streams, Applications and Sheets. Users will be able to search and find Qlik Sense Enterprise

objects, curate Qlik Sense Enterprise object pages, and explore measures and dimensions from the Alation user interface.

Note: Qlik Cloud is not supported by this OCF connector.

Team

The following administrators are required to install this connector:

• Alation Server Admin:

– Installs the connector

– Creates a Qlik Sense BI source

– Provisions Alation API tokens

• Qlik Sense Enterprise administrator with the RootAdmin privilege:

– Creates and exports the certificates.

Scope

The table below shows what features are covered by the connector.
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Feature Scope Availability

Qlik Sense Catalog a Qlik Sense instance as a

BI source

Yes

Streams Extract streams Yes

Filter streams Ability to include or exclude specific

streams

Yes

Applications Catalog applications in a stream Yes

Filter applications Ability to include or exclude specific

applications

Yes

Sheets Catalog sheets in an application Yes

Filter sheets Ability to include or exclude certain

sheets

No

Sheet objects, dimensions, measures,

and expressions

Catalog dimensions, measures and

measures expressions of a sheet ob-

ject

Yes

Auto-generated sheet object titles Ability to capture auto generated

sheet object titles in Qlik Sense

No

Data sources Ability to catalog data sources Yes

Master items Ability to catalog master items No

Image previews Ability to preview thumbnail images

of sheet objects

No

Source comments Ability to extract source comments

for sheets and apps

Yes

Lineage Ability to generate linegae for the BI

source

Yes

Cross-System lineage Ability to generate lineage between

the BI source and a data source

No

Qlik Sense Enterprise Object Hierarchy

The following diagram shows the hierarchy of Qlik Sense Enterprise objects and how they are cataloged in Alation:
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Qlik Sense Enterprise API Methods

The table below lists the Qlik Sense Enterprise API methods used by this connector to extract metadata from the Qlik

Sense Enterprise server:

Type API Methods Description

Stream GetDocList Gets the list of applications which includes streams from Qlik.

Application GetDocList Gets the list of applications which includes streams from Qlik.

Sheets OpenDoc CreateSes-

sionObject GetLay-

out

Every time when the application is opened, a session is created

and the information is returned.

Sheets Objects GetObject GetFull-

PropertyTree

GetObject gets basic sheet information. GetFullPropertyTree

produces a JSON object with all information.

Sheet object dimen-

sions, measures,

expressions

GetFullProper-

tyTree

Gets each sheet object, its dimensions, measures, and expressions

DataSources GetConnections Get-

Lineage

GetConnections returns all connections used by the application.

GetLineage can be used to tie an application to a set of data sources

Refer to App API for more information.

6.55.2 Qlik Sense Enterprise Connector: Install and Configure

Follow the steps in this topic to perform the required configuration for the Qlik Sense Enterprise connector on the Qlik

Sense Enterprise side and in Alation.

Firewall Configuration

Open the outbound TCP port 4747 to the Qlik Sense Engine Service (QES).

Authentication Requirements

The following certificates are required in Alation to configure the Qlik Sense Enterprise as a BI data source.

• client.pfx

• root.cer

Refer to Export Certificates through the QMC to export the certificates to your local machine.

Configuration in Alation

STEP 1: Install the Connector

Important: Installation of a Qlik Sense OCF connector requires Alation Connector Manager to be installed as a

prerequisite.

1. If this has not been done on your instance, install the Connector Manager: Install Alation Connector Manager.

2. Make sure that the connector Zip file which you received from Alation is available on your local machine.

6.55. QlikSense OCF Connector 1861

https://help.qlik.com/en-US/sense-developer/November2021/Subsystems/APIs/Content/Sense_ClientAPIs/CapabilityAPIs/qlik-app-interface.htm
https://help.qlik.com/en-US/sense-admin/November2021/Subsystems/DeployAdministerQSE/Content/Sense_DeployAdminister/QSEoW/Administer_QSEoW/Managing_QSEoW/export-certificates.htm


Alation User Guide

3. Install the connector from the Connectors Dashboard: refer to Manage Connector Dashboard.

STEP 2: Create and Configure a New BI Server Source

This configuration requires the role of the Server Admin.

Add a New BI Server Source

1. Log in to the Alation instance and add a new BI Server source: Apps > Sources > Add > BI Server. The Register

a Business Intelligence Server screen will open.

2. From the Select a Business Intelligence Server type list, select Qlik Sense BI Data source connector name.

Note:

The connector name appears in this list only after it is installed.

3. Provide the Title and a Description (optional) for your Qlik Sense Enterprise BI data source.

4. Click Add. You will be navigated to your new BI Server source Settings page.
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Configure the Qlik Sense Enterprise BI Source

Perform the configuration on the Settings page.

1. Configure Access:

Applies from release 2023.3.5

On the Access tab, set the BI source visibility as follows:

• Public BI Server—The BI source will be visible to all users of the catalog.

• Private BI Server—The BI Source will be visible to users that have been assigned the

BI Server Admin or Viewer role. It will be hidden for all other users.

You can add more BI Admins or Viewers in the BI Server Admins section if required.

For more information, see Configure Access to OCF BI Sources

2. Configure General Settings:

Note: This section describes configuring settings for credentials and connection information stored in

the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager

to hold such information, the user interface for the General Settings page will change to include the

following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential

information, you enter the ID of the secret. See Configure Secrets for OCF Connector Settings for

details.
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Leave the fields under the Application Settings section as is. None of these fields applies to the Qlik Sense

connector.

3. Specify Connector Settings:
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Parameter Description

Host Enter the URL to access Qlik Sense Enterprise.

Certificate Click Upload to upload the client.pfx certificate from your local machine.

Root Certificate Click Upload to upload the root.cer certificate from your local machine.

Certificate Pass-

word

Provide the password of the certificates that is used during exporting the

certificates.

Validate DNS

Server Name

Deselect the checkbox to skip the DNS server name validation. The checkbox

will be selected by default.

Log Level Select the Log Level to generate logs. The available log levels are based on

the log4j framework.

4. Click Save.

5. Under Test Connection, click Test to validate network connectivity. An error message will appear.

6. Under Extraction Settings, turn on Selective Extraction, if required. Selective extraction settings are used to

apply a filter to include or exclude a list of projects.

a. Click Get List of Projects to first fetch the list of projects (Folders in Qlik Sense) from Qlik

Sense Enterprise.

b. The status of the Get Projects action is logged in the Job History table at the bottom of the

Settings page.

c. Once the folder synchronization is successful, a drop-down list of projects will become enabled.

Select one or more projects to apply the filter.

d. Check if you are using the desired filter option. Available filter options are described below:
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Filter Option Description

Extract all Folders ex-

cept

Extract metadata from all Folders except from the workspaces

selected.

Extract only these Fold-

ers

Extract metadata only from the selected Folders.

e. Click Run Extraction Now to extract metadata. The status of the extraction action is also logged

in the Job History table at the bottom of the page.

7. If you wish to automatically update the metadata in the Catalog, under Automated and Manual Extraction, turn

on Enable Automated Extraction and select the day and time when metadata must be extracted. The metadata

extraction will be automatically scheduled to run at the selected day and time.

Troubleshooting

Refer to Troubleshooting.

6.56 Amazon Redshift OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Amazon Redshift OCF connector.

Important: With Alation version 2023.3.4 or higher and Amazon Redshift OCF connector version 1.7.0 or higher,

Alation has introduced an enhanced user interface.

6.56.1 Amazon Redshift OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

March 06, 2024

Redshift OCF Connector: Version 1.8.1

Fixed Issues

Custom QLI Query Validation Fails If the ENDTIME Keyword Appears Before the STARTTIME

Including the STARTTIME and ENDTIME keywords in the Custom QLI queries is mandatory. However, the connector

restricts users from using the ENDTIME keyword before the STARTTIME keyword within a custom query. This results

in a validation error for the custom QLI queries that require the ENDTIME keyword to appear before the STARTTIME

keyword, preventing users from saving such custom queries.

Now, the connector allows the users to successfully save the custom QLI query irrespective of the STARTTIME or

ENDTIME keyword order.
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February 28, 2024

Redshift OCF Connector: Version 1.8.0

Enhancements

Docker CIS Benchmark Compliance

Amazon Redshift OCF connector versions 1.8.0 and newer are now compliant with the following Docker CIS bench-

marks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

February 14, 2024

Redshift OCF Connector: Version 1.7.1

Fixed Issues

NULL Values Displayed As Zero In Compose Query Results for Cloud Service Instances

When you execute a query in Compose, NULL values are displayed as zero.

January 31, 2023

Redshift OCF Connector: Version 1.7.0

Compatible Alation Version - 2023.1.6, 2023.3 or higher

Enhancements

With Alation version 2023.3.4 and higher and Amazon Redshift OCF connector version 1.7.0 and higher, Alation has

introduced an enhanced user interface for configuring the Amazon Redshift data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.4. However, you will

view the old user interface with Alation versions prior to 2023.3.4.

The documentation for the new Amazon Redshift experience is available at : Amazon Redshift OCF Connector.

The enhanced user interface provides the following features:
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Better User Experience

The enhanced Redshift user interface provides better navigation and multiple visual cues, making it easy to configure

and manage Redshift data source.

Easy to Connect

The Redshift user interface now provides a step-by-step process to connect to your Redshift data source easily and

quickly.

Additional Error-Prevention Checks

The Redshift user interface now includes added checks to avoid obvious configuration mistakes. The user interface also

includes text to assist and provide cues while configuring.

Detailed Error Reports and Troubleshooting Support

The improved Redshift user interface makes troubleshooting easier for metadata extraction and query log ingestion, as

you can now have a detailed error report for both processes. The report contains a detailed error description and steps to

resolve the issue.

December 06, 2023

Redshift OCF Connector: Version 1.6.0

Compatible Alation Version - 2022.4.11 or higher

Enhancements

JDBC Driver Upgrade

The custom JDBC driver for the Redshift OCF connector is upgraded to version 2.1.0.21. This upgrade addresses

associated potential issues with the Redshift OCF connector. It will also help prevent problems that may arise when

handling large volumes of metadata for a Redshift data source.

6.56.2 Amazon Redshift OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation
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Overview

The OCF connector for Amazon Redshift was developed by Alation and is available as a Zip file that can be uploaded

and installed in the Alation catalog.

To download the Amazon Redshift OCF connector package, go to the Alation Connector Hub available from the

Customer Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to

the Customer Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal,

contact Alation Support.

This connector should be used to catalog Amazon Redshift or Amazon Redshift Spectrum as a data source in Alation.

The connector catalogs Amazon Redshift objects such as schemas tables, columns, views, primary keys, foreign keys,

functions, and function definitions. It enables end-users to search and find the metadata objects from the Alation user

interface.

Team

The following administrators are required to install this connector:

• Alation administrator:

– Installs the connector

– Creates and configures the Amazon Redshift data source in the catalog

– Installs Alation Connector Manager or ensures that it has been installed.

• Amazon Redshift administrator:

– Assists in configuring authentication

– Provides the JDBC URI to access metadata

– Provides information required for configuration on the Alation side.

Scope

The table below shows what features are covered by this connector.

Feature Description

Authentication

Basic authentication Authentication with a service account on the database (username and password)

SSL Database connection over SSL

Authentication with IAM user and role STS authentication with an IAM user and IAM role

LDAP Authentication with a database service account that is an LDAP account in an organization’s netw

Metadata extraction (MDE)

Default MDE Extraction of metadata based on default extraction queries in the connector code

Custom query-based MDE Extraction of metadata based on extraction queries provided by a user

Extracted metadata objects

Data source Data source object in Alation that is parent to extracted metadata

Schemas List of schemas

Tables List of tables

Columns List of columns

Source comments Source comments

Primary keys Primary key information for extracted tables

Foreign keys Foreign key information for extracted tables
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Table 29 – continued from previous page

Feature Description

Sampling and profiling

Table sampling Retrieval of data samples from extracted tables

Custom query-based table sampling Ability to use custom queries for sampling specific tables

Column sampling Retrieval of data samples from extracted column based on default queries

Custom query-based column sampling Ability to use custom queries for profiling specific columns

Deep column profiling Profiling of columns with the calculation of value distribution stats

Query log ingestion

Table-based QLI Ingestion of query history based on a table or view that contains query history data

Query-based QLI Ingestion of query history based on a custom query history extraction query

JOINs and filters Calculation of JOIN and filter information based on ingested query history

Predicates Ability to parse predicates in ingested queries

Lineage

Automatic lineage generation Auto-calculation of lineage based on query history ingested from QLI, MDE, and Compose q

Column-level lineage Calculation of lineage data at the column level

Compose

On-prem Alation instances Compose on on-prem Alation instances

Alation Cloud Service instances Compose on Alation Cloud Service instances*

SSO for Compose Authentication with an STS token for an AWS IAM role through the SSO login flow

* Compose with Agent is supported from connector version 1.1.0.3935.

6.56.3 Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Before you install the Amazon Redshift OCF connector, make sure that you have performed the following:

• Configure Network Connectivity

• Create a Service Account

• Grant Required Permissions

Configure Network Connectivity

• Open inbound TCP port 5439 on Redshift to receive requests from Alation.

Create a Service Account

Sample SQL to create an account:

CREATE USER alation WITH PASSWORD 'password';
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Grant Required Permissions

Permissions for Metadata extraction

Grant Access on External Schema or Table

GRANT USAGE ON SCHEMA <external_schema_name> TO <user_name>;

Grant Access on one of the following:

Either Grant Access on All Views in Schema PG_CATALOG

GRANT USAGE ON SCHEMA PG_CATALOG TO alation;

GRANT SELECT ON ALL TABLES IN SCHEMA PG_CATALOG TO alation;

Or, Grant Access to Service Account for All Views in the list

GRANT USAGE ON SCHEMA PG_CATALOG TO alation;

GRANT SELECT ON PG_CATALOG.PG_NAMESPACE TO alation;

GRANT SELECT ON PG_CATALOG.PG_TABLES TO alation;

GRANT SELECT ON PG_CATALOG.PG_DESCRIPTION TO alation;

GRANT SELECT ON PG_CATALOG.PG_STATIO_ALL_TABLES TO alation;

GRANT SELECT ON PG_CATALOG.SVV_EXTERNAL_TABLES TO alation;

GRANT SELECT ON PG_CATALOG.SVV_EXTERNAL_SCHEMAS TO alation;

GRANT SELECT ON PG_CATALOG.SVV_COLUMNS TO alation;

GRANT SELECT ON PG_CATALOG.PG_VIEWS TO alation;

GRANT SELECT ON PG_CATALOG.PG_CONSTRAINT TO alation;

GRANT SELECT ON PG_CATALOG.PG_ATTRIBUTE TO alation;

GRANT SELECT ON PG_CATALOG.PG_CLASS TO alation;

GRANT SELECT ON PG_CATALOG.PG_PROC TO alation;

GRANT SELECT ON PG_CATALOG.PG_LANGUAGE TO alation;
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Views Used for Extracting Metadata Types

Metadata
type

System views being used

Catalog PG_NAMESPACE

Schema PG_NAMESPACE

Table PG_TABLES, PG_VIEWS, PG_CATALOG.PG_STATIO_ALL_TABLES, PG_CATALOG.PG_-

DESCRIPTION SVV_EXTERNAL_SCHEMAS, SVV_EXTERNAL_TABLES

View PG_VIEWS

Column SVV_COLUMNS

Primary

Key

PG_CONSTRAINT, PG_ATTRIBUTE, PG_CLASS, PG_NAMESPACE

Foreign

Key

PG_CONSTRAINT, PG_ATTRIBUTE, PG_CLASS, PG_NAMESPACE

Function PG_PROC, PG_NAMESPACE, PG_LANGUAGE

Function

Definition

PG_PROC, PG_NAMESPACE, PG_LANGUAGE

Permissions for Table or View Profiling

GRANT SELECT ON <schema_name.view_name> TO alation;

GRANT SELECT ON <schema_name.table_name> TO alation;

Permissions for Query Log Ingestion

GRANT USAGE ON SCHEMA <qli_schema_name> TO alation;

GRANT SELECT ON <qli_schema_name>.<qli_table_name> TO alation;

STS Authentication with an AWS IAM User

You can choose to authenticate through the STS service and an AWS IAM user.

To set up STS authentication with an AWS IAM user:

1. In AWS IAM, create a user.

2. Write down the access key, secret access key, and the user ARN of the user.

3. Create an IAM policy (for example, <read_resources_policy>) that grants access to the AWS resources you

are going to catalog. For an Amazon Redshift data source, we recommend granting the SELECT privileges

on schemas and tables you wish to catalog, as well as on a number of system tables. See Service Account for

information on what permissions are required.

Note: You can use an existing policy that fulfills these access requirements.

4. Create an IAM role (for example, <read_resources_role>) selecting the Type of Trusted Entity to be AWS

Service and Use Case to be EC2. To this role, attach the policy you created in step 3 above (<read_resources_-

policy>) or an existing policy that fulfills the requirements for MDE, profiling, and QLI. This role will be

assumed by Alation when performing MDE, profiling, and QLI from your Amazon Redshift data source.
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5. Save the ARN of the role (<read_resources_role>). It will be required for the next configuration steps in

AWS and later during the configuration in Alation.

6. Create an IAM policy (for example, <assume_role_policy>) that allows the AssumeRole action for the IAM

role created in step 4. When creating this policy:

• Select STS as Service.

• Under Actions > Access Level > Write, select AssumeRole.

• Under Resources, specify the ARN of the role that gives access to the AWS resources (your <read_-

resources_role> created in step 4).

7. Open the properties page of your <read_resources_role> role. Edit the Trust Relationship of this role by

adding your user ARN.

When configuring your Amazon Redshift data source in Alation, you will need to specify:

• AWS access key ID of the IAM user

• AWS access key secret

• ARN of your <read_resources_role> role.

Have this information available when performing the configuration on the Alation side.

STS Authentication with an AWS IAM Role

This type of authentication can be used to authenticate across two AWS accounts when the Alation instance runs on

EC2 under one account and the Amazon Redshift cluster runs under the other. STS Authentication with the AWS IAM

role is available for both on-premise and Alation Cloud Service instances from connector version 1.3.2.6521.

To configure STS authentication with an AWS IAM role, use the steps in Configure Authentication via AWS STS and an

IAM Role. To provide access to Redshift, create policies that provide a level of access similar to the Service Account

permissions.

6.56.4 Set Up OCF Connector for Amazon Redshift

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the Amazon Redshift OCF connector and configure a new data source to start using the connector.

Install the Connector

Alation On-Prem

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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Alation Cloud Service

Note: On Alation Service Cloud instances, Alation Connector Manager is available by default.

1. Ensure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Amazon Redshift OCF Connector.

6.56.5 Configure Connection to Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you install the Redshift OCF connector, you must configure the connection to the Redshift data source.

The various steps involved in configuring the Redshift data source connection setting are:

1. Provide Access

2. Connect to Data Source
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Provide Access

Go to the Access tab on the Settings page of your Redshift data source, set the data source visibility using these options:

• Public Data Source — The data source is visible to all users of the catalog.

• Private Data Source — The data source is visible to the users allowed access to the data source by Data Source

Admins.

You can add new Data Source Admin users in the Data Source Admins section.

Connect to Data Source

To connect to the data source, you must perform these steps:

1. Provide the JDBC URI

2. Configure Authentication

3. Test the Connection

4. Configure Additional Connection Settings

5. Configure Logging

Important: The Alation user interface displays standard configuration settings for credentials and connection informa-

tion stored in the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager to

hold such information, the user interface will change to include the following buttons adjacent to the respective fields:
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By default, you see the user interface for Standard. In the case of Vault, instead of the actual credential information,

you must select the source and provide the corresponding key. For details, see Configure Secrets for OCF Connector

Settings.

Provide the JDBC URI

JDBC URI

When building the URI, include the following information:

• Hostname or IP of the instance

• Port number

• Database name

• Cluster ID

• Region

URI Format for Basic Authentication

Format

redshift://<Hostname_or_IP>:<Port_Number>/<Database_Name>

Example

redshift://redshift-nlb-adc13e6232ccee56.elb.us-east-1.amazonaws.com:5439/test_alation_

database

URI Format for STS Authentication

Format

redshift:iam://<Hostname_or_IP>:<Port_Number>/<Database_Name>

Example

redshift:iam://redshift-nlb-adc13e6232ccee56.elb.us-east-1.amazonaws.com:5439/test_

alation_database

Format

redshift:iam://<Hostname_or_IP>:<Port_Number>/<Database_Name>?ClusterID=<Cluster_ID_Name>

&Region=<Region_Name>

Example

redshift:iam://redshift-nlb-adc13e6232ccee56.elb.us-east-1.amazonaws.com:5439/test_

alation_database?ClusterID=redshift-cluster-private&Region=us-east-1
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Provide the JDBC URI in Alation

To provide to the JDBC URI in the Alation UI, perform these steps:

Connector Version 1.7.0 and Newer

From Alation version 2023.3.4 and connector version 1.7.0

1. On the Settings page of your Amazon Redshift data source, go to the General Settings tab.

2. In the Provide the JDBC URI section, based on the type of authentication you want to use, enter the JDBC URI.

For details, see Provide the JDBC URI .

3. Save the configuration.

Connector Versions Prior to 1.7.0

1. On the Settings page of your Amazon Redshift data source, go to the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and based on the type of authentication you

want to use, enter the JDBC URI. For details, see Provide the JDBC URI .

3. Save the configuration.

Configure Authentication

Alation supports the following authentication types for the Redshift data source:

• Basic authentication (database username and password)

• STS Authentication

Basic Authentication

Basic authentication requires a service account username and password.

Configure Basic Authentication

Connector Version 1.7.0 and Newer

From Alation version 2023.3.4 and connector version 1.7.0

1. On the Settings page of Amazon Redshift data source, go to the General Settings tab.

2. In the Configure authentication step, click on the Basic tab.

3. Provide the service account username and password.

4. To use SSL with Basic authentication, turn on the Enable SSL toggle, provide the Truststore password, and

upload the SSL certificate.

5. Save the configuration.

Connector Versions Prior to 1.7.0

1. On the Settings page of your Redshift data source, click on the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and provide the following information:
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Pa-
ram-
eter

Description

User-

name

Specify the service account username.

Pass-

word

Specify the service account password.

En-

able

SSL

Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link

below.

Trust-

store

Pass-

word

Provide the password for the SSL certificate.

Note: The password will be deleted if the data source connection is deleted.

3. Save the configuration.

STS Authentication with an AWS IAM User

Connector Version 1.7.0 and Newer

From Alation version 2023.3.4 and connector version 1.7.0

1. On the Settings page of Amazon Redshift data source, go to the General Settings tab.

2. In the Configure authentication step, click on the STS - IAM User tab. Refer to STS Authentication with an

IAM User for more information about this authentication method.

3. To use AWS STS Regional endpoint, turn on the Region-Specific Endpoint toggle and specify your AWS region.

4. Specify the user name in DB Username to log in to the cluster database.

5. If you are authenticating with an AWS user, specify the access key ID of the service account under AWS access

key.

6. If you are authenticating with an AWS user, specify the access key secret of the service account under AWS secret

key.

7. Specify the ARN of the role you created following the steps in STS Authentication with an AWS IAM User.

8. Specify the STS duration value, in seconds. The default value is 3600 seconds.

9. To use SSL with STS authentication, turn on the Enable SSL toggle, provide the Truststore password, and upload

the SSL certificate.

10. Save the configuration.

Connector Versions Prior to 1.7.0

1. On the Settings page of your Amazon Redshift data source, click on the General Settings tab.

2. Go to the Connector Settings > STS Authentication section and provide the following information:
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Parame-
ter

Description

Region-

Specific

Endpoint

Select this checkbox if you prefer to use the STS endpoint specific to your AWS

region. The regional endpoint has to be active under your AWS account. Leave this

checkbox clear to use the global endpoint.

Region Specify your AWS region.

DB User-

name

Specify the user name to use to log in to the cluster database.

STS: AWS

Access Key

ID

If you are authenticating with an AWS user, specify the access key ID of the service

account.

STS: AWS

Access Key

Secret

If you are authenticating with an AWS user, specify the access key secret of the

service account.

Role ARN Specify the ARN of the role you created following the steps in STS Authentication

with an AWS IAM User

STS Dura-

tion

Specify the STS duration value, in seconds. The default value is 3600 seconds.

Refer to STS Authentication with an IAM User for more information about this authentication method.

3. To use SSL with STS authentication, turn on the Enable SSL toggle, provide the Truststore password, and upload

the SSL certificate.

4. Save the configuration.

STS Authentication with an AWS IAM Role

Connector Version 1.7.0 and Newer

From Alation version 2023.3.4 and connector version 1.7.0

1. On the Settings page of Amazon Redshift data source, go to the General Settings tab.

2. In the Configure authentication step, click on the STS - IAM Role tab. Refer to STS Authentication with an

IAM Role for more information about this authentication method.

3. Specify the user name in DB Username to log in to the cluster database.

4. Select the authentication profile you created in Admin Settings.

5. Provide the ARN of the role that gives access to the Amazon resource.

6. Provide the External ID you added to the role that gives access to the Amazon resource.

7. Provide the STS token duration in seconds. This value must be less than or equal to the Maximum session

duration of the IAM role that provides access to the Amazon resource(s).

8. To use SSL with STS authentication, turn on the Enable SSL toggle, provide the Truststore password, and upload

the SSL certificate.

9. Save the configuration.

Connector Versions Prior to 1.7.0

1. On the Settings page of your Amazon Redshift data source, click on the General Settings tab.

2. Go to the Connector Settings > STS Authentication section.
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Test the Connection

The connection test checks database connectivity. Alation uses the JDBC URI to connect to the database and to confirm

when the connection is established.

After specifying the JDBC URI and configuring authentication, click Test Connection.

A dialog box appears confirming the status of the connection test.

Configure Additional Connection Settings

Apart from the mandatory configurations that you perform to connect to the data source in the General Settings tab, you

can configure the following additional settings:

• Configure Additional Data Source Connections

• Disable Obfuscate Literals

• Disable automatic lineage generation

Configure Additional Data Source Connections

Alation can associate objects in a data source with objects in another source in the catalog through lineage. For example,

you can show lineage between your data source and BI sources that use its data.

Provide additional connection information for the data source to see lineage across multiple sources on the Lineage

chart.

Connector Version 1.7.0 and Newer

From Alation version 2023.3.4 and connector version 1.7.0.

To enter additional data source connection details, go to General Settings > Advanced settings of the

Settings page of your Redshift connector and enter the connection URL.

Use the following format: <host>:<port>

You can provide multiple values as a comma-separated list:

<host1>:<port1>,<host2>:<port2>

For example:

10.13.71.216:1541,sever.com:1542

Connector Versions Prior to 1.7.0

On the Application Settings section of General Settings tab, provide the host and port information in the Additional

data source connections field.

This parameter is used to generate lineage between the current data source and another source in the catalog, for example

a BI source that retrieves data from the underlying database. The parameter accepts host and port information of the

corresponding BI data source connection.

Use the following format: <host>:<port>

You can provide multiple values as a comma-separated list:

<host1>:<port1>,<host2>:<port2>

For example:

10.13.71.216:1541,sever.com:1542
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For more details, see BI Connection Info.

Enable or Disable Obfuscate Literals

You can hide literal values from queries ingested with query log ingestion and displayed on the Queries tab of a schema

and table catalog objects.

Connector Version 1.7.0 and Newer

From Alation version 2023.3.4 and connector version 1.7.0.

Go to the General Settings tab and turn on or off the Obfuscate literals toggle under the Advanced

settings section.

Connector Versions Prior to 1.7.0

Go to the General Settings tab and turn on or off the Obfuscate literals toggle.

When enabled, literal values are substituted with placeholder values. Disable this option when you want literal values in

queries to be visible to users.

By default, this option is disabled.

Configure Logging

To set the logging level for your Amazon Redshift data source logs, perform these steps:

Connector Version 1.7.0 and Newer

From Alation version 2023.3.4 and connector version 1.7.0.

1. On the Settings page of your Amazon Redshift data source, go to General Settings > Connector logs.

2. Select a logging level for the connector logs and Save the settings.

The available log levels are based on the Log4j framework.

Connector Versions Prior to 1.7.0

1. On the Settings page of your Amazon Redshift data source, go to Logging configuration section of General

Settings tab.

2. Select a logging level for the connector logs and Save the settings.

The available log levels are based on the Log4j framework.

You can view the connector logs in Admin Settings > Server Admin > Manage Connectors > Redshift OCF

connector.

6.56.6 Configure Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: With Alation version 2023.3.4 or higher and Redshift OCF connector version 1.7.0 or higher, Alation has

introduced an enhanced user interface for configuring Metadata Extraction.
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Version 1.7.0 or Newer

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable for Alation version 2023.3.4 or higher and Redshift OCF connector version

1.7.0 or higher.

Overview

Metadata extraction (MDE) is the process of fetching data source information, such as schemas, tables, columns, column

data types, views, primary keys, foreign keys, functions, and procedures. Alation queries your database to retrieve this

metadata, which becomes catalog objects.

You can initiate MDE on demand or schedule it for regular catalog updates.

Configure MDE in Alation

Metadata extraction fetches data source information, such as schemas, tables, columns, keys, functions, and more.

Alation queries your database to retrieve this metadata, which becomes catalog objects. You can initiate MDE on

demand or schedule it for regular catalog updates.

Steps involved in metadata extraction are:

1. Test Access and Fetch Schemas

2. Select Schemas for Extraction

3. Customize the Extraction Scope (Optional)

4. Configure Custom Extraction Queries (Optional)

5. Run Extraction
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Test Access and Fetch Schemas

Before fetching the schemas for extraction, Alation tests if the service account has the required permissions to run

metadata extractions.

Perform these steps to test the access and fetch schemas.

Note: Ensure that the service account has the necessary permissions to access required system

views and retrieve accessible schemas (see Prerequisites).

1. On the Settings page of your Redshift OCF data source, go to the Metadata Extraction tab.

2. In the Test access and fetch schemas section, click Run.

The retrieved list of schemas appears in the Schemas table under the Select schemas for

extraction section of the Metadata Extraction page.

Note: Access check is not applicable (checks are performed but should be ignored) if you are using custom queries.
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Select Schemas for Extraction

Select schemas for extraction, to which you have access, instead of extracting all the schemas. When selecting schemas

for extraction, you retrieve the metadata only for the selected schemas. This makes the extraction quicker and consumes

fewer resources than extracting all the schemas.

By default, all the schemas Alation fetches from the data source will be selected for extraction. You can adjust the

selection of by:

• Selecting Schemas using Filters

• Selecting Schemas Manually

If you do not select any schema manually or using rules, Alation extracts all the schemas upon running the metadata

extraction.

Select Schemas using Filters

If you want to apply extraction filters, perform these steps:

1. On the Settings page of your Redshift OCF connector, go to the Metadata Extraction tab.

2. Under the Select schemas for extraction section, turn on the Enable advanced settings toggle.

3. Select the required extraction filter option from the Extract drop down:

• Only selected schemas — extracts metadata only from the selected schemas. This is the default

value.

• All schemas except selected — extracts metadata from all schemas except the selected schemas.

4. To soft-delete the schemas from previous extraction that are not part of the current schema selection,

select the Keep the catalog synchronized with the current selection of schemas checkbox.

5. Create a filter.

a. From the first drop down, select Schema or Catalog.

b. Select the filter criteria (Contains, Starts with, Ends with, Regex).

c. Specify the keyword to look for from the schema or catalog.

Use this option if you frequently change schemas or if you use extensive metadata.

You can add multiple filters by clicking the Add another filter link.

Note: You must use rules if you plan to schedule MDE.

6. Click Apply filters.

The Schema table displays the selected schemas that match the rules that you had set.

Note:

• After applying rules, you cannot manually adjust the selection of schemas.

• Filter is not applicable if you are using custom queries.
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Select Schemas Manually

If you opt to manually select the schemas for extraction, perform these steps:

1. On the Settings page of your Redshift data source, go to the Metadata Extraction tab.

2. Under the Select schemas for extraction section, turn off the Enable advanced settings toggle if not disabled

already.

3. Select the required schemas from the list of schemas in the Schemas table.

Alternatively, you can select schemas by searching for the required schema from the table using either the schema

name or any keyword or string in the schema name.

After you have selected the schemas, your schema selection count is displayed above the Schema table.

Customize the Extraction Scope

Note: This is an optional step.

You can customize metadata extraction down to the level of specific metadata types, such as schemas, tables, columns,

and views. Consider the following points:

• The extraction of schema, table, view, and column metadata is always enabled and cannot be disabled.

• The extraction of system schema information is disabled by default. All other supported metadata types are

enabled by default.

• You can disable or enable the metadata types you want to extract by enabling or disabling the corresponding

option.

To customize the extraction scope, perform these steps:

1. On the Settings page of your Redshift data source, go to the Metadata Extraction tab.

2. Under the Customize extraction scope section, enable or disable the required additional available metadata types

from the following options:

• Extract system schema - extracts system schemas.

– information_schema

– schemas starting with pg_ prefix

• Extract primary keys - extracts primary keys. Enabling this option leads to increased performance demands.

• Extract foreign keys - extracts foreign keys. Enabling this option leads to increased performance demands.

• Extract functions - extracts function information.
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Configure Custom Extraction Queries

1. On the Settings page of your Redshift data source, go to the Metadata Extraction tab.

2. Under the Custom extraction queries section, provide custom queries in the respective fields.

For details on the custom queries, see Extraction Queries for Amazon Redshift.

3. Click Save.

Note: Use default extraction unless a specific use case requires customizing MDE. If you specify the

custom query for some metadata types but not all, Alation performs extraction based on the corresponding

default query for the metadata types that do not have a custom query.

Run Extraction

Under the Run extraction section (General Settings > Metadata Extraction), click Run Extraction to extract metadata

on demand.

The status of the extraction action is logged in the Extraction Job Status table under the MDE Job History tab.

Schedule Extraction

You can also schedule the extraction. To schedule the extraction, perform these steps:

1. On the Settings page of your Redshift data source, go to the Metadata Extraction.

2. Under the Run extraction section, turn on the Enable extraction schedule toggle.

3. Using the date and time widgets, select the recurrence period and day and time for the desired MDE

schedule. The next metadata extraction job for your data source will run on the schedule you have

specified.

Note: Here are some of the recommended schedules for better performance:

• Schedule extraction to run for every 12 hours at the 30th minute of the hour.

• Schedule extraction to run for every 2 days at 11:30 PM.

• Schedule extraction to run every week on the Sunday and Wednesday of the week.

• Schedule extraction to run for every 3 months on the 15th day of the month.
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View the MDE Job History

You can view the status of the extraction actions after you run the extraction or after Alation triggers the MDE as per the

schedule. Also, you can view the status of the schemas retrieved from the Test Access and Fetch Schemas step.

To view the status of extraction, go to Metadata Extraction > MDE Job History on the Settings page of your Redshift

data source. The Extraction job status table is displayed.

The Extraction job status table logs the following status:

• Did Not Start - Indicates that the metadata extraction did not start due to configuration or other issues.

• Succeeded - Indicates that the extraction was successful.

• Partial Success - Indicates that the extraction was successful with warnings. If Alation fails to extract some of the

objects during the metadata extraction process, it skips them and proceeds with the extraction process, resulting

in partial success.

• Failed - Indicates that the extraction failed with errors.

Click the View Details link to view a detailed report of metadata extraction. If there are errors, the Job errors table

displays the error category, error message, and a hint (ways to resolve the issue). Follow the instructions under the Hints

column to resolve the error.

In some cases, Generate Error Report link is displayed above the Job errors table. Click the Generate Error Report

link above the Job errors table to generate an archive (.zip) containing CSV files for different error categories, such as

Data and Connection errors. Click Download Error Report to download the files.
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Enable Raw Dump or Replay

You can enable or disable the Raw Metadata Dump or Replay feature for debugging MDE. By default, this feature is

disabled. We recommend enabling it for extraction debugging only. The full use of this feature requires access to the

Alation server.

If Raw Metadata Dump or Replay is enabled, Alation breaks MDE into these stages:

• “Dump” the extracted metadata into files. You can access and review the files on the Alation server to debug

extraction issues before attempting to ingest the metadata into the catalog.

• Ingest the metadata from the files into the catalog (Replay).

Both the stages are manually controlled from the user interface.

To enable the Raw Metadata Dump or Replay perform these steps:

1. On the Settings page of your Redshift data source, go to the Metadata Extraction > Troubleshooting: Enable

raw dump or replay section.

2. From the Enable Raw Metadata Dump or Replay dropdown list, select the Enable Raw Metadata Dump

option.

3. Click Save.

This enables the first stage of MDE where the extracted metadata is dumped into the following files in a subdirectory

within the opt/alation/site/tmp/ directory on the Alation server (inside the Alation shell):

attribute.dump, function.dump, schema.dump, table.dump —in a subdirectory of the directory

opt/alation/site/tmp/ on the Alation server (inside the Alation shell).

4. Click Run extraction.

Alation performs a raw metadata dump into files. In the Extraction job status table on the MDE Job History tab,

click the View Details link to display the details of the MDE job. The log lists the location of the .dump files for

the MDE job. For example: /opt/alation/site/tmp/rosemeta/170/extraction_dump/5028.

5. Access and review the metadata dump files to intercept any potential extraction issues.

6. From the Enable Raw Metadata Dump or Replay dropdown list, select the option Enable Ingestion Replay.

7. Click Save.

This enables the second stage where the metadata from the files is ingested into the Alation catalog.

8. Click Run extraction.

The metadata from the files are ingested into the catalog.

Versions Before 1.7.0

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable to all Alation versions and Redshift OCF Connector versions prior to 1.7.0.

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.
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The default queries that the connector uses to extract metadata can be found in Extraction Queries for Amazon Redshift.

You can customize these queries to adjust the extraction to your needs.

6.56.7 Configure Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Amazon Redshift data source supports SSO authentication: SSO Authentication for Amazon Redshift Data Source.

To configure the use of Compose with your Amazon Redshift OCF data source, go to the Compose tab on the Settings

page of your Amazon Redshift OCF data source. For more details, see Configure Compose for OCF Data Sources.

6.56.8 Configure Sampling and Profiling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Configure Sampling and Profiling for OCF Data Sources.

Sampling and Profiling

For Amazon Redshift, Alation supports a number of ways to retrieve data samples and column profiles. For general

information about sampling and profiling, see Configure Sampling and Profiling for OCF Data Sources.

Column Profiling

The default queries for column profiling can be modified on the Custom Settings tab of the Settings page. Do not use

fully qualified table names in custom profiling queries for Amazon Redshift. The following query template can be used

to create a custom query:

Numeric columns:

SELECT

MIN({column_name}) AS Minimum,

MAX({column_name}) AS Maximum,

AVG({column_name}) AS Average,

MEDIAN({column_name}) AS Median,

SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END) as "#NULL",

(SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END) / COUNT(*)) *

100 AS "%NULL"

FROM {table_name};

Non-numeric columns:

SELECT

SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END) as "#NULL",

(SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END) / COUNT(*)) *

100 AS "%NULL"

FROM {table_name};
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6.56.9 Configure Query Log Ingestion

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: With Alation version 2023.3.4 or higher and Amazon Redshift OCF connector version 1.7.0 or higher,

Alation has introduced an enhanced user interface for configuring Query Log Ingestion.

Version 1.7.0 or Newer

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable for Alation version 2023.3.4 or higher and Amazon Redshift OCF connector

version 1.7.0 or higher.

You can either create a table for Alation to pull the query logs from or use a custom query to query the logs from the

Amazon Redshift data source.

Before performing query log ingestion (QLI), perform the QLI setup. Refer to Redshift QLI Setup.

Note: Alation doesn’t ingest query statements with more than 100,000 characters. If the character count

of a query exceeds this limit, the query string will be automatically truncated to 100,000 characters before

it is ingested into the catalog.

Query log ingestion (QLI) extracts and ingests the query history of a database and powers the lineage, popularity, top

user, and join and filter information in the catalog. Explore examples of ingested queries on schema and table catalog

pages.

The steps involved in configuring and running QLI are:

1. Configure Table-Based QLI or Configure Custom Query-Based QLI

2. Test the Access and Find the Query History Size

3. Preview Results

4. Run QLI
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For data sources added using the Amazon Redshift OCF connector, Alation supports the following QLI configuration

options:

• Table-Based

• Custom Query-Based

Based on the option you choose, you are required to either create a QLI table in your database or write a query using the

template expected by Alation.

Configure Table-Based QLI

To configure a table-based QLI, perform these steps:

• Create a table

• Provide the QLI table name in Alation

Create a Table

To enable QLI in Alation, in a schema of your choice, create a table using the template below. Grant the service account

you are using in Alation the SELECT permissions for this QLI table.

For more information, see Redshift QLI Setup.

Provide the QLI Table Name

Important: The Alation user interface displays standard configuration settings for credentials and

connection information stored in the Alation database. If your organization has configured Azure KeyVault

or AWS Secrets Manager to hold such information, the user interface will change to include the following

buttons adjacent to the respective fields:

By default, you see the user interface for Standard. In the case of Vault, instead of the actual credential

information, you must select the source and provide the corresponding key. For details, see Configure

Secrets for OCF Connector Settings.

1. On the Settings page of your Amazon Redshift data source, go to the Query Log Ingestion.

2. Under the Provide the QLI table name section, enter the QLI table name in the Table name field.

Ensure that the service account has the permissions to access the Table.

Important: Use the format schema_name.table_name.

4. Click Save.
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Configure Custom Query-Based QLI

To configure custom query-based QLI, you must:

• Use the QLI query template to create a query structure

• Provide the custom query in Alation

Use the QLI Query Template

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since Alation expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in

the WHERE filter. These are mandatory parameters. These parameters are not actual column names and

should stay as is. They are expected by the connector and will be substituted with the start and end date of

the QLI range selected in the user interface when QLI is run manually or on schedule.

SELECT

user_name AS username,

to_char(start_time, 'YYYY-MM-DD HH:MI:SS.US') AS startTime,

text AS queryString,

session_id AS sessionId,

seconds_taken AS seconds,

'false' AS cancelled,

default_database AS defaultDatabases,

split_part(session_id, '/', 2) AS sessionStartTime,

seq

FROM

public.alation_qlog

WHERE

starttime BETWEEN STARTTIME AND ENDTIME

AND queryString IS NOT NULL

AND queryString <> ''

AND username != 'rdsdb'

AND canceled = ''

ORDER BY startTime, username, seq;

Provide the Custom Query

1. On the Amazon Redshift data source, go to the Query Log Ingestion tab of the Settings page.

2. Under the Provide the QLI table name section, go to Alternatively, use a custom SQL query.

3. In the Custom QLI Query field, provide a custom query to retrieve the query history.

Note: The custom query takes precedence over QLI table name.

4. Click Save.
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Test the Access and Find the Query History Size

Before you perform the QLI, you must validate that the service account has access to the QLI table and gauge the

approximate size of the query history metadata. The size is estimated based on the average query volume of the last 7

days.

To test the access and find out the approximate size of the query history metadata, perform these steps:

1. On the Settings page of your Amazon Redshift data source, go to the Query Log Ingestion tab.

2. Under the Test access and query history size section, click Test.

A dialog box appears displaying the access validation result and upon successful validation, the size of the query

history is displayed. The size is estimated based on the query volume of the last 7 days.

Note: If the average query size for the last seven days exceeds 500k, a warning message indicates the

same. In such cases, Alation recommends that you schedule the QLI job to run daily.

Preview Results

Before performing the QLI, perform these steps to preview the queries:

1. On the Settings page of your Amazon Redshift data source, click go to the Query Log Ingestion tab.

2. Under the Preview Results section, enter the date range for which you want to generate the preview

of the query history.

3. Click Preview.

4. Click View Results to view the generated preview.

The Preview dialog appears displaying the total number of query statements per user under the User

Queries tab and a detailed query statement under the Statements tab. Click Download to download

the detailed query statement as a JSON file.

Note: You can use this option to run default QLI using just the date-range.

Run QLI

You can either run QLI manually on demand or configure it to run automatically on a schedule.

Run QLI Manually

To perform QLI manually on demand:

1. On the Settings page of your Amazon Redshift data source, go to the Query Log Ingestion tab.

2. Under the Run QLI section, turn off the Enable QLI Schedule toggle.

3. Specify the desired date range using the Date Range calendar widgets. You will need to specify the start date and

the end date separately.

4. Click Import.

A query log ingestion job is initiated.
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Schedule QLI

1. On the Settings page of your Amazon Redshift data source, go to the Query Log Ingestion tab.

2. Under the Run QLI section, turn on the Enable QLI Schedule toggle.

3. Specify values for the job recurrence and time. The values are set in your local time.

Note: Here are some of the recommended schedules for better performance:

• Schedule QLI to run for every 12 hours at the 30th minute of the hour

• Schedule QLI to run for every 2 days at 11:30 PM

• Schedule QLI to run every week on the Sunday and Wednesday of the week

• Schedule QLI to run for every 3 months on the 15th day of the month

4. Click Import.

The next QLI runs on the set schedule.

View the Job Status

To view the QLI job status after you run the QLI manually or after Alation triggers the QLI as per the schedule, go to

Query Log Ingestion > QLI Job Status.

The Query log ingestion job status table logs the following status:
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• Succeeded - Indicates that the query ingestion was successful.

• Partial Success - Indicates that the query ingestion was successful with warnings. If Alation fails to ingest some

of the objects during the QLI, it skips them and proceeds with the query ingestion, resulting in partial success.

Similarly, if all the queries are ingested by a single user, QLI results in a partial success.

• Failed - Indicates that the query ingestion failed with errors.

Click the View Details link to view a detailed report of query ingestion. Click the View Details link to view a detailed

report of metadata extraction. If there are errors, the Job errors table displays the error category, error message, and a

hint (ways to resolve the issue). Follow the instructions under the Hints column to resolve the error.

Versions Before 1.7.0

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable to all Alation versions and Amazon Redshift OCF Connector versions prior to

1.7.0.

You can either create a table for Alation to pull the query logs from or use a custom query to query the logs from the

Amazon Redshift data source.

Before performing query log ingestion (QLI), perform the QLI setup. Refer to Redshift QLI Setup.

Note: Alation doesn’t ingest query statements with more than 100,000 characters. If the character count

of a query exceeds this limit, the query string will be automatically truncated to 100,000 characters before

it is ingested into the catalog.

Connector Settings

Table-Based QLI

In the Table Name field, provide the name of the table in which the query logs are available. The table name must be

provided in the following format: schema.table.

Custom Query-Based QLI

When you cannot create a table or view, you can use a Custom QLI Query to perform QLI. Provide the expected query

structure as shown below and click Save:

SELECT

user_name AS username,

to_char(start_time, 'YYYY-MM-DD HH:MI:SS.US') AS startTime,

text AS queryString,

session_id AS sessionId,

seconds_taken AS seconds,

'false' AS cancelled,

default_database AS defaultDatabases,

(continues on next page)
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split_part(session_id, '/', 2) AS sessionStartTime,

seq

FROM

public.alation_qlog

WHERE

starttime BETWEEN STARTTIME AND ENDTIME

AND queryString IS NOT NULL

AND queryString <> ''

AND username != 'rdsdb'

AND canceled = ''

ORDER BY startTime, username, seq;

Automated and Manual Query Log Ingestion

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

6.56.10 Extraction Queries for Amazon Redshift

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Query-based extraction allows users to customize metadata extraction down to the level of specific metadata objects,

such as tables, columns, views, and others by using custom queries.

Table, column, view, and function definition metadata types are enabled by default, and users cannot disable them.

By default, the following additional metadata types are enabled, but can be disabled by users:

• Primary keys

• Foreign keys

• Functions

Users can disable the metadata types that are not required by clearing the corresponding checkboxes.

System schemas are disabled by default. Users can enable their extraction if required.
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To use this feature, you will need to write custom queries to extract specific metadata. Alation expects that these queries

conform to a required structure and use the expected reserved identifiers. Sections below contain the expected query

structure for each metadata type.

Catalog

Make sure that your query has a column labeled as CATALOG in the SELECT list.

Example:

SELECT

distinct CURRENT_DATABASE() AS CATALOG

FROM

PG_NAMESPACE

WHERE

lower(nspname) NOT LIKE 'pg_%%'

AND lower(nspname) NOT IN ( 'information_schema')

AND lower(nspname) NOT IN ('''');

Schema

Make sure that your query has a column labeled as CATALOG, SCHEMA in the SELECT list.

Example:

SELECT

CURRENT_DATABASE() AS CATALOG,

nspname AS SCHEMA

FROM

PG_NAMESPACE

WHERE

lower(nspname) NOT LIKE 'pg_%%'

AND lower(nspname) NOT IN ( 'information_schema')

AND lower(nspname) NOT IN ('''');

Table

Make sure that your query has columns labeled as CATALOG, SCHEMA, TABLE_NAME, TABLE_OWNER ``, ``TABLE_-

TYPE, and REMARKS in the SELECT list.

Example:

SELECT

*

FROM

(

SELECT

CURRENT_DATABASE() AS CATALOG,

A.SCHEMA AS SCHEMA,

A.TABLE_NAME,

A.TABLE_OWNER,

A.TABLE_TYPE,

(continues on next page)
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pgd.description AS REMARKS

FROM

(

SELECT

T.SCHEMANAME AS SCHEMA,

T.TABLENAME AS TABLE_NAME,

T.TABLEOWNER AS TABLE_OWNER,

'TABLE' AS TABLE_TYPE

FROM

PG_TABLES T

UNION

SELECT

V.SCHEMANAME AS SCHEMA,

V.VIEWNAME AS VIEW_NAME,

V.VIEWOWNER AS TABLE_OWNER,

'VIEW' AS TABLE_TYPE

FROM

PG_VIEWS V ) A

LEFT JOIN PG_CATALOG.pg_statio_all_tables c on

(c.relname = A.table_name

and c.schemaname = A.SCHEMA)

LEFT JOIN PG_CATALOG.pg_description pgd on

(pgd.objoid = c.relid)

WHERE

A.SCHEMA NOT IN (

SELECT

schemaname

from

svv_external_schemas)

AND lower(A.SCHEMA) NOT LIKE 'pg_%%'

AND (pgd.objsubid = 0)

UNION

SELECT

CATALOG,

SCHEMA,

TABLE_NAME,

TABLE_OWNER,

TABLE_TYPE,

REMARKS

from

(

SELECT

CURRENT_DATABASE() AS CATALOG,

A.SCHEMA as SCHEMA,

A.TABLE_NAME as TABLE_NAME,

A.TABLE_OWNER as TABLE_OWNER,

A.TABLE_TYPE as TABLE_TYPE,

null AS REMARKS,

pgd.objoid as objoid

FROM

(

SELECT

(continues on next page)
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T.SCHEMANAME AS SCHEMA,

T.TABLENAME AS TABLE_NAME,

T.TABLEOWNER AS TABLE_OWNER,

'TABLE' AS TABLE_TYPE

FROM

PG_TABLES T

UNION

SELECT

V.SCHEMANAME AS SCHEMA,

V.VIEWNAME AS VIEW_NAME,

V.VIEWOWNER AS TABLE_OWNER,

'VIEW' AS TABLE_TYPE

FROM

PG_VIEWS V ) A

LEFT JOIN PG_CATALOG.pg_statio_all_tables c on

(c.relname = A.table_name

and c.schemaname = A.SCHEMA)

LEFT JOIN PG_CATALOG.pg_description pgd on

(pgd.objoid = c.relid)

WHERE

A.SCHEMA NOT IN (

SELECT

schemaname

from

svv_external_schemas)

AND lower(A.SCHEMA) NOT LIKE 'pg_%%' ) tt

where

not exists(

select

1

from

PG_CATALOG.pg_description pt

where

pt.objoid = tt.objoid

and pt.objsubid = 0)

UNION

SELECT

CURRENT_DATABASE() AS CATALOG,

A.schemaname AS SCHEMA,

A.tablename AS TABLE_NAME,

null as TABLE_OWNER,

'TABLE' as TABLE_TYPE,

null as REMARKS

from

SVV_EXTERNAL_TABLES A

join svv_external_schemas B on

A.schemaname = B.schemaname )

WHERE

lower(SCHEMA) NOT IN ( 'information_schema')

AND lower(SCHEMA) NOT IN ('''')

AND TABLE_TYPE != 'VIEW';
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View

Make sure that your query has columns labeled as CATALOG, SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, 'VIEW'

AS VIEW_TYPE, and REMARKS in the SELECT list.

Example:

SELECT

CURRENT_DATABASE() AS CATALOG,

schemaname AS SCHEMA,

viewname AS VIEW_NAME,

CASE

WHEN lower(substring(definition,1,100)) like 'create materialized view%' THEN

definition

WHEN lower(substring(definition,1,100)) like 'create or replace materialized

view%' THEN definition

WHEN lower(substring(definition,1,100)) like 'create view%' THEN definition

WHEN lower(substring(definition,1,100)) like 'create or replace view%' THEN

definition

ELSE 'CREATE OR REPLACE VIEW ' || SCHEMA || '.' || VIEW_NAME || ' AS ' || definition

END AS VIEW_CREATE_STATEMENT,

'VIEW' AS VIEW_TYPE,

VIEWOWNER AS TABLE_OWNER,

null AS REMARKS

FROM

PG_VIEWS

WHERE

lower(schemaname) NOT LIKE 'pg_%%'

AND lower(schemaname) NOT IN ('information_schema')

AND lower(schemaname) NOT IN ('''');

Column

Make sure that your query has columns labeled as CATALOG, SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_-

NAME, ORDINAL_POSITION, IS_NULLABLE, REMARKS, and COLUMN_DEFAULT in the SELECT list.

Example:

SELECT

table_catalog AS CATALOG,

table_schema AS SCHEMA,

table_name,

column_name,

data_type,

CASE

WHEN data_type = 'character varying' THEN 'varchar'

WHEN data_type = 'timestamp without time zone' THEN 'timestamp'

WHEN data_type = 'timestamp with time zone' THEN 'timestamptz'

WHEN data_type = 'double precision' THEN 'FLOAT'

ELSE data_type

END as type_name,

CASE

WHEN data_type = 'character varying' THEN character_maximum_length

(continues on next page)
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WHEN data_type = 'numeric' THEN numeric_precision

WHEN data_type = 'character' THEN character_maximum_length

ELSE -1

END AS length,

numeric_scale,

ordinal_position,

is_nullable,

column_default,

remarks

FROM

svv_columns

WHERE

lower(SCHEMA) NOT LIKE 'pg_%%'

AND lower(SCHEMA) NOT IN ('information_schema')

AND lower(SCHEMA) NOT IN ('''');

Primary Key

Make sure that your query has columns labeled as CATALOG, SCHEMA, TABLE_NAME, COLUMN_NAME and KEY_SEQ in the

SELECT list.

Example:

SELECT

CURRENT_DATABASE() AS CATALOG,

S.NSPNAME AS SCHEMA,

C.RELNAME AS TABLE_NAME,

CONSTR.CONNAME AS PK_NAME,

ATTR.ATTNAME AS COLUMN_NAME,

ATTR.ATTNUM AS KEY_SEQ

FROM

PG_CONSTRAINT CONSTR

INNER JOIN PG_ATTRIBUTE ATTR ON

ATTR.ATTNUM = ANY (CONSTR.CONKEY)

AND ATTR.ATTRELID = CONSTR.CONRELID

INNER JOIN PG_CLASS C ON

CONSTR.CONRELID = C.OID

INNER JOIN PG_NAMESPACE S ON

C.RELNAMESPACE = S.OID

WHERE

lower(S.NSPNAME) NOT LIKE 'pg_%%'

AND lower(S.NSPNAME) NOT IN ('''')

AND lower(S.NSPNAME) NOT IN ('information_schema')

AND CONSTR.CONTYPE = 'p';
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Foreign Key

Make sure that your query has columns labeled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_CATALOG,

FK_SCHEMA, FK_TABLE, and FK_COLUMN in the SELECT list.

Example:

SELECT

CURRENT_DATABASE() AS FK_CATALOG,

CURRENT_DATABASE() AS PK_CATALOG,

F.FKTABLE_SCHEM AS FK_SCHEMA,

F.FKTABLE_NAME AS FK_TABLE,

F.FK_NAME,

F.FKCOLUMN_NAME AS FK_COLUMN,

F.KEY_SEQ,

P.PKTABLE_SCHEM AS PK_SCHEMA,

P.PKTABLE_NAME AS PK_TABLE,

P.PK_NAME,

P.PKCOLUMN_NAME AS PK_COLUMN

FROM

(

SELECT

S.NSPNAME AS FKTABLE_SCHEM,

C.RELNAME AS FKTABLE_NAME,

CONSTR.CONNAME AS FK_NAME,

ATTR.ATTNAME AS FKCOLUMN_NAME,

ATTR.ATTNUM AS KEY_SEQ,

CONSTR.CONFKEY,

CONSTR.CONFRELID

FROM

PG_CONSTRAINT CONSTR

INNER JOIN PG_ATTRIBUTE ATTR ON

ATTR.ATTNUM = ANY (CONSTR.CONKEY)

AND ATTR.ATTRELID = CONSTR.CONRELID

INNER JOIN PG_CLASS C ON

CONSTR.CONRELID = C.OID

INNER JOIN PG_NAMESPACE S ON

C.RELNAMESPACE = S.OID

AND CONSTR.CONTYPE = 'f'

WHERE

lower(S.NSPNAME) NOT LIKE 'pg_%%'

AND lower(S.NSPNAME) NOT IN ('''')

AND lower(S.NSPNAME) NOT IN ( 'information_schema')

) F

INNER JOIN (

SELECT

S.NSPNAME AS PKTABLE_SCHEM,

C.RELNAME AS PKTABLE_NAME,

CONSTR.CONNAME AS PK_NAME,

ATTR.ATTNAME AS PKCOLUMN_NAME,

ATTR.ATTNUM AS PKEY_SEQ,

C.OID

FROM

PG_CONSTRAINT CONSTR

(continues on next page)
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INNER JOIN PG_ATTRIBUTE ATTR ON

ATTR.ATTNUM = ANY (CONSTR.CONKEY)

AND ATTR.ATTRELID = CONSTR.CONRELID

INNER JOIN PG_CLASS C ON

CONSTR.CONRELID = C.OID

INNER JOIN PG_NAMESPACE S ON

C.RELNAMESPACE = S.OID

AND CONSTR.CONTYPE = 'p'

WHERE

lower(S.NSPNAME) NOT LIKE 'pg_%%'

AND lower(S.NSPNAME) NOT IN ('''')

AND lower(S.NSPNAME) NOT IN ( 'information_schema')

) P ON

P.PKEY_SEQ = ANY (F.CONFKEY)

AND P.OID = F.CONFRELID;

Function

Make sure that your query has columns labeled as CATALOG, SCHEMA, FUNCTION_NAME, and REMARKS in the SELECT

list.

Example:

SELECT

CURRENT_DATABASE() AS CATALOG,

S.NSPNAME AS SCHEMA,

P.PRONAME AS FUNCTION_NAME,

P.PROSRC AS FUNCTION_DEFINITION,

NULL AS SPECIFIC_NAME,

NULL AS REMARKS

FROM

PG_PROC P

INNER JOIN PG_NAMESPACE S ON

P.PRONAMESPACE = S.OID

INNER JOIN PG_LANGUAGE L ON

P.PROLANG = L.OID

WHERE

(L.LANNAME IN ('internal', 'sql')

AND p.prorettype <> 'pg_catalog.trigger'::pg_catalog.regtype

OR L.LANNAME IN ('plpythonu'))

AND lower(S.NSPNAME) NOT IN ('''')

AND lower(S.NSPNAME) NOT LIKE 'pg_%%'

AND lower(S.NSPNAME) NOT IN ( 'information_schema');
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Function Definition

Make sure that your query has columns labeled as CATALOG, SCHEMA, FUNCTION_NAME, ARG_NAME, TYPE_NAME, ARG_-

TYPE, and ARG_DEF in the SELECT list.

Example:

SELECT

CURRENT_DATABASE() AS CATALOG,

N.NSPNAME AS SCHEMA,

P.PRONAME AS FUNCTION_NAME,

ISNULL(P.PROARGNAMES,'{}') AS ARG_NAME,

P.PRONARGS AS NUM_OF_FUNCTION_ARGS,

ISNULL(STRING_TO_ARRAY(REPLACE(OIDVECTORTYPES(P.PROARGTYPES), '\"', ''), ','),'{}') AS

ARG_TYPE,

FORMAT_TYPE(P.PRORETTYPE, NULL) AS TYPE_NAME,

P.PROSRC AS ARG_DEF

FROM

PG_PROC P

INNER JOIN PG_NAMESPACE N ON

P.PRONAMESPACE = N.OID

INNER JOIN PG_LANGUAGE L ON

P.PROLANG = L.OID

WHERE

(L.LANNAME IN ('internal',

'sql')

AND p.prorettype <> 'pg_catalog.trigger'::pg_catalog.regtype

OR L.LANNAME IN ('plpythonu'))

AND lower(N.NSPNAME) NOT IN ('''')

AND lower(N.NSPNAME) NOT LIKE 'pg_%%'

AND lower(N.NSPNAME) NOT IN ('information_schema');

6.56.11 Troubleshooting

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Troubleshooting.

6.57 Salesforce OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Salesforce OCF connector.
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6.57.1 Overview

Available from Alation version 2023.3

Overview

The OCF connector for Salesforce was developed by Alation and is available as a Zip file. You can upload and install

the Zip file in the Alation application.

The latest Salesforce OCF connector package can be downloaded from the Connector Hub on the Alation Customer

Portal. Ask an Alation admin with access to the Customer Portal to download the connector from the Connectors section

(Customer Portal > Connectors). The connector is compiled together with the required database driver, therefore, you

don’t have to procure and install the driver separately.

This connector should be used to catalog Salesforce as a data source on Alation on-premise and Cloud Service instances.

Alation supports objects from Salesforce Sales Cloud and few from Salesforce Service Cloud. It extracts and catalogs

database objects such as schemas, tables, views, columns, column data types, primary keys, and foreign keys. After

the metadata is extracted, it is represented in the data catalog as a hierarchy of catalog pages under the parent data

source. Alation users can leverage the full catalog functionality to search for and find the extracted metadata, curate the

corresponding catalog pages, create documentation about the data source, and exchange information about it.

Note: For more information on the list of Alation supported Salesforce Sales Cloud objects, see Supported Objects.

Team

You may need the assistance of your database administrator to configure this data source.

• Salesforce administrator:

– Creates a service account for Alation.

– Provides the connection information and the JDBC URI.

– Provides the authentication information and assists in configuring OAuth authentication.

• Alation Server Admin:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Install the connector.

– Creates and configures the Salesforce data source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

Scope

The table below lists the features supported by the connector.

Feature Scope

Authentication

Basic (username and password) Authentication with a service account created on the database using username and password

SSL Connection over the TLS protocol

LDAP Authentication with the LDAP protocol
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Table 30 – continued from previous page

Feature Scope

OAuth Authentication with the OAuth 2.0 protocol

SSO Authentication using an SSO flow through an IdP application

Metadata extraction (MDE)

Default MDE Extraction of metadata on the JDBC driver methods in the connector code

Query-based MDE Extraction of metadata based on custom extraction queries provided by a user

Extracted metadata objects

Data Source Data source object in Alation that is parent to the extracted metadata

Schemas List of schemas

Tables List of tables

Columns List of columns

Column data types Column data types

Views List of views

Source comments Source comments

Primary keys Primary key information for extracted tables

Foreign keys Foreign key information for extracted tables

Functions Extraction of function metadata

Function Definitions Extraction of function definition metadata

Sampling and Profiling

Table sampling Retrieval of data samples from extracted tables

Column sampling Retrieval of data samples from extracted columns

Custom query-based table sampling Ability to use custom queries for sampling specific tables

Custom query-based column sampling Ability to use custom queries for profiling specific columns

Deep column profiling Profiling of columns with the calculation of value distribution stats

Dynamic profiling Ability for individual users to connect with their own database accounts to retrieve table and column

Query Log Ingestion (QLI)

Not supported

Lineage

Not supported

Compose

On-premise instances Availability of Compose on on-premise instances of Alation

Alation Cloud Service instances Depending on your network configuration, you may be using Alation Agent to connect to your

Basic authentication in Compose Authentication in Compose with username and password

OAuth authentication in Compose Authentication in Compose with client ID and client secret

SSO authentication in Compose Authentication in Compose with SSO credentials

6.57.2 Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation
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Configure Network Connectivity

Open outbound TCP port 443 to the Salesforce server.

Create Service Account

For basic authentication and for the initial configuration of the OAuth-based connection, Alation requires a service

account with a username and password. You can use an existing user or create a new user for Alation.

To use a new user, log in to Salesforce and create a User ID and Password. Refer to Usernames and Passwords for more

information.

The service account user must have enough permissions to extract metadata from the database. See API Permissions

below.

API Permissions

Before performing metadata extraction or sampling and profiling, ensure that you enable API permissions for the service

account in Salesforce. In Salesforce, go to Setup > Profiles > <your user profile> > Administrative Permissions and

select the API Enabled checkbox.

Configure OAuth Using Client Credentials Workflow

To use OAuth authentication, you must configure OAuth using Client Credentials Workflow:

1. Start the Connector Access Gateway Service. For information, see the Alation: Start the Connector Access

Gateway Service section in Configure Authentication via AWS STS and an IAM Role.

2. In Alation, click the Settings gear icon in the top right corner.

3. Click Authentication.

4. Under the Authentication Configuration Methods for External Systems section, select OAuth from the Add

configuration dropdown.

5. Configure an OAuth profile with Config name, Client Id, and Client Secret. For more information, see the OAuth section in

Under Client credentials dropdown, select GrantType. For information on the supported formats for

Token Endpoint URL, see Configure a Salesforce Authentication Provider .

Note: Leave the Authorize Endpoint URL, User Info Endpoint URL, and the Redirect URL fields

blank.

6. Click Save.
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6.57.3 Set Up Salesforce OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the Salesforce connector and configure a new Salesforce data source to start using the connector.

Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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Configure a New Salesforce Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Salesforce OCF connector.

6.57.4 Configure the Data Source Connection

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you install the Salesforce OCF connector, you must configure the connection to the data source.

The various steps involved in configuring the Salesforce data source connection setting are:

1. Provide Access

2. Connect to Data Source

Provide Access

To set the data source visibility, go to the Access tab on the Settings page of your Salesforce data source, set the data

source visibility using these options:

• Public Data Source — The data source is visible to all users of the catalog.

• Private Data Source — The data source is visible to the users allowed access to the data source by Data Source

Admins.

You can add new Data Source Admin users in the Data Source Admins section.
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Connect to Data Source

To establish the a connection to data source, you must:

1. Provide the JDBC URI

2. Configure Authentication

3. Configure API Information

4. Configure Firewall Connection

5. Configure Proxy Settings

6. Configure Logging

7. Configure Schema Properties

8. Configure Additional Connection Settings

9. Test the Connection

Provide the JDBC URI

Important: We recommend that you provide the values in the corresponding fields on the General Settings page

instead of the JDBC URI field in the Datasource Connection section. Leave this field empty if all the connection

properties you need are available in the user interface.

JDBC URI Format OAuth Authentication in Compose

Use the following format of the JDBC URI for OAuth authentication in Compose:

salesforce://Authscheme=OAuth;OAuthClientId=<Clietnt_ID>;OAuthClientSecret=<Client_Secret>;

Configure Authentication

For metadata extraction (MDE), profiling and sampling, and query log ingestion (QLI), the connector supports Basic

and OAuth authentication.

Note: Salesforce OCF connector doesn’t support SSL authentication. Skip the SSL section the General Settings tab.

Note: If you want the driver to automatically select the authentication type based the connection properties you have

set, select Auto from the Auth Scheme drop down from the Authentication section of General Settings tab.
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Configure Basic Authentication

1. On the Settings page of your Salesforce data source, go to the General Settings tab.

2. In the Connector Settings section, go to the Authentication section.

3. Select Basic from the Auth Scheme drop down.

4. Provide the following details .

Field Description

User Specify the service account username.

Password Specify the service account password.

Security Token Specify the security token used to authenticate access

to the Salesforce account.

Use Sandbox Select this checkbox if you want to establish a connec-

tion to a Salesforce sandbox account.

Note: For more information on how to retrieve a security token, see Security Token.

5. Click Save.

Configure OAuth Authentication

Before configuring OAuth authentication in Alation user interface, ensure that you have completed all the steps mentioned

in the Configure OAuth Using Client Credentials Workflow section of Prerequisites.

1. On the Settings page of your Salesforce data source, go to the General Settings tab.

2. In the Connector Settings section, go to the Authentication section.

3. Select OAuth Client Credentials from the Auth Type drop down.

4. Select the OAuth profile that you created (see the Configure OAuth Using Client Credentials Workflow section

of Prerequisites) from the Authentication Profiles drop down.

5. Click Save.

You can skip all the other fields under the Authentication section.

Configure API Information

Specify the information related to Salesforce API for connection.
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Configure API Connection

To configure the API connection, perform these steps:

1. On the Settings page of your Salesforce data source, go to the General Settings tab.

2. In the Connection section, provide the following information:

Parameter Description

API Version Specify the Salesforce API version to use.

Login URL Specify the Salesforce server URL to log in .

Configure Bulk API

To configure the Bulk API settings, perform these steps:

1. On the Settings page of your Salesforce data source, go to the General Settings tab.

2. In the BulkAPI section, provide the following information:

Parameter Description

Use Bulk API Select to choose asynchronous bulk API. Default is synchronous SOAP API.

Bulk API Con-

currency Mode

Select the concurrency mode for processing bulk rows with Bulk API v1.

Bulk Polling In-

terval

Specify the time interval in milliseconds between requests that check the avail-

ability of the bulk query response. Default is 500 milliseconds.

Bulk Query

Timeout

Specify the timeout in minutes for which the provider will wait for bulk query

response. Default is 25 seconds.

Wait For Bulk

Results

Select to wait for bulk results when using asynchronous bulk API.

Configure Tooling API

To configure the Tooling API settings, perform these steps:

1. On the Settings page of your Salesforce data source, go to the General Settings tab.

2. In the ToolingAPI section, select Use Tooling API to use the Salesforce Tooling API for connection.

Configure Firewall Connection

To configure the firewall connection, perform these steps:

1. On the Settings page of your Salesforce data source, go to the General Settings tab.

2. In the Firewall section, provide the following information:
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Field Description

Firewall Type Specify the protocol to be used by a proxy-based fire-

wall. - NONE

• TUNNEL — Indicates that the driver opens a

connection to Salesforce, and traffic flows back

and forth through the proxy. The default port is

80.

• SOCKS4 - Indicates that the driver sends data

through the SOCKS 4 proxy specified by the Fire-

wall Server and Firewall Port and passes the user

value to the proxy, determining whether to grant

the connection request. The default port is 1080.

• SOCKS5 — Indicates that the driver sends data

through the SOCKS 5 proxy specified by Firewall

Server and Firewall Port. The default port is 1080.

Firewall Port Specify the TCP port for a proxy-based firewall.

Firewall User Specify a username to authenticate to a proxy-based

firewall.

Firewall Password Specify a password used to authenticate to a proxy-

based firewall.

3. Click Save.

Configure Proxy Settings

To configure the proxy settings, perform these steps:

1. On the Settings page of your Salesforce data source, go to the General Settings tab.

2. In the Proxy section, provide the following information:
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Field Description

Proxy Auto Detect Select the Proxy Auto Detect check box to use the sys-

tem proxy settings. This parameter takes precedence

over other proxy settings. Therefore, clear the Proxy

Auto Detect checkbox to use custom proxy settings.

Proxy Server Specify a proxy server’s hostname or IP address to

route HTTP traffic through. By default, Alation uses

the system proxy. To use another proxy, clear the Proxy

Auto Detect checkbox.

Proxy Port Specify the TCP port on which the Proxy server runs.

Proxy Auth Scheme Specify the authentication type to authenticate to the

Proxy Server proxy. BASIC — Indicates HTTP BA-

SIC authentication.

DIGEST — Indicates HTTP DIGEST authentication.

NEGOTIATE - Uses an NTLM or Kerberos token

based on the applicable protocol for authentication.

PROPRIETARY — Does not generate an NTLM or

Kerberos token. You must supply this token in the

Authorization header of the HTTP request.

Proxy User Specify a user name to use to authenticate. to the Proxy

Server proxy.

Proxy Password Specify a password to use to authenticate to the Proxy

Server proxy.

Proxy SSL Type Specify the SSL type to use when connecting to the

Proxy Server proxy.

AUTO — Indicates that if the URL is an HTTPS URL,

the connection uses the TUNNEL. option. If the URL

is an HTTP URL, the component uses the NEVER

option.

ALWAYS — Indicates that the connection is al-

ways SSL enabled.

NEVER — Indicates that the connection is not

SSL enabled.

TUNNEL — Indicates that the connection is through

a tunneling proxy. The proxy server opens a connec-

tion to the remote host and traffic flows back and forth

through the proxy.

3. Click Save.

Configure Logging

To set the logging level for your Salesforce data source logs, perform these steps:

1. On the Settings page of your data source, go to Logging section of General Settings tab.

2. Select a logging level for the connector logs and click Save.

The available log levels are based on the Log4j framework.

You can view the connector logs in Admin Settings > Server Admin > Manage Connectors > Salesforce OCF

connector.
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Configure Schema Properties

To configure schema properties, perform these steps:

1. On the Settings page of your Salesforce data source, go to the General Settings tab.

2. In the Schema section, provide the following information:

Pa-
ram-
eter

Description

Brows-

able

Schemas

Specify the schemas as a subset of the available schemas in a comma-separated list. For

example, BrowsableSchemas=SchemaA,SchemaB,SchemaC.

Ta-

bles

Specify the fully qualified name of the table as a subset of the available tables in a comma-

separated list.

Each table must be a valid SQL identifier that might contain special characters

escaped using square brackets, double quotes, or backticks. For example, Ta-

bles=TableA,[TableB/WithSlash],WithCatalog.WithSchema.`TableC With Space`.

Views Specify the fully qualified name of the Views as a subset of the available tables in a comma-

separated list.

Each view must be a valid SQL identifier that might contain special charac-

ters escaped using square brackets, double quotes, or backticks. For example,

Views=ViewA,[ViewB/WithSlash],WithCatalog.WithSchema.`ViewC With Space`.

Configure Additional Connection Settings

Apart from the mandatory configurations that you perform to connect to the data source on the General Settings tab,

configure the following additional settings:

• Configure Additional Data Source Connections

• Enable or Disable Automatic Lineage Generation

• Configure Miscellaneous Settings

• Disable Obfuscate Literals

Configure Additional Data Source Connections

Alation can associate objects in a data source with objects in another source in the catalog through lineage. For example,

you can show lineage between your data source and BI sources that use its data.

Provide additional connection information for the data source to see lineage across multiple sources on the Lineage

chart.

On the Application Settings section of General Settings tab, provide the host and port information in the Additional

data source connection field.

This parameter is used to generate lineage between the current data source and another source in the catalog, for example

a BI source that retrieves data from the underlying database. The parameter accepts host and port information of the

corresponding BI data source connection.

For more details, see BI Connection Info.
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Enable or Disable Automatic Lineage Generation

You can enable or disable the lineage for the data source to be generated automatically during metadata extraction, query

log ingestion, and from Data Definition Language queries run by users in Compose.

Go to General Settings > Advanced settings of the Settings page of your Salesforce data source and enable or disable

the Disable automatic lineage generation toggle.

Disable the Disable automatic lineage generation toggle when you want to automatically generate the lineage.

Enable this option when you do not want lineage to be automatically generated and prefer to create lineage manually or

using an API.

By default, automatic lineage generation is enabled.

Configure Miscellaneous Settings

1. On the Settings page of your Salesforce data source, go to the General Settings tab.

2. In the Misc section, provide the following details:
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Parameter Description

All Or None Select to fail all inserts, updates, and deletes in

case even a single record fails.

Archive Mode Select to include deleted and archived records

with a standard SELECT query.

Connection LifeTime The maximum lifetime of a connection in sec-

onds. Once the time has elapsed, the connection

object is disposed.

The default is 0, indicating no limit to the con-

nection lifetime.

Continue On Alter Exception Select this checkbox to continue after an ALTER

statement failure.

Expose Conceptual Entities Select this checkbox to display the Salesforce

record types or conceptual entities as tables.

Filter Scope Select the scope to limit the records returned

from queries.

Include Metadata Description Set this property to a value other than NONE to

retrieve the descriptions for columns, tables, or

both from the Metadata API.

NONE — Executes extra API calls for a value

other than NONE.

Columns — Retrieves the descriptions for every

column from the Metadata API.

Tables — Retrieves the descriptions for every

table from the Metadata API.

TablesAndColumns — Retrieves the descriptions for every table and their

respective columns from the Metadata API

Include Reports Select the checkbox to include Salesforce

records as Views.

Max Rows Specify the limit to the number of rows returned

when no aggregation or GROUP BY is used in

the query. This takes precedence over LIMIT

clauses.

Other Specify the properties used for specific use

cases.

Pool Idle Timeout Specify the allowed idle time for a connection

before it is closed. The default value is 60 sec-

onds.

Pool Max Size Specify the maximum connections in the pool.

The default is 100.

Pool Min Size Specify the minimum number of connections in

the pool. The default is 1.

Pool Wait Time Specify the maximum seconds to wait for an

available connection. The default value is 60

seconds.

Pseudo Columns Specify whether or not to include pseudo

columns as columns to the table.

Query Passthrough Select this checkbox to accept SOQL queries.

Read only Select this checkbox to enforce read-only access

to Salesforce from the provider.

Remove BOM Character Select this checkbox to remove BOM character

(char) from the content

Replace Invalid UTF8 Chars Select this checkbox to replace invalid UTF8

characters with ?.

Server Side Aggregation Select this checkbox to use server side aggrega-

tion.

Session Timeout Specify the time in minutes for which a Sales-

force login session is reused.
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3. Click Save.

Disable Obfuscate Literals

You can hide literal values from queries ingested with query log ingestion and displayed on the Queries tab of a schema

and table catalog objects.

Go to General Settings > Obfuscate Literals of the Settings page of your Salesforce data source and disable the

Obfuscate literals toggle.

When enabled, literal values are substituted with placeholder values. Disable this option when you want literal values in

queries to be visible to users.

By default, this option is disabled.

Test the Connection

The connection test checks database connectivity. Alation uses the JDBC URI to connect to the database and to confirm

when the connection is established.

After specifying the JDBC URI and configuring authentication, test the connection.

To validate the network connectivity, go to General Settings > Test Connection of the Settings page of your Salesforce

data source and click Test.

A dialog box appears confirming the status of the connection test.

6.57.5 Configure Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Salesforce OCF connector supports metadata extraction (MDE) based on default queries built in the connector code

but does not support custom query-based MDE. You can configure metadata extraction on the Metadata Extraction

tab of the settings page. For information on the available configuration options, see Configure Metadata Extraction for

OCF Data Sources.

6.57.6 Configure Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

To configure the use of Compose with your Salesforce data source, go to the Compose tab on the Settings page of your

Salesforce OCF data source. For more details, see Configure Compose for OCF Data Sources.
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6.57.7 Configure Sampling and Profiling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Configure Sampling and Profiling for OCF Data Sources.

6.57.8 Migrate Salesforce Data Sources to OCF Connectors

For information on migrating Salesforce sources to OCF connectors, see Migrate Custom DB Data Sources to OCF

Connectors.

Important:

• Once you migrate your Custom DB data source to OCF, make sure that you use the correct JDBC

URI format see before you perform metadata extraction.

• After migration, go to General Settings > Misc and specify the following property in the Other field:

CustomizedDefaultSchemaName=sobjects. Setting the CustomizedDefaultSchemaName pa-

rameter to sobjects prevents the default logical schema name mismatch between the native and

OCF data source.

6.57.9 Troubleshooting

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Troubleshooting.

6.58 SAP ASE (Sybase ASE) OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the SAP ASE OCF connector.

6.58.1 SAP ASE OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for SAP ASE (Sybase ASE) was developed by Alation and is available as a Zip file that can be

uploaded and installed in the Alation application. The connector is compiled together with the required database driver,

so no additional effort is needed to procure and install the driver.

To download the Sybase ASE OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

6.58. SAP ASE (Sybase ASE) OCF Connector 1919



Alation User Guide

This connector should be used to catalog SAP ASE as a data source on Alation on-prem and Alation Cloud Service

instances. It extracts and catalogs such database objects as schema, tables, columns, views, primary key, foreign key,

functions, and function definitions. After the metadata is extracted, it is represented in the data catalog as a hierarchy of

catalog pages under the parent data source. Alation users can leverage the full catalog functionality to search for and

find the extracted metadata, curate the corresponding catalog pages, create documentation about the data source, and

exchange information about it.

Team

The following administrators are required to install this connector:

• Alation administrator:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Installs the connector.

– Creates and configures the SAP ASE data source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

• SAP ASE administrator:

– Creates a service account.

– Provides the JDBC URI to access metadata

– Provides access to databases to extract metadata.

– Assists with setting up Query Log Ingestion.

Scope

The table below shows which metadata objects are extracted by this connector and which operations are supported.

Feature Scope Availability

Authentication

Basic authentication Authentication with username and

password

Yes

LDAP Authentication with the LDAP proto-

col

No

Kerberos Authentication with Kerberos No

Keytab Authentication with Keytab No

SSL SSL Authentication No

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on the

JDBC driver methods in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

Yes

Extracted metadata objects

Data Source Data source object in Alation that is

parent to the extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

continues on next page
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Table 31 – continued from previous page

Feature Scope Availability

Column comments column comments No

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments No

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

Yes

Functions Extract function metadata Yes

Function definitions Extract function definition metadata Yes

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling On-demand profiling of specific

columns with the calculation of value

distribution stats

Yes

Dynamic profiling On-demand table and column profil-

ing by individual users who use their

own database accounts to retrieve the

profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on a

table that contains query history data

Yes

File-based QLI Ingestion of query history based on

a file that contains query history data

No

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

continues on next page
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Table 31 – continued from previous page

Feature Scope Availability

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose with Agent is supported

from connector version 1.2.1.4888.

Yes

Basic Authentication in Compose Authentication in Compose with

username and password

Yes

Query creation and execution Yes

OAuth in Compose Authentication in compose with

OAuth Credentials

No

SSO authentication in Compose Authentication in compose with SSO

Credentials

No

6.58.2 SAP ASE OCF Connector: Install and configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Connectivity

Open outbound TCP port 5000 to the SAP ASE (Sybase ASE) server.

Create a Service Account

Sample SQL to create an account:

CREATE LOGIN alation WITH PASSWORD password

USE <database>;

sp_adduser alation;

Permissions for Metadata Extraction

Ensure the user alation has the following privileges on system tables.

GRANT SELECT on master.dbo.sysdatabases to alation;

GRANT SELECT on sysusers to alation;

GRANT SELECT on sysobjects to alation;

GRANT SELECT on syscomments to alation;

GRANT SELECT on syscolumns to alation;

GRANT SELECT on systypes to alation;

GRANT SELECT on sysindexes to alation;

GRANT SELECT on sysprocedures to alation;

GRANT SELECT on sysconstraints to alation;

GRANT SELECT on syskeys to alation;
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Permissions for Sampling and Profiling

On each database, provide the following grant for profiling each table:

GRANT SELECT ON <table_name> to alation;

JDBC URI

Format

Use the following format to build the JDBC URI:

sybase:Tds:<Host_Name>:<Port>/<DB_name>

DB_name is an optional parameter. If not included, Alation will extract all metadata that the service account was allowed

access to.

Example:

sybase:Tds:10.13.0.242:5000/my_database

Query Log Ingestion Setup

Query Log Ingestion requires access to Monitoring Data Access (MDA) tables. The following configuration setting

must be set on the SAP ASE server before using MDA tables:

1. Ensure that the configuration parameter enable cis is set to 1. If the value is not set to 1, then set it

to 1 and restart the ASE server.

sp_configure "enable cis" 1

Go

2. Assign mon_role to the service account to allow MDA access.

use master

go

grant role mon_role to alation

go

The same procedure is applicable to the sa login. In version 15.7 and onwards, ESD#2, the

mon_role is assigned to sa by default so you may not need to make this change.

use master

go

grant role mon_role to sa

go

Note:

• If the mon_role is not granted to the service account, you will not be able to access the

monSysStatement and monSysSQLText tables.

6.58. SAP ASE (Sybase ASE) OCF Connector 1923



Alation User Guide

• You might need to disconnect or reconnect to activate mon_role after the role is granted

to the login.

3. Test the basic MDA configuration:

select * from master..monState

go

4. Enable Monitoring:

The enable monitoring setting is essentially the master switch for most of MDA functionality.

This must be set to 1 for Alation to have logs to read.

use master

go

sp_configure "enable monitoring", 1

go

5. Enable all configuration parameters.

• For all “pipe” tables, the number of messages is set to 1,000,000. However, you may want to

choose a larger size.

• Logs will be rolled off after the maximum value is set. The maximum permissible value is

2147483647.

• SQL text pipe max messages and statement pipe max messages should be set as equal.

Parameter Command

monSysSQL-

Text

sp_configure “sql text pipe active”, 1 go sp_configure “sql text pipe max

messages”, 1000000 go

monSysState-

ment

sp_configure “statement pipe active”, 1 go sp_configure “statement pipe

max messages”, 1000000 go

Column in

MDA table

sp_configure “statement statistics active”, 1 go sp_configure “per object

statistics active”, 1 go

Cmon*SQLTexttablessp_configure “SQL batch capture”, 1 go

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is SybaseASE OCF connector.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Application Settings

Skip this section as it is not applicable to this data source.

Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parame-
ter

Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Enable

SSL

Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link below.

Truststore

password

Specify the password for the SSL certificate.

The password will be deleted if the data source connection is deleted.
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Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

Metadata Extraction Queries

To use query-based metadata extraction, you will need to write custom queries to extract the metadata. Alation expects

that these queries conform to a specific structure and use some reserved identifiers. After providing custom queries,

save them by clicking Save in this section.

Refer to Extraction Queries for SAP ASE for information about query customization.

Metadata Extraction from Compose

If a table is created from Compose, users will be able to see the relevant table metadata on the catalog page without

re-running MDE.

Users should use the following query format to create tables in Compose:

CREATE TABLE “DATABASE_NAME“.“SCHEMA_NAME”.”TABLE_NAME” ({column properties});
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Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Note: Compose is not available for on-prem databases connected to the Alation Cloud Service instances through

Alation Agent.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

You can configure QLI on the Query Log Ingestion tab of the data source Settings page. Select a QLI option for your

data source and schedule the QLI job if necessary.

Configure Table-Based QLI

You can choose to create a table or a view on your database to store the query history data (table-based QLI) or to

provide a custom query to retrieve query history (custom query-based QLI).

Use the query format below to create a view and flush the query history from the data source:

• Substitute the placeholder view name <schema>.<view> with your actual values.

CREATE VIEW <schema>.<view> as

SELECT

mss.SPID AS SessionId,

mss.StartTime AS StartTime,

round(datediff(ms, mss.StartTime, mss.EndTime)/1000000,3) AS seconds,

mss.DBName AS defaultDatabases,

msst.SQLText AS queryString,

mss.StartTime AS sessionStartTime,

'N' AS cancelled,

msst.SequenceInBatch - 1 as SequenceId,

suser_name(msst.ServerUserID) AS userName

FROM master.dbo.monSysSQLText msst

INNER JOIN

master.dbo.monSysStatement mss

ON msst.SPID = mss.SPID

AND msst.KPID = mss.KPID

AND msst.BatchID = mss.BatchID

AND mss.DBName not in ('sybmgmtdb', 'sybsystemprocs', 'sybsecurity', 'sybmgmtdb', 'dbccdb

', 'sybdiag')

AND mss.ProcedureID = 0

mss.StatementNumber = 0;

On the Query Log Ingestion tab under Connector Settings > Query Extraction, in the Table Name field specify the

name of the view in which the query logs are available. Make sure that the service account has SELECT permission to

access this view. The table name must be provided in the format db_name.schema.view_name.
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Configure Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for custom query-based QLI, Alation will query the system table storing query

history or the table you’ve created to enable QLI every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the QLI

table.

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since the connector expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE

filter. These parameters are not actual column names and should stay as is. They are expected by the connector and will

be substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on

schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.

QLI Query Template

SELECT

mss.SPID AS SessionId,

mss.StartTime AS StartTime,

round(datediff(ms, mss.StartTime, mss.EndTime)/1000000,3) AS seconds,

mss.DBName AS defaultDatabases,

msst.SQLText AS queryString,

mss.StartTime AS sessionstarttime,

'N' as cancelled,

msst.SequenceInBatch - 1 AS SequenceId,

suser_name(msst.ServerUserID) AS username

FROM master.dbo.monSysSQLText msst

INNER JOIN

master.dbo.monSysStatement mss

ON msst.SPID = mss.SPID

AND msst.KPID = mss.KPID

AND msst.BatchID = mss.BatchID

AND mss.DBName NOT IN ('sybmgmtdb', 'sybsystemprocs', 'sybsecurity', 'sybmgmtdb', 'dbccdb

', 'sybdiag')

AND mss.ProcedureID = 0

AND mss.StatementNumber = 0

WHERE startTime >= STARTTIME

AND startTime < ENDTIME;
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Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

Troubleshooting

Refer to Troubleshooting.

6.58.3 Extraction Queries for SAP ASE

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The default extraction queries for the SAP ASE data source are provided below. You can customize them to better suit

your catalog needs. Custom queries can be specified on the Metadata Extraction tab of the data source Settings page

under Metadata Extraction Queries.

You can customize all or some of the queries.

Catalog

Ensure your query has a column labeled as CATALOG in the SELECT list.

SELECT

name AS 'CATALOG'

FROM

master.dbo.sysdatabases

WHERE

name NOT IN ('''')

AND name NOT IN ( 'model' , 'tempdb' , 'sybsystemdb' , 'sybsystemprocs' ,

'pubs2' , 'pubs3' , 'sybmgmtdb')

ORDER BY 'CATALOG'
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Schema

Ensure your query has columns labeled as CATALOG and SCHEMA in the SELECT list.

SELECT *

FROM

(

SELECT db_name() as 'CATALOG',

name as 'SCHEMA'

FROM

dbo.sysusers

WHERE

suid>0 ) a

WHERE

(a.[CATALOG] +'.' + a.[SCHEMA])

NOT IN ('''')

AND a.[SCHEMA] NOT IN ( 'public' , 'guest')

ORDER BY a.[CATALOG],

a.[SCHEMA]

TABLE

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, TABLE_OWNER, TABLE_TYPE, and REMARKS

in the SELECT list.

SELECT *

FROM

(

SELECT

Db_name() AS 'CATALOG',

User_name(s.uid) AS 'SCHEMA',

s.NAME AS TABLE_NAME,

User_name(s.uid) AS TABLE_OWNER,

s.type AS TABLE_TYPE,

NULL AS REMARKS

FROM

sysobjects s) AS x

WHERE

table_type IN ( 'U' )

AND ( x.[catalog] + '.' + x.[schema] ) NOT IN ( '''' )

AND x.[schema] NOT IN ( 'public', 'guest' )

ORDER BY x.[catalog],

x.[schema],

x.table_name
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VIEW

Ensure your query has columns labelled as CATALOG, SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, TABLE_OWNER,

VIEW AS VIEW_TYPE (This is hard coded column), and REMARKS in the SELECT list.

SELECT *

FROM (SELECT

Db_name() AS 'CATALOG',

User_name(O.uid) AS 'SCHEMA',

O.NAME AS VIEW_NAME,

C.text AS VIEW_CREATE_STATEMENT,

C.colid AS SEQID,

User_name(O.uid) AS TABLE_OWNER,

'VIEW' AS 'VIEW_TYPE',

NULL AS REMARKS

FROM

sysobjects O

INNER JOIN

syscomments C

ON O.id = C.id

WHERE type IN ( 'V', 'RS' )

AND C.text IS NOT NULL) AS z

WHERE z.[schema] NOT IN ( 'public', 'guest' )

PRIMARY KEY

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, PK_NAME, COLUMN_NAME, and INDEXTYPE

in the select list.

SELECT

null AS CATALOG,

trim(i.icreator) AS SCHEMA,

trim(i.tname) AS TABLE_NAME,

trim(i.iname) AS pk_name,

i.indextype,

trim(c.cname) AS COLUMN_NAME

FROM

sys.sysindexes i

INNER JOIN sysuserperms u

ON i.icreator = u.user_name

AND i.indextype = 'Primary Key'

INNER JOIN sys.syscolumns c

ON c.tname = i.tname

AND c.in_primary_key = 'Y'

WHERE u.user_id IN (

SELECT creator FROM sys.systable WHERE table_type IN ('BASE', 'VIEW')

)

AND i.icreator IN (<schema1_name>, <schema2_name>)
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FOREIGN KEY

Ensure your query has columns labelled as FK_CATALOG, FK_SCHEMA, FK_TABLE, FK_NAME, FK_COLUMN, PK_CATALOG,

PK_SCHEMA, PK_TABLE, PK_NAME, and PK_COLUMN in the SELECT list.

SELECT *

FROM

(

SELECT

Db_name() FK_CATALOG,

User_name(so.uid) AS FK_SCHEMA,

Object_name(ref.tableid) AS FK_TABLE,

fko.NAME AS FK_NAME,

CASE

WHEN fokey1 != 0 THEN fk1.NAME

ELSE ''

END AS FK_COLUMN,

Db_name() AS PK_CATALOG,

User_name(par.uid) AS PK_SCHEMA,

Object_name(par.id) AS PK_TABLE,

si.NAME AS PK_NAME,

CASE

WHEN refkey1 != 0 THEN pk1.NAME

ELSE ''

END AS PK_COLUMN

FROM

sysobjects so

JOIN sysconstraints con

ON so.id = con.tableid

JOIN sysobjects fko

ON con.constrid = fko.id

JOIN sysreferences ref

ON con.constrid = ref.constrid

JOIN sysobjects par

ON par.id = ref.reftabid

JOIN sysindexes si

ON si.id = par.id

LEFT JOIN syscolumns fk1

ON ref.fokey1 = fk1.colid

AND ref.tableid = fk1.id

LEFT JOIN syscolumns pk1

ON ref.refkey1 = pk1.colid

AND ref.reftabid = pk1.id

WHERE

fko.type = 'RI'

AND so.type = 'U') AS Z

WHERE

(

Z.[fk_catalog] + '.' + Z.[fk_schema] ) NOT IN ( '''' )

AND Z.fk_schema NOT IN ( 'public', 'guest' )

ORDER BY Z.fk_schema,

Z.fk_table,

Z.fk_name

x.TABLE_NAME
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INDEXES

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, COLUMN_NAME, INDEX_NAME, and TYPE

in the SELECT list.

SELECT *

FROM

(

SELECT

Db_name() AS 'CATALOG',

User_name(uid) AS 'SCHEMA',

o.NAME AS TABLE_NAME,

i.NAME AS INDEX_NAME,

Index_col(o.NAME, i.indid, c.colid, uid) AS COLUMN_NAME,

(

CASE

WHEN indid = 1 THEN 'clustered index'

ELSE 'Non-clustered indexes'

END ) AS TYPE

FROM

sysobjects o

INNER JOIN sysindexes i

ON i.id = o.id

INNER JOIN syscolumns c

ON c.id = o.id

WHERE o.type IN ( 'U', 'V' )

AND i.indid > 0

AND i.status & 2048 != 2048

AND Index_col(o.NAME, i.indid, c.colid, uid) IS NOT NULL) AS Z

WHERE ( Z.[catalog] + '.' + Z.[schema] ) NOT IN ( '''' )

AND Z.[schema] NOT IN ( 'public', 'guest' )

ORDER BY Z.[type],

Z.index_name

COLUMNS

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME,

ORDINAL_POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT, LENGTH, and SCALE in the SELECT list.

SELECT *

FROM

(

SELECT

Db_name() AS 'CATALOG',

User_name(T.uid) AS 'SCHEMA',

T.NAME AS TABLE_NAME,

C.NAME AS COLUMN_NAME,

(

CASE

WHEN ST.NAME = 'decimal' THEN ST.NAME || ( '(' || CONVERT(VARCHAR,

C.prec) || ',' || CONVERT(VARCHAR,

C.scale) || ')' )

(continues on next page)
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(continued from previous page)

WHEN ST.NAME = 'numeric' THEN ST.NAME || ( '(' || CONVERT(VARCHAR,

C.prec) || ',' || CONVERT(VARCHAR,

C.scale) || ')' )

ELSE ST.NAME || ( '(' || CONVERT(VARCHAR, C.length) || ')' )

END ) AS TYPE_NAME,

ST.NAME AS DATA_TYPE,

C.colid AS ORDINAL_POSITION,

CASE

WHEN C.status = 8 THEN 'true'

ELSE 'false'

END AS IS_NULLABLE,

sc.text AS COLUMN_DEFAULT,

C.length AS LENGTH,

C.scale AS SCALE,

NULL AS REMARKS

FROM

syscolumns C

INNER JOIN sysobjects T

ON T.id = C.id

INNER JOIN systypes ST

ON C.usertype = ST.usertype

LEFT JOIN syscomments sc

ON C.cdefault = sc.id

WHERE T.type IN ( 'U', 'V', 'RS' )) K

WHERE ( K.[catalog] + '.' + K.[schema] ) NOT IN ( '''' )

AND K.[schema] NOT IN ( 'public', 'guest' )

ORDER BY K.[schema],

K.table_name,

K.ORDINAL_POSITION

FUNCTION DEFINITION

Ensure your query has columns labelled as CATALOG, SCHEMA, FUNCTION_NAME, COLUMN_NAME, ARG_NAME, ARG_TYPE,

TYPE_NAME, ARG_DEF, and COLUMN_TYPE in the SELECT list.

SELECT *

FROM

(

SELECT

Db_name() AS 'CATALOG',

User_name(P.uid) AS 'SCHEMA',

Object_name(P.id) AS FUNCTION_NAME,

T.text AS ARG_DEF,

C.NAME AS COLUMN_NAME,

(

CASE

WHEN ST.NAME = 'decimal' THEN ST.NAME || ( '(' || CONVERT(VARCHAR,

C.prec) || ',' || CONVERT(VARCHAR,

C.scale) || ')' ) WHEN ST.NAME = 'numeric' THEN ST.NAME || ( '(' ||

CONVERT(VARCHAR,

C.prec) || ',' || CONVERT(VARCHAR,

(continues on next page)
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(continued from previous page)

C.scale) || ')' )

ELSE ST.NAME || ( '(' || CONVERT(VARCHAR, C.length) || ')' )

END ) AS TYPE_NAME,

C.NAME AS ARG_NAME,

ST.NAME AS ARG_TYPE,

0 AS COLUMN_TYPE

FROM

dbo.sysobjects P

INNER JOIN syscomments T

ON T.id = P.id

INNER JOIN syscolumns C

ON C.id = P.id

INNER JOIN systypes ST

ON C.usertype = ST.usertype

WHERE P.type IN ( 'SF', 'F' )) Z

WHERE ( Z.[catalog] + '.' + Z.[schema] ) NOT IN ( '''' )

AND Z.[schema] NOT IN ( 'public', 'guest' )

ORDER BY Z.[schema],

Z.function_name

FUNCTIONS

Ensure your query has columns labelled as CATALOG, SCHEMA, FUNCTION_NAME, and REMARKS in the SELECT list.

SELECT *

FROM

(

SELECT DISTINCT

Db_name() AS 'CATALOG',

User_name(o.uid) AS 'SCHEMA',

Object_name(p.id) AS function_name,

NULL AS remarks

FROM

sysprocedures P

INNER JOIN sysobjects O

ON o.id = p.id

WHERE o.type IN ('SF','F')) Z

WHERE

(

z.[CATALOG] +'.' + z.[SCHEMA]) NOT IN ('''')

AND z.[SCHEMA] NOT IN ( 'public' , 'guest')

ORDER BY z.[SCHEMA],

function_name
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6.59 SAP BusinessObjects OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the SAP BusinessObjects OCF connector.

6.59.1 SAP BusinessObjects Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

December 13, 2023

SAP BusinessObjects Connector: Version 1.2.0

Compatible Alation Version - 2022.4 or later

Enhancements

Enhancements to Performance and Memory Utilization

Alation has now improved the SAP BO OCF connector to reduce the MDE time and memory utilization. This

enhancement addresses all the existing or potential performance issues (longer MDE runs).

6.59.2 SAP BusinessObjects Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The SAP BusinessObjects (SAP BO) OCF connector was developed by Alation and is available as a Zip file that can be

uploaded and installed in Manage Connectors.

To download the SAP BO OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog BO as a Business Intelligence source in Alation. The connector catalogs SAP

BO objects such as public folders, Webi documents, reports, report fields, report filters, data providers and data provider

fields. It enables end users to search and find BO objects from the Alation user interface.
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Team

The following administrators are required to install this connector:

• Alation Administrator:

– Installs the connector

– Creates and configures a Business Intelligence source in the Catalog

• BusinessObjects Administrator:

– Creates a Service Account with the Enterprise authentication type

– Provides the API URL to access metadata

– Provides access to public folders to extract metadata.

Scope

The table below shows what features are covered by the connector.

Feature Scope Availability

BO Instance Catalog SAP BO instance in an

Azure Cloud Environment

Yes

Folders Catalog public folders from BO Yes

Filter Folders Ability to include or exclude certain

Folders

Yes

Documents Catalog Webi Documents in a Folder Yes*

Report Tabs Catalog report tabs of a Document Yes

Report fields, variables, calculations Catalog dimensions, measures and

measure expressions of report ob-

jects

Yes

Report Filters Catalogs measures and dimensions Yes

Report object lineage Catalog the lineage of a report object Yes**

Filter Reports Ability to include or exclude certain

reports

No

Report Owner Owners or Authors who created a

report

Yes

Data Providers Catalog Data Providers of docu-

ments. If data provider is created

from Universe, Universe name is ap-

pended in the data provider name

Yes

Universes Universes are cataloged as separate

objects

No

Image Preview Ability to show a thumbnail image

of reports and dashboards

No

Popularity Popularity of Dashboards & Reports No

Security Replication Replicate access control to reports

and dashboards

No

* - Catalogs only Webi type of Documents

** - Report object lineage is available only if the underlying data source is cataloged in Alation and fully qualified SQL

is available from data providers details. The Universe name and host details should be provided in Settings. Lineage

does not work for Snowflake data sources.
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BusinessObjects Object Hierarchy

The following diagram shows the hierarchy of BOBJ objects and how they are cataloged in Alation:

BusinessObjects APIs

The table below lists the BusinessObjects APIs used by this connector to extract metadata from the SAP BO server.
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API Endpoint Description

Authentication

<api-url>/logon/long

Gets the access token for authen-

tication

Users

<api-url>/v1/users

Gets users

Folders

<api-url>/v1/folders

Gets Public folders

Documents

<api-url>/v1/infostore/<folderId>/children?type=webi&pagesize=500

Gets documents inside a folder

Document Details

<api-url>/v1/infostore/,folderId>/children?type=webi&pagesize=500

Gets documents inside a folder

Reports

<api-url>/raylight/v1/documents/<document id>/reports

Gets reports from a document

Report Specifications

<api-url>/raylight/v1/documents/{id}/reports/{id}/specification

Gets report specifications

Universes

<api-url>/raylight/v1/universes

Gets universes

Data Providers

<api-url>/raylight/v1/documents/<document id>/dataproviders

Gets data providers

for a document

Data Provider Details

<api-url>/raylight/v1/documents/{documentId}/dataproviders/{dataProviderId}

Gets details of data providers

Report Elements

<api-url>/raylight/v1/documents/<document id>/reports/<report id>/elements

Gets report elements for reports

and documents

Report Element Details

<api-url>/raylight/v1/documents/{documentId}/reports/{reportId}/elements/ {el-

ementId}

Gets report element details

Report Filters

<api-url>/raylight/v1/documents/<document id>/reports/<report id>/datafilter

Gets filters for reports

Document variables

<api-url>raylight/v1/documents/<document id>/variables

Gets variables for documents

Document Variable Details

<api-url>s/raylight/v1/documents/{documentId}/variables/{variableId}

Gets variable details

Logoff

<api-url>/logoff

Invalidates the token

6.59.3 SAP BusinessObjects Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Configuration in SAP BO

Create a Service Account

STEP 1: Create User

Use the steps described below to create a service account and to grant it the required permissions.

1. Log in into SAP BO Central Management Console (CMC) with admin credentials.

2. Select the Users and Groups option.
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3. Click the Users List option.

4. Right-click and select New User:

5. Select Authentication type as Enterprise and fill in the other details.

6. Select Access type as Guaranteed - named user. Alation recommends Guaranteed - named user so that the

service account can get a token at any time to run extraction.

7. Click Create & Close.

8. The user can be found in the users list.

STEP 2: Create User Group

1. Create a user group:

2. Add the user created for Alation in Step 1 to this group.
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STEP 3: Grant Permissions

The Service Account requires View permissions on folders and universes to extract metadata.

Universe Permissions

1. Log in into CMC and select Universes in the dropdown.

2. Click on Manage and select All Universes:

3. Click on Add Principals:

4. Click on the Group list and select the User Group created in Step 2. Click on Add and Assign Security:

5. Select the View permission and click OK:
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Folder Permissions

1. Similarly, select Folders and select All Folders:

2. Click Add Principals and select the group created in Step 2 of Universe Permissions.

3. Click Add and Assign Security.

4. Under the Access levels tab, select the View permission.

5. Under the Advanced tab, click on Add/Remove Rights:
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6. Click Content:

7. Select Web Intelligence under Content. Grant permissions to View SQL and click OK.

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.
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3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New BI Server Source

This configuration requires the role of the Server Admin.

Add a New BI Server Source

1. Log in to the Alation instance and add a new BI Server source: Apps > Sources > Add > BI Server. The Register

a Business Intelligence Server screen will open.

2. From the Select a Business Intelligence Server type list, select BusinessObjects and enter a Title and a

Description:
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3. Click Add. You will be navigated to your new BI Server source Settings page.

Configure the BusinessObjects BI Source

Perform the configuration on the Settings page.

1. Configure Access:

Applies from release 2023.3.5

On the Access tab, set the BI source visibility as follows:

• Public BI Server—The BI source will be visible to all users of the catalog.

• Private BI Server—The BI Source will be visible to users that have been assigned the

BI Server Admin or Viewer role. It will be hidden for all other users.

You can add more BI Admins or Viewers in the BI Server Admins section if required.

For more information, see Configure Access to OCF BI Sources

2. Configure General Settings:

Note: This section describes configuring settings for credentials and connection information stored in

the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager

to hold such information, the user interface for the General Settings page will change to include the

following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential

information, you enter the ID of the secret. See Configure Secrets for OCF Connector Settings for

details.

Upto 2021.1:
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From 2021.2:

From 2021.3:
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Parameter Description

Disable Hard Sync Leave this checkbox unselected.

Selecting it will disable synchronization of BI objects between Alation

and SAP BO.

Note: This is not applicable from version 2021.2

Disable Automatic Lineage Genera-

tion

Select the Disable Automatic Lineage Generation checkbox to skip

the creation of automatic Lineage after extraction. When automatic Lin-

eage generation is disabled, during extraction Alation does not calculate

Lineage data for this BI source.

For more information, see Disable Automatic Lineage Generation.

Note: This is applicable from version 2021.3

Enable Raw-metadata Dump Leave this checkbox unselected.

This parameter can be used for debugging. When selected, the connector

will not post extracted meta data to Alation. The data will be stored in

files which can be shared with Support for debugging.

Enable Ingestion Replay from Meta-

data Dump

Leave this checkbox unselected.

This parameter can be used for debugging. Metadata from the files

created when the Enable Raw-metadata Dump checkbox is selected

will be loaded into Alation.

Disable Permission Enforcement Leave this checkbox selected.

Permission enforcement is not supported between BusinessObjects and

Alation.

Disable Certification Leave this checkbox selected.

Certification of BI objects in BusinessObjects from Alation is not sup-

ported.

Server URI Enter the server URI used to access BusinessObjects Launch Pad URL.

3. Click Save to save the information you have entered.

4. Specify Connector Settings:
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Parameter Description

SAP BO API URL Enter BO API URL. API URL should end with a slash (“/”)

BO Username Enter username of BusinessObjects Service Account

BO Password Enter password of Business Objects Service Account

Universe Connection Details Used to populate lineage. Provide the universe name and its data source

hostname as key value pairs separated by the equals (=) symbol. Multi-

ple universes should be separated by semicolons (;).

Example: If the Customer universe is created from https:/

/oracle.datasource.com and the Human Resources.unx

is derived from http://mysql.server.com, then the values

will be Customer=https://oracle.datasource.com;Human

Resources.unx=http://mysql.server.com

Disable Server Certification Used to bypass certificate validation for REST APIs (Not recommended).

Applicable for HTTPS.

Server SSL Certificate Upload the SAP BO Server certificate.

Log Level Select the log level to generate logs. The available options are INFO,

DEBUG, WARN, TRACE, ERROR, FATAL, ALL.

Note: This field is available from SAP BO OCF Connector

version 1.1.0.

Extract child Folders Enable this checkbox to extract child folders of selected folders along

with selected folders from folders list.

Request timeout in seconds Provide time in seconds to set timeout for each API.

Cross-System Lineage:

Cross-System Lineage is to generate lineage between this SAP BusinessObjects BI source and any

supported data source by this connector. To generate the cross-system Lineage, specify the host name

and the port number of this BI source on the RDBMS connector’s General Settings > Application

Settings > BI Connection Info field in the format mentioned below:
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Host_Name:Port_Number

Example: adb-8443049157651279.19.azuredatabricks.net:443

Note: This image is from the supported data source General Settings page.

5. Click Save.

6. Under Test Connection, click Test to validate network connectivity.

7. Configure metadata extraction under Extraction Settings. Turn on Selective Extraction, if required. Selective

extraction settings are used to apply a filter to include or exclude a list of Folders.

From connector version 1.1.0:

Extraction of nested folders is supported in selective extraction. Users can extract the sub-folders by

performing selective extraction and catalog them without extracting its parent folders.

8. Click Get List of Projects to first fetch the list of Folders from BusinessObjects.
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9. The status of the Get Projects action is logged in the Job History table at the bottom of the Settings page.

10. After folder synchronization is complete, a drop-down list of the main Level of public folders will become enabled.

11. Select one or more Folders:

12. Check if you are using the desired filter option. Available filter options are described below:

Filter Option Description

Extract all Folders except Extract metadata from all Folders except from the workspaces selected.

Extract only these Folders Extract metadata only from the selected Folders.
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13. Click Run Extraction Now to extract metadata. The status of the extraction action is also logged in the Job

History table at the bottom of the page.

14. If you wish to automatically update the metadata extracted into the Catalog, under Automated and Manual

Extraction, turn on the Enable Automated Extraction switch and select the day and time when metadata must

be extracted. The metadata extraction will be automatically scheduled to run on the selected schedule.

Limitations

• Incremental MDE is not supported.

• Metadata extraction can take more time if the number of objects selected for MDE is large.

• The SAP BO queries should not have SAP BO specific template objects, as it does not show the lineage for the

tables used in that query.

• The SAP BO queries should be fully qualified for their datasources. For example, the query represented below is

not fully qualified for MySQL as the schema is missing:

SELECT TEST5.TEST2_COL1, customer_details_new_1.col FROM TEST5,

customer_details_new_1

For the above query the lineage will be shown as a temp object for TEST5 and customer_details_new_1.

Troubleshooting

Test Connection

If test connection fails, make sure the API URL and Service Account credentials are entered correctly.

If Lineage from data provider to underlying data sources table is not generated:

• Lineage details for reports created from the universe and the universe should be created from a single data source.

• Check whether the connection objects are populated with the queries under the data provider. If connection

objects are missing, it is a permission issue. Check STEP 3: Grant Permissions.

• Make sure the Universe Name and the Host Name details are provided in the Connector Settings.

• Check if the tables used in queries in the connection object are cataloged in Alation by searching.

• Lineage will be generated by parsing queries. Query parsing will be done by Alation QLI and not by the Connector.

Check if there are any query parsing errors.

Logs to be collected

• NGINX logs: /opt/hydra/agent/logs

• Alation Connector Manager logs:

– To tail:

docker logs -f agent

– Write to a file:

docker logs agent >& agent.logs 2>&1
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• Connector logs

Note: alation_ypireti commands should be run from the Alation shell as user alation.

– To get Connector ID:

alation_ypireti list --fields id name

– To tail:

alation_ypireti kratos --subcommand tail <connector_id>

– Write logs to a file:

alation_ypireti kratos --subcomand tail <conector_id> > connector.

log 2>&1

– Write logs from specific date to a file:

alation_ypireti kratos --subcommand logs --since 2020-08-15

<connector_id> > connector.log 2>&1

• Ingestion logs:

Ingestion logs are available in the celery-default_error.log file.

6.60 SAP BW OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the SAP BW OCF connector.

6.60.1 SAP BW OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

November 22, 2023

SAP BW OCF Connector: Version 1.2.0

Compatible Alation version: 2022.4 or higher
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Enhancements

Improved Performance and Memory Utilization

Alation has now improved the metadata extraction logic for the SAP BW OCF connector to enhance performance and

memory utilization.

This enhancement will address the existing or potential performance issues (longer MDE runs) or MDE failures due to

out-of-memory errors in the Connector.

6.60.2 SAP BW Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for SAP BW is developed by Alation and is available as a Zip file that can be uploaded and installed

in the Alation application. This connector supports cataloging SAP BW and SAP BW/4HANA data sources.

To download the SAP BW OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

Extraction from an SAP BW data source requires the use of a separate tool—Alation Rala. Cataloging metadata from

SAP BW in Alation includes two stages:

• Using Alation Rala to extract metadata and export it to JSON files

• Using the OCF Connector for SAP BW to extract metadata from the source JSON files into the Alation catalog.

The exported JSON files that you want ingested into the Alation catalog will need to be placed onto a supported storage

system. The connector can work with three storage systems:

• Amazon S3
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• Azure Storage

• Windows SMB file share.

Create a ticket with Alation Support about receiving the SAP BW connector package and the Alation Rala package.

Team

You may need the assistance of your SAP administrator and your storage system administrator to configure the use of

the SAP BW connector end to end, which involves the following activities:

• Install Alation Rala in your network

• Provide a database as the Alation Rala Repository

• Grant the appropriate access rights for Alation Rala to connect to SAP ECC

• Extract metadata from SAP ECC into Alation Rala Repository

• Export metadata from Alation Rala to the JSON format

• Procure storage for the exported JSON files and collect access information for Alation.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.
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Feature Scope Availability

Authentication

Depends on the storage system
• Azure Storage

– Azure Storage account

name

– Azure Storage key

• Windows SMB

– SMB file share user

– SMB file share password

• Amazon S3

– User access key ID

– User secret access key

Yes

SSL No

Metadata extraction (MDE)

Default MDE (full extraction) Extraction of metadata from JSON

exports available on a supported stor-

age system

Selective MDE is not supported

Yes

Custom query-based MDE Not applicable No

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Views List of views Yes

Source comments Some asset attributes are extracted as

source comments

Yes

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

Yes

Sampling and Profiling No

Query Log Ingestion (QLI) No

Compose No

Popularity No

Lineage

Direct lineage based on MDE * Alation calculates lineage based on

the relationship files exported from

SAP BW. The relations represent

references between SAP BW assets.

Alation extracts the source asset

names, target asset names, and re-

lationship type, and builds lineage

between source tables, target tables,

and dataflow objects. The name

of the relationship is added to the

dataflow content. Lineage data is

available on the Lineage tab on cata-

log pages of tables

Yes

6.60. SAP BW OCF Connector 1957



Alation User Guide

* The direct lineage feature is enabled by default from Alation version 2023.1. On earlier versions, you can enable it by

setting the alation_conf parameter alation.ocf.mde.direct_lineage.enable_extraction to True. With this

setting in True, Alation will calculate the direct lineage data for your BW data source during MDE.

Object Mapping Between SAP BW and Alation

See the table below for more details on object mapping between SAP BW and Alation:

• Asset types are represented as schemas.

• Tables are mapped to asset names. For example, an object CUB: DCABWCJC1will be a table in Alation in a schema

mapped onto a SapBwCube asset. The logical name and the full path to a table-level object will be extracted into

the Source Comments field available on the catalog page of this object.

• Some asset types are fields to other asset types. These atomic field level asset types are represented as columns.

SAP Asset Type Ala-
tion
Object

SapBwCube

SapBwHcpr

SapBwDso

SapBwAdso

SapBwDsource

SapBwISource

SapBwOHub

SapBwAggrLv

SapBwOpenOdsV

SapBwQuery

SapBwInfoObject

SapBwFieldGroup

SapBwReusableComp

SapBwInfoArea

Schema

SapBwField

SapBwInfoObjectAttribute

Col-

umn
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Supported Relationships

Relationships Metadata Used for

ViewComposedOfView

ViewComposedOfTable

SapBwInfoObjectDerivedRef

SapBwDataStructureReusableCompRef

SapBwDataStructureNavAttributeRef

SapBwDataStructureFieldGroup

SapBwDataStructureBasedOnRef

DataAssetGroupToDataStructure

DataAssetGroupHierarchyRef

Table-

level

lineage

SapBwFieldGroupFieldRef

SapBwDataStructureField

ColumnTable

Column

to table

relation-

ship

SapBwFieldReuseableCompRef

SapBwFieldInfoObjectRef

ColumnViewLinkColumn

ColumnFKeyColumn

Foreign

keys and

lineage

Supported Asset Attributes

Asset Attributes Extracted as

PhysicalName Name of the Alation object

LogicalName

LongDescription

Source comments

ColumnPosition Ordinal position of column object

IsPrimaryKey Primary key information

DataType

IsNullable

Column properies

TableType

RowCount

Size

DecimalPlaces

DataElement

Domain

LogicalDataType

DbmsDataType

IsMarkedColumn

IsLinkedToMarkedColumn

IsMarkedOrLinkedColumn

SapBwInfoObjectType

SapBwInfoProviderType

SapBwInfoObjectAttributeType

SapBwReusableCompType

MetaDataChanged

Not supported
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Limitations

• The connector does not support parallel streaming and only streams from one source at a time.

• You may notice a short delay in displaying lineage after successful MDE. This is due to the time required to

calculate the direct lineage. The delay is proportional to the size of the extracted metadata and may vary from

several seconds to a few minutes.

6.60.3 SAP BW Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prerequisites

Install Alation Rala

Alation will provide the Alation Rala installer and its documentation, including:

• Getting Started Guide—System requirements and steps to install the product.

• User Guide—Detailed information on the Alation Rala functionality.

Using the Alation Rala documentation, install Alation Rala on a local machine in your network that can reach your SAP

server.

Note: To install and use Alation Rala, you will require the involvement of a team of personnel across your

organization. You will need to provide:

• A Windows machine to install Alation Rala.

• A database for storing the extracted metadata.

• Access to SAP for Alation Rala to extract the metadata stored in the data dictionary.

Extract Metadata with Alation Rala

Use Alation Rala to extract the metadata from SAP and export it to JSON files. Make sure that the exported JSON files

contain all the metadata that you want to catalog in Alation.

Provide Storage for the Exported Files

Place the exported JSON files onto an available storage system system and provide access to Alation. The storage system

you choose to host the files must allow network connectivity to the Alation server. Alation supports Amazon S3, Azure

Storage, and Windows SMB as storage options.
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Provide Access to Alation

Permissions

Azure Storage

Grant the account you are using in Alation the read access to the storage container storing the JSON files.

Alation expects the following information to connect:

• Azure Storage account name

• Azure Storage key

• Azure Storage container name

• Azure Storage folder name

Amazon S3

Create an Amazon S3 user with these permissions:

• s3:GetObject on the bucket that stores the JSON exports—Required to perform extraction

• s3:ListBucket on the bucket that stores the JSON exports—Required to perform extraction

• s3:ListAllMyBuckets—Required to perform the Test Connection check when configuring the connection in

Alation

Alation expects the following information to connect:

• Bucket name

• Folder prefix

• User secret access key

• User access key ID

• AWS region

Windows SMB

Create a file share user with the Read access to the directories with the JSON exports.

Alation expects the following information to connect:

• The DNS/IP address of the SMB machine

• SMB share name

• Folder name

• SMB file share user

• SMB file share password
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Configuration in Alation

STEP 1: Install the Connector

Alation On-Prem

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

1. If this has not been done on your instance, install Alation Connector Manager: Install Alation Connector Manager.

2. Make sure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Important: If your storage system is Windows SMB, use Alation Agent to connect. Other supported storage

systems—Amazon S3 and Azure Storage—do not require Alation Agent.

Using Alation Agent

If connecting with the Alation Agent, create a Support ticket with Alation to ensure that Alation Agent is enabled on

your cloud instance and that Alation Connector Manager is up and running. You will receive access to the Alation

Customer Portal to download the Alation Agent installer.

To install the connector:

1. Install Alation Agent using the information in Alation Agent.

2. Install the OCF connector on Alation Agent.

Connecting Without Alation Agent

On Alation Service Cloud instances, the Alation Connector Manager is available by default.

To install the connector:

1. Make sure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is SAP BW OCF Connector.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Application Settings

Not applicable to this data source.

Connector Settings

Configure connection to the storage platform where the exported JSON files are available under the appropriate section.

Configure connection to the storage platform where the exported JSON files are available under the appropriate section.

Azure Storage Configuration

Field Description

Azure Storage Account

Name

Specify the Azure Storage account name to connect to Azure Storage from Alation.

Azure Storage Key Specify the key for your Azure Storage account name for Alation to connect to Azure

Storage.

Azure Storage Container

Name

Specify the container name.

Azure Storage Folder Name Specify the folder name that stores the JSON files.
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Windows SMB Network Storage Configuration

Field Description

DNS/IP Address Specify the IP address of the SMB storage machine.

SMB Share name Specify the SMB share name.

Folder name Specify the folder name.

SMB file share user Specify the SMB file share username.

SMB file share password Specify the user’s password.

Amazon S3

Field Description

Bucket Specify the bucket name.

Folder Prefix Specify the folder prefix if using a prefix.

User Access key ID Specify the access key ID for the S3 user you’re using to connect from Alation.

User Secret Access key Specify the secret access key.

AWS Region Specify the AWS region of the account that contains the bucket.

Logging and Extraction Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Not applicable to this data source.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Metadata Extraction

After providing the connection information, configure extraction on the Metadata Extraction tab.

Note: MDE from an SAP BW data source will utilize memory resources on the Alation instance relative

to the size of the source JSON files to be ingested. During MDE, Alation loads the source asset and relation

files to memory for processing. The asset names, asset types, and attribute metadata in the JSON files are

mapped onto Alation objects—schema, table, column—and direct lineage data is calculated.
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Application Settings

Under Application Settings, you can enable or disable the Raw Metadata Dump or Replay feature.

Enable Raw Metadata Dump or Replay—The options in this drop list can be used to dump the extracted metadata

into files in order to debug extraction issues before ingesting metadata into Alation. This feature can be used during

testing to intercept issues with MDE. It breaks extraction into two steps:

• first, the extracted metadata can be dumped into files and viewed

• second, the metadata from the files can be ingested into Alation.

It is recommended to enable this feature only for MDE debugging purposes. The use of this feature requires access to

the backend of the Alation server.

• Off—Default. Disables Raw Metadata Dump or Replay. Extracted metadata is ingested into Alation.

• Enable Raw Metadata Dump—Select this option to save the extracted metadata into a folder. The metadata

dump will be saved in four files (attribute.dump, function.dump, schema.dump, table.dump) in the folder

opt/alation/site/tmp/ inside Alation shell.

• Enable Ingestion Replay—Select this option to ingest the metadata from the files into Alation.

Selective Extraction

Selective extraction is not supported.

Alation performs full extraction of metadata from the JSON files available on a storage system. Every time you run

extraction, Alation overwrites the previously extracted metadata with the metadata in the JSON files that are currently

available in the storage folder or bucket.

Automated Extraction

If you wish to automatically update the metadata in the catalog, under Automated and Manual Extraction, enable the

Enable Automated Extraction toggle and select the day and time when metadata must be extracted. The metadata

extraction will be automatically scheduled to run at the selected day and time.

Incremental extraction is not supported. Every time the scheduled MDE job runs, Alation performs a full extraction

from the JSON files, overwriting the previously extracted metadata.

Performing Extraction

Click Run Extraction Now under Automated and Manual Extraction to extract metadata. The status of the extraction

action is logged in the Extraction Job Status table at the bottom of the page.
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Troubleshooting

Refer to Troubleshooting.

Deleting the Data Source

You can delete your data source from the General Settings tab. Under Delete Data Source, click Delete to delete the

data source connection.

6.61 SAP ECC OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics explaining how to install, configure, and use the OCF connector for SAP ECC.

6.61.1 SAP ECC OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

November 22, 2023

SAP ECC OCF Connector: Version 1.2.0

Compatible Alation version: 2022.4 or higher

Enhancements

Improved Performance and Memory Utilization

Alation has now improved the metadata extraction logic for the SAP ECC OCF connector to enhance performance and

memory utilization.

This enhancement will address the existing or potential performance issues (longer MDE runs) or MDE failures due to

out-of-memory errors in the Connector.

6.61.2 SAP ECC OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF Connector for SAP ECC was developed by Alation and is available as a Zip file that can be uploaded and

installed in the Alation application. The connector is compiled together with the required database driver, so no additional

effort is needed to procure and install the driver.

To download the SAP ECC OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer
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Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

Extraction from an SAP ECC data source requires the use of a separate tool—Alation Rala.

Note: Create a ticket with Alation Support about receiving the SAP ECC connector package, Alation Rala

installer, and Rala documentation.

Cataloging an SAP ECC data source in Alation includes two stages:

1. Using Alation Rala to extract metadata from SAP ECC and export it to JSON files.

2. Using the OCF Connector for SAP ECC to extract metadata from the source JSON files into Alation.

The exported JSON files that you want ingested into the Alation catalog need to be placed onto a supported storage

system. The connector can work with three storage systems:

• Amazon S3

• Azure Storage

• Windows SMB file share.

The connector can be used on both Alation on-premise and Cloud Service instances. It extracts and catalogs such SAP

ECC assets as:

• Schema

• Table

• View

• Column

• DataAsset

• DataAssetGroup
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Object Mapping Between SAP ECC and Alation

Refer to the table below for information on how the extracted SAP ECC objects are mapped onto Alation objects:

• Asset types are represented as schemas.

• Tables are inferred from Table asset names. The logical name and the full path to a table-level object will be

extracted into the Source Comments field on the catalog page of this object.

• Columns are inferred from Column asset names.

SAP Asset Type Alation object

• Schema

• Table

• View

• DataAsset

• DataAssetGroup

Schema

Table asset name Table

Column asset name Column

Tables and columns are mapped to asset names. In the example below, the asset with assetName = /ABC1/NAME will

be a table /ABC1/NAME under a schema named Table in Alation:

{

"assetType": "Table",

"assetName": "/ABC1/NAME",

"displayName": "/ABC1/NAME",

"attributes":

{

"PhysicalName": "/ABC1/NAME",

"LogicalName": "Shipped items",

"LongDescription": null,

"TableType": "Transparent",

"RowCount": 0,

"MetaDataChanged": "2004-02-10T13:59:10"

}

}

In the next example, the asset with the assetName = /ABC1/NAME > DEF2 will be a column with the name DEF2

under the table /ABC1/NAME in Alation:

{

"assetType": "Column",

"assetName": "/ABC1/NAME > DEF2",

"displayName": "DEF2",

"attributes":

{

"PhysicalName": "DEF2",

"LogicalName": "Client",

"LongDescription": "A legally independent unit",

"ColumnPosition": 1,

"IsPrimaryKey": true,

"IsNullable": false,

(continues on next page)

1970 Chapter 6. Open Connector Framework



Alation User Guide

(continued from previous page)

"DataType": "CLNT",

"LogicalDataType": "String",

"DbmsDataType": "VARCHAR2(3)",

"Size": 3,

"DataElement": "DEF2",

"Domain": "DEF2"

}

}

Supported Relationships

The connector processes asset-to-asset relationships in SAP exports in order to build foreign key and lineage relationships

in the Alation catalog. The following relationships are analyzed:

Relationship Used for

ColumnFKeyColumn Table-level lineage or foreign key relationships

ViewComposedOfTable Table-level lineage

ViewComposedOfView Table-level lineage

ColumnViewLinkColumn Table-level lineage or foreign key relationships

DataAssetGroupHierarchyRef Table-level lineage

DataAssetGroupToDataStructure Table-level lineage

Supported Asset Attributes

Asset Attributes Is Supported? Extracted as

PhysicalName Yes Name of the Alation object

LogicalName Yes Source Comments

LongDescription Yes Source Comments

ColumnPosition Yes Ordinal position of column object

IsPrimaryKey Yes Primary key information

IsNullable Yes Column properties

DataType Yes Column properties

LongDescription No

TableType No

RowCount No

Size No

DecimalPlaces No

DataElement No

Domain No

LogicalDataType No

DbmsDataType No

IsMarkedColumn No

IsLinkedToMarkedColumn No

IsMarkedOrLinkedColumn No

MetaDataChanged No
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Team

You will need the assistance of your SAP administrators and your infrastructure administrator to configure the use of the

SAP ECC connector end to end, which involves the following activities:

• Install Alation Rala in your network

• Provide a database as the Alation Rala Repository

• Grant the appropriate access rights for Alation Rala to connect to SAP ECC

• Extract metadata from SAP ECC into Alation Rala Repository

• Export metadata from Alation Rala to the JSON format

• Procure storage for the exported JSON files and collect access information for Alation

• Install the connector in Alation

• Create and configures an SAP ECC data source in Alation

More details are available in SAP ECC OCF Connector: Install and Configure.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.
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Feature Scope Availability

Authentication

Depends on the storage system
• Azure Storage

– Azure Storage account

name

– Azure Storage key

• Windows SMB

– SMB file share user

– SMB file share password

• Amazon S3

– User access key ID

– User secret access key

Yes

SSL No

Kerberos Not applicable No

LDAP Not applicable No

Metadata extraction (MDE)

Default MDE (full extraction) Extraction of metadata from JSON

exports stored on a supported storage

system.

Selective MDE is not supported.

Yes

Custom query-based MDE Not applicable No

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Views List of views Yes

Source comments The LogicalName and

LongDescription field values

are extracted as source comments.

Yes

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

Yes

Sampling and Profiling No

Query Log Ingestion (QLI) No

Compose No

Popularity No

Lineage

Direct lineage based on MDE * Alation calculates lineage based on

the relationship files exported from

SAP ECC. The relations represent

references between SAP ECC as-

sets. Alation extracts the source as-

set names, target asset names, and

relationship type, and builds lineage

between source tables, target tables,

and dataflow objects. The name

of the relationship is added to the

dataflow content. Lineage data is

available on the Lineage tab on cata-

log pages of tables.

Yes
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* Direct lineage extraction from OCF data sources is enabled by default from version 2023.1. It is controlled by

the alation_conf parameter alation.ocf.mde.direct_lineage.enable_extraction. With this setting in True,

Alation will calculate the direct lineage data for your ECC data source during MDE.

Limitations

• The connector does not support parallel streaming and only streams from one source at a time.

• You may notice a delay in displaying lineage after a successful MDE, as the direct lineage calculation takes some

time to complete. The delay is proportional to the size of the extracted data and may vary from several seconds to

1 minute.

• Some assetName values may include the “greater than” special character >. The connector splits such values and

ingests the content after the “greater than” symbol as the column name. As the result, you may see an incorrect

column name on the corresponding catalog page.

6.61.3 SAP ECC OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prerequisites

Install Alation Rala

Alation will provide the Alation Rala installer and its documentation, including:

• Getting Started Guide—System requirements and steps to install the product.

• User Guide—Detailed information on the Alation Rala functionality.

Using the Alation Rala documentation, install Alation Rala on a local machine in your network that can reach your SAP

server.

Note: To install and use Alation Rala, you will require the involvement of a team of personnel across your

organization. You will need to provide:

• A Windows machine to install Alation Rala.

• A database for storing the extracted metadata.

• Access to SAP for Alation Rala to extract the metadata stored in the data dictionary.

Extract Metadata with Alation Rala

Use Alation Rala to extract the metadata from SAP and export it to JSON files. Make sure that the exported JSON files

contain all the metadata that you want to catalog in Alation.
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Provide Storage for the Exported Files

Place the exported JSON files onto an available storage system system and provide access to Alation. The storage system

you choose to host the files must allow network connectivity to the Alation server. Alation supports Amazon S3, Azure

Storage, and Windows SMB as storage options.

Provide Access to Alation

Permissions

Azure Storage

Grant the account you are using in Alation the read access to the storage container storing the JSON files.

Alation expects the following information to connect:

• Azure Storage account name

• Azure Storage key

• Azure Storage container name

• Azure Storage folder name

Amazon S3

Create an Amazon S3 user with these permissions:

• s3:GetObject on the bucket that stores the JSON exports—Required to perform extraction

• s3:ListBucket on the bucket that stores the JSON exports—Required to perform extraction

• s3:ListAllMyBuckets—Required to perform the Test Connection check when configuring the connection in

Alation

Alation expects the following information to connect:

• Bucket name

• Folder prefix

• User secret access key

• User access key ID

• AWS region

Windows SMB

Create a file share user with the Read access to the directories with the JSON exports.

Alation expects the following information to connect:

• The DNS/IP address of the SMB machine

• SMB share name

• Folder name
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• SMB file share user

• SMB file share password

Configuration in Alation

STEP 1: Install the Connector

Alation On-Prem

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

1. If this has not been done on your instance, install Alation Connector Manager: Install Alation Connector Manager.

2. Make sure that the OCF connector Zip file that you received from Alation is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Important: If your storage system is Windows SMB, use Alation Agent to connect. Other supported storage

systems—Amazon S3 and Azure Storage—do not require Alation Agent.

Using Alation Agent

If connecting with the Alation Agent, create a Support ticket with Alation to ensure that Alation Agent is enabled on

your cloud instance and that Alation Connector Manager is up and running. You will receive access to the Alation

Customer Portal to download the Alation Agent installer.

To install the connector:

1. Install Alation Agent using the information in Alation Agent.

2. Install the OCF connector on Alation Agent.

Connecting Without Alation Agent

On Alation Service Cloud instances, the Alation Connector Manager is available by default.

To install the connector:

1. Make sure that the OCF connector Zip file that you received from Alation is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is SAP ECC Connector.

Access Tab

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.
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Application Settings

Not applicable to this data source.

Connector Settings

Configure connection to the storage platform where the exported JSON files are available under the appropriate section.

Azure Storage Configuration

Field Description

Azure Storage Account

Name

Specify the Azure Storage account name to connect to Azure Storage from Alation.

Azure Storage Key Specify the key for your Azure Storage account name for Alation to connect to Azure

Storage.

Azure Storage Container

Name

Specify the container name.

Azure Storage Folder Name Specify the folder name that stores the JSON files.

Windows SMB Network Storage Configuration

Field Description

DNS/IP Address Specify the IP address of the SMB storage machine.

SMB Share name Specify the SMB share name.

Folder name Specify the folder name.

SMB file share user Specify the SMB file share username.

SMB file share password Specify the user’s password.

Amazon S3

Field Description

Bucket Specify the bucket name.

Folder Prefix Specify the folder prefix if using a prefix.

User Access key ID Specify the access key ID for the S3 user you’re using to connect from Alation.

User Secret Access key Specify the secret access key.

AWS Region Specify the AWS region of the account that contains the bucket.
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Logging and Extraction Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Not applicable to this data source.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Metadata Extraction

After providing the connection information, configure extraction on the Metadata Extraction tab.

Note: MDE from an SAP ECC data source will utilize memory resources on the Alation instance relative

to the size of the source JSON files to be ingested. During MDE, Alation loads the source asset and relation

files to memory for processing. The asset names, asset types, and attribute metadata in the JSON files are

mapped onto Alation objects—schema, table, column—and direct lineage data is calculated.

Application Settings

Under Application Settings, you can enable or disable the Raw Metadata Dump or Replay feature.

Enable Raw Metadata Dump or Replay—The options in this drop list can be used to dump the extracted metadata

into files in order to debug extraction issues before ingesting metadata into Alation. This feature can be used during

testing to intercept issues with MDE. It breaks extraction into two steps:

• first, the extracted metadata can be dumped into files and viewed

• second, the metadata from the files can be ingested into Alation.

It is recommended to enable this feature only for MDE debugging purposes. The use of this feature requires access to

the backend of the Alation server.

• Off—Default. Disables Raw Metadata Dump or Replay. Extracted metadata is ingested into Alation.

• Enable Raw Metadata Dump—Select this option to save the extracted metadata into a folder. The metadata

dump will be saved in four files (attribute.dump, function.dump, schema.dump, table.dump) in the folder

opt/alation/site/tmp/ inside Alation shell.

• Enable Ingestion Replay—Select this option to ingest the metadata from the files into Alation.
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Selective Extraction

Selective extraction is not supported.

Alation performs full extraction of metadata from the JSON files available on a storage system. Every time you run

extraction, Alation overwrites the previously extracted metadata with the metadata in the JSON files that are currently

available in the storage folder or bucket.

Automated Extraction

If you wish to automatically update the metadata in the catalog, under Automated and Manual Extraction, enable the

Enable Automated Extraction toggle and select the day and time when metadata must be extracted. The metadata

extraction will be automatically scheduled to run at the selected day and time.

Incremental extraction is not supported. Every time the scheduled MDE job runs, Alation performs a full extraction

from the JSON files, overwriting the previously extracted metadata.

Performing Extraction

Click Run Extraction Now under Automated and Manual Extraction to extract metadata. The status of the extraction

action is logged in the Extraction Job Status table at the bottom of the page.

Troubleshooting

Refer to Troubleshooting.

6.62 SAP HANA OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install, configure, and use the OCF connector for SAP HANA.

6.62.1 SAP HANA OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from Alation version 2022.3

The OCF Connector for SAP HANA was developed by Alation and is available on demand as a Zip file. The required

driver is compiled with the connector and does not require additional installation.

To download the SAP HANA OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector can be used to catalog SAP HANA Cloud and on-prem deployments of the SAP HANA database as data

sources in Alation. The connector catalogs such SAP HANA objects as schemas, tables, columns, and views. It enables

end-users to search and find SAP HANA objects from the Alation user interface.
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Team

You may need the assistance of your DBA to configure this data source.

• SAP HANA administrator

– Performs the configuration on the database to enable connection from Alation.

– Creates a service account for Alation and grants it the privileges for metadata extraction (MDE), sampling

and profiling, and query log ingestion (QLI).

– Enables QLI on the SAP HANA database.

– Provides the JDBC URI to access metadata.

– Provides the SSL certificate, if necessary.

• Alation Server Admin

– Installs the connector.

– Creates and configures a SAP HANA data source.

– Tests the connection and performs extraction.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope Availability

Authentication

Basic authentication Authentication with a service ac-

count created on the database that

uses a username and password

Yes

LDAP Authentication with a database ser-

vice account that is an LDAP account

in an organization’s network

No

AWS IAM Authentication through AWS IAM No

SSL Database connection over SSL Yes

Kerberos Support for Kerberos authentication No

Keytab Support for Kerberos with keytabs No

SSO SSO authentication with an identity

provider application

No

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

Yes

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

continues on next page
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Table 32 – continued from previous page

Feature Scope Availability

Column data types Column data types Yes

Views List of views

• Extraction of calculation

views is supported from

Alation version 2022.4 and

connector version 1.1.0 or

later. With connector versions

older than 1.1.0, calculation

views are not extracted.

Yes

Source comments Source comments Yes

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

Yes

Functions Function metadata Yes

Function definitions Function definition metadata Yes

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on

a table or view that contains query

history data

Yes

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

continues on next page
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Table 32 – continued from previous page

Feature Scope Availability

Direct lineage Direct lineage is supported from Ala-

tion version 2022.4 and connector

version 1.1.0.

Direct lineage relies on metadata ex-

traction (MDE) and does not require

query log ingestion (QLI). Alation

will calculate lineage data for graph-

ical calculation views if extracted

metadata includes calculation views.

The direct lineage feature is not

available by default. To enable

it, set the alation_conf param-

eter alation.ocf.mde.direct_-

lineage.enable_extraction to

True.

Yes

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose with Agent is supported

from connector version 1.1.2.3270.

Yes

SSO authentication in Compose Authentication in Compose with

SSO credentials

No

6.62.2 SAP HANA OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Configuration

Alation On-Prem

• Open outbound TCP port 8889 to the SAP HANA server.

• For SAP HANA Cloud, ensure that Alation is allowed to connect to the SAP HANA Cloud database. You may

need to whitelist the Alation instance IP address on SAP HANA Cloud.
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Alation Cloud Service

For on-prem deployments of SAP HANA, the connection from Alation Cloud Service instances requires Alation Agent.

For SAP HANA Cloud, whitelist the Alation Cloud Service instance IP address on SAP HANA Cloud.

SSL Certificate

If using SSL connection, obtain the SSL certificate file for your SAP HANA server. You will need to place it on the

Alation server when configuring the data source in Alation.

Service Account

Request assistance from your SAP HANA administrator to create a service account for Alation on the SAP HANA

database. The service account will be used for extraction from system views. Example query:

CREATE USER <service_account_name> PASSWORD <password>;

Permissions for Metadata Extraction

The service account requires permissions to read system views. Example query:

GRANT CATALOG READ TO <service_account_name>;

The following system views will be queried by the Alation service account during metadata extraction:

• VIEWS

• TABLES

• M_TABLES

• SYNONYMS

• INDEX_COLUMNS

• TABLE_COLUMNS

• INDEXES

• INDEX_COLUMNS

• FUNCTIONS

• FUNCTION_PARAMETERS

• AFL_FUNCTIONS

• AFL_FUNCTION_PARAMETERS

• PROCEDURES

• PROCEDURE_PARAMETERS

• REFERENTIAL_CONSTRAINTS

• OBJECT_DEPENDENCIES
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Permissions for Sampling and Profiling

The service account requires the SELECT permission on all schemas and tables that you want to allow sampling and

profiling for.

• Example query for schemas:

GRANT SELECT ON SCHEMA <schema> TO <service_account_name>;

• Example query for tables:

GRANT SELECT ON <schema.table> TO <service_account_name>;

Permissions for Query Log Ingestion

Query history logs for SAP HANA can be read from the Expensive Statements Trace. The service account requires the

SELECT permission on the table or view created for QLI.

For more details, see Query Log Ingestion below.

JDBC URI

Format

sap://<host_IP_address>:<port>/

Example

sap://10.13.25.22:8889/

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The connector name for SAP HANA is Saphana OCF connector.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.
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Connector Settings

Populate the data source connection information and save the values by clicking Save in this section.

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parame-
ter

Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Enable

SSL

Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link below.

Truststore

password

Specify the password for the SSL certificate.

The password will be deleted if the data source connection is deleted.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > Saphana OCF connector.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.
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Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The default queries that the connector uses to extract metadata can be found in Extraction Queries for SAP HANA. You

can customize these queries to adjust the extraction to your needs.

Extracting Calculation Views

Extraction of graphical calculation views is supported from Alation version 2022.4 and connector version 1.1.0.

Calculation views are not extracted by default. To include them into extraction, allow extraction of system schemas on

the Metadata Extraction tab of the Settings page. The metadata for calculation views is extracted from the system

schema _SYS_BIC. It is important to note that if you perform full extraction with extraction of system schemas enabled,

Alation will extract all system schemas, including _SYS_BIC. If you prefer to extract _SYS_BIC only, use the selective

extraction filter to include this schema into MDE.

To configure selective extraction that includes calculation views:

1. On the Metadata Extraction tab of the Settings page, under Connector Settings > Query Based Extraction,

select the Extract System Schemas checkbox.

2. In this section, click Save to save this configuration.

3. Scroll down to the Selective Extraction section.

4. Enable the toggle Select Schemas to Include or Exclude from Extraction. This action will display settings for

selective extraction.

5. Click Get List of Schemas to fetch the schema metadata from the database. After Alation retrieves schemas, the

Select Schemas button in this section will become enabled.

6. Choose the preferred extraction filter value and then choose schemas to include or exclude. Make sure the system

schema _SYS_BIC is included into the filter.

7. Perform extraction. The metadata for graphical calculation views should be extracted with the _SYS_BIC schema.

Lineage for Calculation Views

The lineage information that results from QLI does not provide lineage information for calculation views. QLI-based

lineage generates such lineage data as table-to-view, view-to-view, and view-to-table lineage for regular types of views.

To add lineage information for calculation views, enable the Direct Lineage feature on your Alation instance. Direct

Lineage depends on the alation_conf flag alation.ocf.mde.direct_lineage.enable_extraction. To enable

it, set this flag to True.

Note: On how to use alation_conf, refer to Using alation_conf .

When enabled, direct lineage data is calculated after MDE. After MDE completes successfully, Alation will trigger a

direct lineage job that queries the PUBLIC.OBJECT_DEPENDENCIES system view on SAP HANA, fetches dependencies

for calculation views, and streams the results back to Alation to generate the direct lineage data.
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Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Sampling and Profiling

For SAP HANA, Alation supports a number of ways to retrieve data samples and column profiles. For details, see

Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

The SAP HANA data source supports table-based or query-based QLI.

Before you can set up QLI in Alation, perform the configuration on the SAP HANA database as described below.

Enable Expensive Statements Trace

Query history logs can be read from Expensive Statements Trace which is set to off by default. For information on how

to enable it, refer to the corresponding SAP HANA documentation.

Configure Table-Based QLI

Configuration in SAP HANA

In a schema of your choice, create a view to flush the query history from M_EXPENSIVE_STATEMENTS using the query

format given below.

CREATE VIEW <schema.alation_qli_view> AS

(

SELECT

HOST,

PORT,

DB_USER,

APP_USER,

TRANSACTION_ID,

CONNECTION_ID,

STATEMENT_ID,

STATEMENT_STRING,

PARAMETERS,

RECORDS,

STATEMENT_START_TIME,

OPERATION,

STATEMENT_HASH,

DURATION_MICROSEC,

LOCK_WAIT_DURATION,

CPU_TIME,

ERROR_CODE,

ERROR_TEXT

FROM "SYS"."M_EXPENSIVE_STATEMENTS");

Grant the service account the SELECT permissions on the schema and the view:
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GRANT SELECT ON SCHEMA <schema> TO <service_account_name>;

GRANT SELECT ON <schema.alation_qli_view> TO <service_account_name>;

Configuration in Alation

On the Query Log Ingestion tab, in the Table Name field, specify the name of the view where the query logs are

available. Make sure that the service account has the permissions to access this view. The view name must be provided

in the following format: database.schema.view_name.

Configure Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for query-based QLI, Alation will query the system table storing query history

every time you manually run QLI or when the QLI job runs on schedule.

To use query-based QLI, ensure that the service account has the SELECT permission for the system view M_EXPENSIVE_-

STATEMENTS:

GRANT SELECT ON "SYS"."M_EXPENSIVE_STATEMENTS" TO <service_account_name>;

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since Alation expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE

filter. These parameters are not actual column names and should stay as is. They are expected by the connector and will

be substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on

schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.

QLI Query Template

SELECT

DB_USER AS userName,

STATEMENT_START_TIME AS startTime,

null AS sessionStartTime,

0 AS seconds,

TRIM(STATEMENT_STRING) AS queryString,

TRIM(CONNECTION_ID ||' - ' || TO_CHAR(STATEMENT_START_TIME,'YYYY-MM-DD') || '

- ' || DB_USER) AS sessionId,

'' AS defaultDatabases,

FALSE AS cancelled

FROM SYS.M_EXPENSIVE_STATEMENTS

WHERE (OPERATION IN ('EXPLAIN_PLAN','INSERT','SELECT',

(continues on next page)
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'SELECT_FOR_UPDATE','SELECT','CREATE_TABLE','CREATE_VIEW','EXECUTE_DDL',

'EXECUTE_DML')

OR (TRIM(STATEMENT_STRING)

LIKE '%SET SCHEMA%' AND OPERATION = 'COMPILE'))

AND ERROR_CODE =0

AND TRIM(STATEMENT_STRING) IS NOT NULL

AND TRIM(STATEMENT_STRING) <> ''

ORDER BY

startTime,

sessionId;

Troubleshooting

Refer to Troubleshooting.

6.62.3 Extraction Queries for SAP HANA

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The default extraction queries for the SAP HANA data source are listed below. You can customize them to better suit

your extraction needs. Custom queries should be provided on the Metadata Extraction tab of the data source Settings

page under Metadata Extraction Queries.

You can customize all or some of the queries.

Schema

Ensure your query has a column labeled as USER_NAME in the SELECT list.

SELECT

SCHEMA_OWNER AS USER_NAME,

SCHEMA_NAME AS SCHEMA

FROM SCHEMAS

WHERE

SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT LIKE '%XSSQLCC_AUTO_USER%'

AND SCHEMA_NAME NOT IN ('''');
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Table

Ensure your query has columns labeled as SCHEMA, TABLE_NAME, TABLE_TYPE, REMARKS in the SELECT list.

(SELECT

SCHEMA,

TABLE_OWNER,

Q.TABLE_NAME AS TABLE_NAME,

Q.TABLE_TYPE AS TABLE_TYPE,

IFNULL(T.COMMENTS,'') AS REMARKS,

'TRUE' AS IS_TABLE

FROM

(SELECT

RES.SCHEMA_NAME AS SCHEMA,

SCHEMA_OWNER AS TABLE_OWNER,

TABLE_NAME,

TABLE_TYPE,

'TRUE' AS IS_TABLE

FROM M_TABLES RES

JOIN SCHEMAS

ON SCHEMAS.SCHEMA_NAME = RES.SCHEMA_NAME

WHERE RES.SCHEMA_NAME NOT IN ('''')

AND RES.SCHEMA_NAME NOT IN ('''')) Q

JOIN TABLES T

ON Q.SCHEMA = T.SCHEMA_NAME

AND Q.TABLE_NAME = T.TABLE_NAME)

ORDER BY

SCHEMA,

TABLE_NAME,

IS_TABLE;

If you want specific table information, such as table description or information related to versions, you can modify the

table query to include fields that contain the corresponding information.

For example,

(SELECT

SCHEMA,

TABLE_OWNER,

Q.TABLE_NAME AS TABLE_NAME,

Q.TABLE_TYPE AS TABLE_TYPE,

IFNULL(T.COMMENTS,'') AS REMARKS,

'TRUE' AS IS_TABLE

FROM

(SELECT

RES.SCHEMA_NAME AS SCHEMA,

SCHEMA_OWNER AS TABLE_OWNER,

TABLE_NAME,

TABLE_TYPE,

'TRUE' AS IS_TABLE

FROM M_TABLES RES

JOIN SCHEMAS

ON SCHEMAS.SCHEMA_NAME = RES.SCHEMA_NAME

WHERE RES.SCHEMA_NAME NOT IN (''''')

(continues on next page)
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AND RES.SCHEMA_NAME NOT IN (''''')) Q

JOIN TABLES T

ON Q.SCHEMA = T.SCHEMA_NAME

AND Q.TABLE_NAME = T.TABLE_NAME

JOIN SAPHANADB.DD02T D on D.tabname = t.table_name

AND D.DDLANGUAGE = 'E'

AND AS4LOCAL = 'A'

AND AS4VERS = '0000' )

ORDER BY

SCHEMA,

TABLE_NAME,

IS_TABLE;

In this example, SAPHANADB.DD02T is a data dictionary table that contains descriptions of tables. The JOIN statement

in this query filters the data based on language and the activation status of tables. Similarly, the AS4VERS field represents

the version of a table. When you save a table, it is assigned a version that you can use to track changes made to the table.

View

Ensure your query has columns labeled as SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, 'VIEW' AS VIEW_TYPE,

REMARKS in the SELECT list.

SELECT

VW.SCHEMA_NAME AS SCHEMA,

SCHEMA_OWNER AS TABLE_OWNER,

VIEW_NAME,

CASE

WHEN lower(definition) LIKE 'create materialized view%'

THEN definition

WHEN lower(definition) LIKE 'create materialized view%'

THEN definition

WHEN lower(definition) LIKE 'create view%'

THEN definition

WHEN lower(definition) LIKE 'create view%'

THEN definition

ELSE 'CREATE VIEW ' || VW.SCHEMA_NAME || '.' || VIEW_NAME || ' AS ' || definition

END AS VIEW_CREATE_STATEMENT,

VIEW_TYPE,

COMMENTS AS REMARKS,

'FALSE' AS IS_TABLE

FROM VIEWS VW

JOIN SCHEMAS

ON VW.SCHEMA_NAME = SCHEMAS.SCHEMA_NAME

WHERE VIEW_TYPE <> 'HIERARCHY'

AND VW.SCHEMA_NAME NOT IN ('''')

AND VW.SCHEMA_NAME NOT IN ('''')

ORDER BY

VW.SCHEMA_NAME,

VIEW_NAME;
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Column

Ensure your query has columns labeled as SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME, ORDINAL_-

POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT in the SELECT list.

SELECT * FROM

(SELECT

SCHEMA_NAME AS "SCHEMA",

TABLE_NAME,

COMMENTS AS "REMARKS",

COLUMN_NAME,

POSITION AS "ORDINAL_POSITION",

DATA_TYPE_NAME AS "TYPE_NAME",

DATA_TYPE_NAME AS "DATA_TYPE",

SCALE AS "NUMERIC_SCALE",

LENGTH AS "MAX_LENGTH",

IS_NULLABLE,

DEFAULT_VALUE AS "COLUMN_DEFAULT"

FROM

TABLE_COLUMNS

WHERE

SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT IN ('''')

UNION ALL

SELECT

SCHEMA_NAME AS "SCHEMA",

VIEW_NAME AS "TABLE_NAME",

COMMENTS AS "REMARKS",

COLUMN_NAME,

POSITION AS "ORDINAL_POSITION",

DATA_TYPE_NAME AS "TYPE_NAME",

DATA_TYPE_NAME AS "DATA_TYPE",

SCALE AS "NUMERIC_SCALE",

LENGTH AS "MAX_LENGTH",

IS_NULLABLE,

DEFAULT_VALUE AS "COLUMN_DEFAULT"

FROM

VIEW_COLUMNS

WHERE

SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT IN ('''')

UNION ALL

SELECT

S.SCHEMA_NAME AS "SCHEMA",

S.SYNONYM_NAME AS "TABLE_NAME",

P.COMMENTS AS "REMARKS",

P.COLUMN_NAME,

P.POSITION AS "ORDINAL_POSITION",

P.DATA_TYPE_NAME AS "TYPE_NAME",

P.DATA_TYPE_NAME AS "DATA_TYPE",

P.SCALE AS "NUMERIC_SCALE",

P.LENGTH AS "MAX_LENGTH",

P.IS_NULLABLE,

(continues on next page)
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P.DEFAULT_VALUE AS "COLUMN_DEFAULT"

FROM

TABLE_COLUMNS P

INNER JOIN SYNONYMS S

ON S.OBJECT_SCHEMA = P.SCHEMA_NAME

AND S.OBJECT_NAME=P.table_name

WHERE

S.OBJECT_SCHEMA NOT IN ('''')

AND S.OBJECT_SCHEMA NOT IN ('''')

UNION ALL

SELECT

S.SCHEMA_NAME AS "SCHEMA",

S.SYNONYM_NAME AS "TABLE_NAME",

P.COMMENTS AS "REMARKS",

P.COLUMN_NAME,

P.POSITION AS "ORDINAL_POSITION",

P.DATA_TYPE_NAME AS "TYPE_NAME",

P.DATA_TYPE_NAME AS "DATA_TYPE",

P.SCALE AS "NUMERIC_SCALE",

P.LENGTH AS "MAX_LENGTH",

P.IS_NULLABLE,

P.DEFAULT_VALUE AS "COLUMN_DEFAULT"

FROM

VIEW_COLUMNS P

INNER JOIN SYNONYMS S

ON S.OBJECT_SCHEMA = P.SCHEMA_NAME

AND S.OBJECT_NAME=P.view_name

WHERE

S.OBJECT_SCHEMA NOT IN ('''')

AND S.OBJECT_SCHEMA NOT IN (''''))

ORDER BY

"SCHEMA",

TABLE_NAME,

COLUMN_NAME;

Primary Key

Ensure your query has columns labeled as TABLE_NAME, COLUMN_NAME, OWNER in the SELECT list.

SELECT

INDEX_COLUMNS.SCHEMA_NAME AS "SCHEMA",

SCHEMAS.SCHEMA_OWNER AS "OWNER",

TABLE_NAME,

INDEX_NAME,

COLUMN_NAME,

POSITION

FROM

INDEX_COLUMNS

JOIN SCHEMAS

ON INDEX_COLUMNS.SCHEMA_NAME = SCHEMAS.SCHEMA_NAME

WHERE

(continues on next page)
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INDEX_COLUMNS.SCHEMA_NAME NOT IN ('''')

AND CONSTRAINT = 'PRIMARY KEY'

AND INDEX_COLUMNS.SCHEMA_NAME NOT IN ('''')

ORDER BY

INDEX_COLUMNS.SCHEMA_NAME,

INDEX_COLUMNS.TABLE_NAME;

Foreign Key

Ensure your query has columns labeled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_CATALOG, FK_-

SCHEMA, FK_TABLE, FK_COLUMN in the SELECT list.

SELECT

'' AS "PK_CATALOG",

SCHEMA_NAME AS "PK_SCHEMA",

TABLE_NAME AS "PK_TABLE",

COLUMN_NAME AS "PK_COLUMN",

'' AS "FK_CATALOG",

REFERENCED_SCHEMA_NAME AS "FK_SCHEMA",

REFERENCED_TABLE_NAME AS "FK_TABLE",

REFERENCED_COLUMN_NAME AS "FK_COLUMN"

FROM

REFERENTIAL_CONSTRAINTS

WHERE SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT IN ('''')

ORDER BY

SCHEMA_NAME,

TABLE_NAME;

Function

Ensure your query has columns labeled as SCHEMA, FUNCTION_NAME, REMARKS in the SELECT list.

(SELECT

TRIM(SCHEMA_NAME) AS "SCHEMA",

TRIM(FUNCTION_NAME) AS "FUNCTION_NAME",

'' AS "FUNCTION_DEFINITION",

'' AS "REMARKS"

FROM FUNCTIONS

WHERE SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT IN (''''))

UNION

(SELECT

TRIM(SCHEMA_NAME) AS "SCHEMA",

TRIM(FUNCTION_NAME) AS "FUNCTION_NAME",

'' AS "FUNCTION_DEFINITION",

'' AS "REMARKS"

FROM AFL_FUNCTIONS

WHERE SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT IN (''''))

(continues on next page)
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UNION

(SELECT

TRIM(SCHEMA_NAME) AS "SCHEMA",

TRIM(PROCEDURE_NAME) AS "FUNCTION_NAME",

'' AS "FUNCTION_DEFINITION",

'' AS "REMARKS"

FROM PROCEDURES

WHERE SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT IN (''''))

ORDER BY

"SCHEMA",

FUNCTION_NAME;

Function Definition

Ensure your query has columns labeled as SCHEMA, FUNCTION_NAME, ARG_NAME, TYPE_NAME, ARG_TYPE, ARG_DEF in

the SELECT list.

(SELECT

T1.FUNCTION_NAME,

T1.PARAMETER_NAME AS "ARG_NAME",

T1.PARAMETER_TYPE AS "ARG_TYPE",

T1.DATA_TYPE_NAME AS "TYPE_NAME",

T2.DEFINITION AS "ARG_DEF",

T2.SCHEMA_NAME AS "SCHEMA"

FROM

(SELECT

TRIM(FUNCTION_NAME) AS FUNCTION_NAME,

TRIM(DATA_TYPE_NAME) AS DATA_TYPE_NAME,

IFNULL(TRIM(PARAMETER_NAME),'') AS PARAMETER_NAME,

IFNULL(TRIM(PARAMETER_TYPE),'') AS PARAMETER_TYPE

FROM

FUNCTION_PARAMETERS) T1

INNER JOIN

(SELECT

TRIM(SCHEMA_NAME) AS SCHEMA_NAME,

TRIM(FUNCTION_NAME) AS FUNCTION_NAME,

CAST(DEFINITION AS VARCHAR) AS DEFINITION,

TRIM(FUNCTION_TYPE) AS FUNCTION_TYPE

FROM FUNCTIONS) T2

ON T1.FUNCTION_NAME = T2.FUNCTION_NAME

WHERE

T2.SCHEMA_NAME NOT IN ('''')

AND T2.SCHEMA_NAME NOT IN (''''))

UNION

(SELECT

T1.FUNCTION_NAME,

T1.PARAMETER_NAME,

T1.PARAMETER_TYPE,

T1.DATA_TYPE_NAME,

T2.DEFINITION,

(continues on next page)
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T2.SCHEMA_NAME

FROM

(SELECT

TRIM(FUNCTION_NAME) AS FUNCTION_NAME,

TRIM(DATA_TYPE) AS DATA_TYPE_NAME,

TRIM(PARAMETER_NAME),

'' AS PARAMETER_TYPE,

PARAMETER_NAME

FROM AFL_FUNCTION_PARAMETERS) T1

INNER JOIN

(SELECT

TRIM(SCHEMA_NAME) AS SCHEMA_NAME,

TRIM(FUNCTION_NAME) AS FUNCTION_NAME,

NULL AS DEFINITION,

TRIM(FUNCTION_TYPE) AS FUNCTION_TYPE

FROM AFL_FUNCTIONS) T2

ON T1.FUNCTION_NAME = T2.FUNCTION_NAME

WHERE

T2.SCHEMA_NAME NOT IN ('''')

AND T2.SCHEMA_NAME NOT IN (''''))

UNION

(SELECT

T1.FUNCTION_NAME,

T1.PARAMETER_NAME,

T1.PARAMETER_TYPE,

T1.DATA_TYPE_NAME,

T2.DEFINITION,

T2.SCHEMA_NAME

FROM

(SELECT

TRIM(PROCEDURE_NAME) AS FUNCTION_NAME,

TRIM(DATA_TYPE_NAME) AS DATA_TYPE_NAME,

TRIM(PARAMETER_NAME) AS PARAMETER_NAME,

IFNULL(TRIM(PARAMETER_TYPE),'') AS PARAMETER_TYPE

FROM

PROCEDURE_PARAMETERS) T1

INNER JOIN

(SELECT

TRIM(SCHEMA_NAME) AS SCHEMA_NAME,

TRIM(PROCEDURE_NAME) AS FUNCTION_NAME ,

CAST(DEFINITION AS VARCHAR) AS DEFINITION,

TRIM(PROCEDURE_TYPE) AS FUNCTION_TYPE

FROM PROCEDURES) T2

ON T1.FUNCTION_NAME = T2.FUNCTION_NAME

WHERE

T2.SCHEMA_NAME NOT IN ('''')

AND T2.SCHEMA_NAME NOT IN (''''))

ORDER BY

"SCHEMA",

FUNCTION_NAME,

ARG_NAME;
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6.63 SAP IQ OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install, configure, and use the OCF connector for SAP IQ (Sybase IQ).

6.63.1 SAP IQ OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for SAP IQ (Sybase IQ) was developed by Alation and is available as a Zip file that can be uploaded

and installed in the Alation application. The connector is compiled together with the database driver, so no additional

effort is needed to procure and install the driver.

To download the SAP IQ OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog the SAP IQ database as a data source on Alation on-prem and Cloud Service

instances. It extracts and catalogs such database objects as schemas, tables, views, columns, primary keys, foreign keys,

functions, and function definitions. After the metadata is extracted, it is represented in the data catalog as a hierarchy of

catalog pages under the parent data source. Alation users can leverage the full catalog functionality to search for and

find the extracted metadata, curate the corresponding catalog pages, create documentation about the data source, and

exchange information about it.

Team

You may need the assistance of your SAP IQ administrator to configure this data source.

• SAP IQ administrator

– Creates a service account for Alation

– Provides the JDBC URI to access metadata

– Provides access to schemas to extract metadata

– Configures query log ingestion on the SAP IQ side.

• Alation administrator

– Installs the connector

– Creates and configures an SAP IQ data source in the Alation data catalog.
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Scope

The table below describes which metadata objects are extracted by this connector and which operations are supported.

Feature Scope Availability

Authentication

Basic authentication Authentication with a service ac-

count created on the database that

uses a username and password

Yes

LDAP Authentication with a database ser-

vice account that is an LDAP account

in an organization’s network

No

SSL Database connection over SSL Yes

Kerberos Support for Kerberos authentication No

Keytab Support for Kerberos with keytabs No

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

Yes

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments No

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

Yes

Functions Function metadata Yes

Function definitions Function definition metadata Yes

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

continues on next page
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Table 33 – continued from previous page

Feature Scope Availability

Table-based QLI Ingestion of query history based on

a table or view that contains query

history data

Yes

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose for data sources connected

via Alation Agent is supported from

connector version 1.2.1.3623.

Yes

SSO authentication in Compose Authentication in Compose using an

SSO flow through an IdP application

No

6.63.2 SAP IQ OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Connectivity

Open outbound TCP port 2638 to the SAP IQ server.

Service Account

Create a service account for Alation and grant it the permissions to perform metadata extraction, sampling and profiling,

and query log ingestion.

Example:

CREATE USER alation IDENTIFIED BY 'password';
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Permissions for Metadata Extraction

GRANT SELECT ON SYS.SYSUSER to alation

GRANT SELECT ON SYS.SYSTABLE to alation

GRANT SELECT ON SYS.SYSCOLUMNS to alation

GRANT SELECT ON SYS.SYSUSERPERMS to alation

GRANT SELECT ON SYS.SYSINDEX to alation

GRANT SELECT ON SYS.SYSINDEXES to alation

Permission Purpose

GRANT SELECT ON SYS.SYSUSER Required for schema extraction

GRANT SELECT ON SYS.SYSTABLE Required for table extraction

GRANT SELECT ON SYS.SYSCOLUMNS Required for column extraction

GRANT SELECT ON SYS.SYSUSERPERMS Required for view extraction

GRANT SELECT ON SYS.SYSINDEX Required for index extraction

GRANT SELECT ON SYS.SYSINDEXES Required for index, primary key, and foreign key extraction.

Permissions for Sampling and Profiling

Grant the service account the SELECT permissions on all schemas and tables you want to sample in Alation. For views,

grant SHOW VIEW on all views you want to sample.

Example:

GRANT SELECT ON [database].* TO alation;

GRANT SHOW VIEW ON [database].* TO alation;

Permissions for Query Log Ingestion

Grant the service account the SELECT permissions on the table that stores query history. Refer to Query Log Ingestion

below for detailed information on how to configure QLI.

JDBC URI

Format

Use the following format to build the JDBC URI:

sybase:Tds://<hostname_or_ip>:<port>?ServiceName=<database_name>
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Example

sybase:Tds:10.13.9.72:2638?ServiceName=alation

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is SybaseIQ OCF Connector.

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.
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Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > SybaseIQ OCF Connector.
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Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The default queries that the connector uses to extract metadata can be found in Extraction Queries for SAP IQ. You can

customize these queries to adjust the extraction to your needs.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Query Log Ingestion

Configure QLI in SAP IQ

Step 1: Check Request Logging State

Begin with checking the state of the Request Logging and Request Log files. By default, the value of Request Logging

is none and the value of Request Log is empty. Run the following query to check the current state:

SELECT property('RequestLogFile'), property('RequestLogging');

Step 2: Enable SQL Log Storage

1. Set Request Logging to SQL.

CALL sa_server_option('RequestLogging','SQL');

2. Execution of this call enables SQL log storage. Set the log file to sqllog.txt.

CALL sa_server_option('RequestLogFile', 'sqllog.txt');
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Note: Setting the log file to sqllog.txt must be done every time the database server is restarted.

Step 3: Create a Table for Logging Events

Create a table to store query history in a schema of your choice. In the example below, we are creating the table

user_connections_event_table.

SELECT * INTO user_connections_event_table FROM sp_iqconnection() WHERE 1=2

Note: If the query errors out, run the query SELECT * FROM user_connections_event_table to

make sure that the table exists.

Step 4: Enable Query History

Use the following example queries to enable storage of query history and grant the service account permissions to select

from the QLI table.

CREATE EVENT user_connections_event

TYPE CONNECT

HANDLER

BEGIN

INSERT INTO user_connections_event_table

SELECT * FROM sp_iqconnection() a

WHERE a.Name != 'user_connections_event'

AND datediff(Second, now(), a.conncreatetime) < 1

END;

GRANT SELECT ON user_connections_event_table TO alation;

Step 5: Create an Event to Dump Logs

Run the query call sa_get_request_times('sqllog.txt'); every time before you perform the steps in Configure

QLI in Alation.

Use the following example queries to create an event that copies logs from sqllog.txt to satmp_request_time.

For Daily Automated QLI Query

CREATE EVENT AlationQliEvent

schedule

START TIME '17:14' on

('Mon',

'Tue',

'Wed',

'Thu',

(continues on next page)
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(continued from previous page)

'Fri',

'Sat',

'Sun')

HANDLER

BEGIN

call sa_get_request_times('sqllog.txt');

END;

For Weekly Automated QLI Query

CREATE EVENT AlationQliEvent

schedule

START TIME '17:14' on

('Sun')

HANDLER

BEGIN

call sa_get_request_times('sqllog.txt');

END;

Configure QLI in Alation

You can configure QLI on the Query Log Ingestion tab of the data source Settings page. Select a QLI option for your

data source and schedule the QLI job if necessary.

You can choose to create a table or a view on your database to store the query history data (table-based QLI) or to

provide a custom query to retrieve query history every time you run QLI (custom query-based QLI).

Table-Based QLI

Use the query format below to create a view and flush the query history from the data source:

• Substitute the placeholder view name schema.view with your actual values.

• This example selects from schema.user_connections_event_table. Substitute the example

value schema.user_connections_event_table with the name of your schema and QLI table.

CREATE VIEW schema.view AS

SELECT * FROM

(SELECT

u.Userid as username,

u.ConnCreateTime AS sessionStartTime,

c.start_time AS startTime,

trim(u.Userid) || '\/' || trim(CAST( DATEFORMAT( u.ConnCreateTime , 'yyyy-mm-

ddHH:NN:SS.SS' ) AS CHAR(25)))

|| '\/' || trim(c.conn_id) AS sessionId,

c.req_id AS idx,

c.millisecs/1000.0 AS seconds,

c.stmt AS queryString,

c.rowcount AS num_result_rows,

(continues on next page)
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'N' as cancelled,

DB_NAME() AS defaultDatabases,

RANK() over

(PARTITION BY c.req_id, c.start_time, c.stmt

ORDER BY u.ConnCreateTime desc) AS RANK

FROM satmp_request_time c

INNER JOIN

(SELECT DISTINCT

ConnCreateTime,

ConnHandle,

Userid

FROM schema.user_connections_event_table) u

ON c.conn_handle = u.ConnHandle

AND c.start_time > u.ConnCreateTime ) AS T

WHERE T.RANK = 1

AND username IS NOT NULL;

On the Query Log Ingestion tab under Connector Settings > Query Extraction, in the Table Name field specify

the name of the view in which the query logs are available. Make sure that the service account has the permissions to

access this view. The table name must be provided in the format schema.view.

Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for custom query-based QLI, Alation will query the system table storing query

history or the table you’ve created to enable QLI every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the QLI

table.

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since the connector expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE

filter. These parameters are not actual column names and should stay as is. They are expected by the connector and will

be substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on

schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.
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QLI Query Template

This example selects from schema.user_connections_event_table. Substitute the example value schema.user_-

connections_event_table with the name of your schema and QLI table.

SELECT * FROM

(SELECT

u.Userid as username,

u.ConnCreateTime AS sessionStartTime,

c.start_time AS startTime,

trim(u.Userid) || '\/' || trim(CAST( DATEFORMAT( u.ConnCreateTime , 'yyyy-mm-

ddHH:NN:SS.SS' ) AS CHAR(25)))

|| '\/' || trim(c.conn_id) AS sessionId,

c.req_id AS idx,

c.millisecs/1000.0 AS seconds,

c.stmt AS queryString,

c.rowcount AS num_result_rows,

'N' AS cancelled,

DB_NAME() AS defaultDatabases,

RANK() over

(PARTITION BY c.req_id, c.start_time, c.stmt

ORDER BY u.ConnCreateTime desc) AS RANK

FROM satmp_request_time c

INNER JOIN

(SELECT DISTINCT

ConnCreateTime,

ConnHandle,

Userid

FROM schema.user_connections_event_table) u

ON c.conn_handle = u.ConnHandle AND c.start_time > u.ConnCreateTime) AS T

WHERE T.RANK = 1

AND username IS NOT NULL

AND startTime >=DATEFORMAT(STARTTIME, 'YYYY-MM-DD HH:mm:ss.SSS')

AND startTime < DATEFORMAT(ENDTIME , 'YYYY-MM-DD HH:mm:ss.SSS');

Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.
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Note: The hourly schedule for automated QLI is not supported.

Log Location

Refer to Troubleshooting for information about logs.

6.63.3 Extraction Queries for SAP IQ

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Schema

Ensure your query has columns labelled as CATALOG and SCHEMA in the select list.

SELECT

TRIM(USER_NAME) AS 'SCHEMA',

null AS 'CATALOG'

FROM SYSUSER

WHERE USER_NAME NOT IN ('''')

AND USER_NAME NOT IN ( 'EXTENV_MAIN' , 'EXTENV_WORKER' , 'PUBLIC' ,

'SA_DEBUG' , 'SYS' , 'SYS_ACCESS_SERVER_LS_ROLE' ,

'SYS_ALTER_ANY_INDEX_ROLE' , 'SYS_ALTER_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_ALTER_ANY_OBJECT_OWNER_ROLE' , 'SYS_ALTER_ANY_OBJECT_ROLE' ,

'SYS_ALTER_ANY_PROCEDURE_ROLE' , 'SYS_ALTER_ANY_SEQUENCE_ROLE' ,

'SYS_ALTER_ANY_TABLE_ROLE' , 'SYS_ALTER_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_ALTER_ANY_TRIGGER_ROLE' , 'SYS_ALTER_ANY_VIEW_ROLE' ,

'SYS_ALTER_DATABASE_ROLE' , 'SYS_ALTER_DATATYPE_ROLE' ,

'SYS_AUTH_BACKUP_ROLE' , 'SYS_AUTH_DBA_ROLE' ,

'SYS_AUTH_MULTIPLEX_ADMIN_ROLE' , 'SYS_AUTH_OPERATOR_ROLE' ,

'SYS_AUTH_PERMS_ADMIN_ROLE' , 'SYS_AUTH_PROFILE_ROLE' ,

'SYS_AUTH_READCLIENTFILE_ROLE' , 'SYS_AUTH_READFILE_ROLE' ,

'SYS_AUTH_RESOURCE_ROLE' , 'SYS_AUTH_SA_ROLE' ,

'SYS_AUTH_SPACE_ADMIN_ROLE' , 'SYS_AUTH_SSO_ROLE' ,

'SYS_AUTH_USER_ADMIN_ROLE' , 'SYS_AUTH_VALIDATE_ROLE' ,

'SYS_AUTH_WRITECLIENTFILE_ROLE' , 'SYS_AUTH_WRITEFILE_ROLE' ,

'SYS_BACKUP_DATABASE_ROLE' , 'SYS_CHANGE_PASSWORD_ROLE' ,

'SYS_CHECKPOINT_ROLE' , 'SYS_COMMENT_ANY_OBJECT_ROLE' ,

'SYS_CREATE_ANY_INDEX_ROLE' ,

'SYS_CREATE_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_ANY_OBJECT_ROLE' , 'SYS_CREATE_ANY_PROCEDURE_ROLE' ,

'SYS_CREATE_ANY_SEQUENCE_ROLE' , 'SYS_CREATE_ANY_TABLE_ROLE' ,

'SYS_CREATE_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_ANY_TRIGGER_ROLE' ,

'SYS_CREATE_ANY_VIEW_ROLE' , 'SYS_CREATE_DATATYPE_ROLE' ,

'SYS_CREATE_EXTERNAL_REFERENCE_ROLE' ,

'SYS_CREATE_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_MESSAGE_ROLE' , 'SYS_CREATE_PROCEDURE_ROLE' ,

'SYS_CREATE_PROXY_TABLE_ROLE' , 'SYS_CREATE_TABLE_ROLE' ,

(continues on next page)
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'SYS_CREATE_TEXT_CONFIGURATION_ROLE' , 'SYS_CREATE_VIEW_ROLE' ,

'SYS_DEBUG_ANY_PROCEDURE_ROLE' , 'SYS_DELETE_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_INDEX_ROLE' , 'SYS_DROP_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_DROP_ANY_OBJECT_ROLE' , 'SYS_DROP_ANY_PROCEDURE_ROLE' ,

'SYS_DROP_ANY_SEQUENCE_ROLE' , 'SYS_DROP_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_TEXT_CONFIGURATION_ROLE' , 'SYS_DROP_ANY_VIEW_ROLE' ,

'SYS_DROP_CONNECTION_ROLE' , 'SYS_DROP_DATATYPE_ROLE' ,

'SYS_DROP_MESSAGE_ROLE' , 'SYS_EXECUTE_ANY_PROCEDURE_ROLE' ,

'SYS_INSERT_ANY_TABLE_ROLE' , 'SYS_LOAD_ANY_TABLE_ROLE' ,

'SYS_MANAGE_ANY_DBSPACE_ROLE' , 'SYS_MANAGE_ANY_EVENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_ENVIRONMENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_LDAP_SERVER_ROLE' ,

'SYS_MANAGE_ANY_LOGIN_POLICY_ROLE' ,

'SYS_MANAGE_ANY_MIRROR_SERVER_ROLE' ,

'SYS_MANAGE_ANY_OBJECT_PRIVILEGE_ROLE' ,

'SYS_MANAGE_ANY_SPATIAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_STATISTICS_ROLE' ,

'SYS_MANAGE_ANY_USER_ROLE' , 'SYS_MANAGE_ANY_WEB_SERVICE_ROLE' ,

'SYS_MANAGE_AUDITING_ROLE' , 'SYS_MANAGE_CERTIFICATES_ROLE' ,

'SYS_MANAGE_MULTIPLEX_ROLE' , 'SYS_MANAGE_PROFILING_ROLE' ,

'SYS_MANAGE_REPLICATION_ROLE' , 'SYS_MANAGE_ROLES_ROLE' ,

'SYS_MONITOR_ROLE' , 'SYS_READ_CLIENT_FILE_ROLE' ,

'SYS_READ_FILE_ROLE' ,

'SYS_REORGANIZE_ANY_OBJECT_ROLE' , 'SYS_REPLICATION_ADMIN_ROLE' ,

'SYS_RUN_REPLICATION_ROLE' , 'SYS_SELECT_ANY_TABLE_ROLE' ,

'SYS_SEND_EMAIL_ROLE' , 'SYS_SERVER_OPERATOR_ROLE' ,

'SYS_SET_ANY_PUBLIC_OPTION_ROLE' ,

'SYS_SET_ANY_SECURITY_OPTION_ROLE' ,

'SYS_SET_ANY_SYSTEM_OPTION_ROLE' ,

'SYS_SET_ANY_USER_DEFINED_OPTION_ROLE' ,

'SYS_SET_USER_ROLE' , 'SYS_SPATIAL_ADMIN_ROLE' ,

'SYS_TRUNCATE_ANY_TABLE_ROLE' , 'SYS_UPDATE_ANY_TABLE_ROLE' ,

'SYS_UPGRADE_ROLE_ROLE' , 'SYS_USE_ANY_SEQUENCE_ROLE' ,

'SYS_VALIDATE_ANY_OBJECT_ROLE' , 'SYS_WRITE_CLIENT_FILE_ROLE' ,

'SYS_WRITE_FILE_ROLE' , 'diagnostics' , 'rs_systabgroup')

ORDER BY

'CATALOG'

'SCHEMA';

Table

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, TABLE_OWNER, TABLE_TYPE, REMARKS

in the SELECT list.

SELECT

null AS CATALOG,

TRIM(U.USER_NAME) AS SCHEMA,

TRIM(TABLE_NAME) AS TABLE_NAME,

CASE WHEN TABLE_TYPE = 'BASE' THEN 'TABLE'

ELSE 'VIEW'

(continues on next page)
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END AS 'TABLE_TYPE',

TRIM(T.REMARKS) AS REMARKS,

TRIM(U.USER_NAME) AS TABLE_OWNER

FROM SYS.SYSTABLE T

INNER JOIN SYSUSER U

ON T.CREATOR = U.USER_ID

WHERE USER_NAME NOT IN ('''')

AND USER_NAME NOT IN ( 'EXTENV_MAIN' , 'EXTENV_WORKER' , 'PUBLIC' ,

'SA_DEBUG' , 'SYS' , 'SYS_ACCESS_SERVER_LS_ROLE' ,

'SYS_ALTER_ANY_INDEX_ROLE' , 'SYS_ALTER_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_ALTER_ANY_OBJECT_OWNER_ROLE' , 'SYS_ALTER_ANY_OBJECT_ROLE' ,

'SYS_ALTER_ANY_PROCEDURE_ROLE' , 'SYS_ALTER_ANY_SEQUENCE_ROLE' ,

'SYS_ALTER_ANY_TABLE_ROLE' , 'SYS_ALTER_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_ALTER_ANY_TRIGGER_ROLE' , 'SYS_ALTER_ANY_VIEW_ROLE' ,

'SYS_ALTER_DATABASE_ROLE' , 'SYS_ALTER_DATATYPE_ROLE' ,

'SYS_AUTH_BACKUP_ROLE' , 'SYS_AUTH_DBA_ROLE' ,

'SYS_AUTH_MULTIPLEX_ADMIN_ROLE' , 'SYS_AUTH_OPERATOR_ROLE' ,

'SYS_AUTH_PERMS_ADMIN_ROLE' , 'SYS_AUTH_PROFILE_ROLE' ,

'SYS_AUTH_READCLIENTFILE_ROLE' , 'SYS_AUTH_READFILE_ROLE' ,

'SYS_AUTH_RESOURCE_ROLE' , 'SYS_AUTH_SA_ROLE' ,

'SYS_AUTH_SPACE_ADMIN_ROLE' , 'SYS_AUTH_SSO_ROLE' ,

'SYS_AUTH_USER_ADMIN_ROLE' , 'SYS_AUTH_VALIDATE_ROLE' ,

'SYS_AUTH_WRITECLIENTFILE_ROLE' , 'SYS_AUTH_WRITEFILE_ROLE' ,

'SYS_BACKUP_DATABASE_ROLE' , 'SYS_CHANGE_PASSWORD_ROLE' ,

'SYS_CHECKPOINT_ROLE' , 'SYS_COMMENT_ANY_OBJECT_ROLE' ,

'SYS_CREATE_ANY_INDEX_ROLE' ,

'SYS_CREATE_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_ANY_OBJECT_ROLE' , 'SYS_CREATE_ANY_PROCEDURE_ROLE' ,

'SYS_CREATE_ANY_SEQUENCE_ROLE' , 'SYS_CREATE_ANY_TABLE_ROLE' ,

'SYS_CREATE_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_ANY_TRIGGER_ROLE' , 'SYS_CREATE_ANY_VIEW_ROLE' ,

'SYS_CREATE_DATATYPE_ROLE' , 'SYS_CREATE_EXTERNAL_REFERENCE_ROLE' ,

'SYS_CREATE_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_MESSAGE_ROLE' , 'SYS_CREATE_PROCEDURE_ROLE' ,

'SYS_CREATE_PROXY_TABLE_ROLE' , 'SYS_CREATE_TABLE_ROLE' ,

'SYS_CREATE_TEXT_CONFIGURATION_ROLE' , 'SYS_CREATE_VIEW_ROLE' ,

'SYS_DEBUG_ANY_PROCEDURE_ROLE' , 'SYS_DELETE_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_INDEX_ROLE' , 'SYS_DROP_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_DROP_ANY_OBJECT_ROLE' , 'SYS_DROP_ANY_PROCEDURE_ROLE' ,

'SYS_DROP_ANY_SEQUENCE_ROLE' , 'SYS_DROP_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_TEXT_CONFIGURATION_ROLE' , 'SYS_DROP_ANY_VIEW_ROLE' ,

'SYS_DROP_CONNECTION_ROLE' , 'SYS_DROP_DATATYPE_ROLE' ,

'SYS_DROP_MESSAGE_ROLE' , 'SYS_EXECUTE_ANY_PROCEDURE_ROLE' ,

'SYS_INSERT_ANY_TABLE_ROLE' , 'SYS_LOAD_ANY_TABLE_ROLE' ,

'SYS_MANAGE_ANY_DBSPACE_ROLE' , 'SYS_MANAGE_ANY_EVENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_ENVIRONMENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_LDAP_SERVER_ROLE' ,

'SYS_MANAGE_ANY_LOGIN_POLICY_ROLE' ,

'SYS_MANAGE_ANY_MIRROR_SERVER_ROLE' ,

'SYS_MANAGE_ANY_OBJECT_PRIVILEGE_ROLE' ,

'SYS_MANAGE_ANY_SPATIAL_OBJECT_ROLE' ,

(continues on next page)
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'SYS_MANAGE_ANY_STATISTICS_ROLE' , 'SYS_MANAGE_ANY_USER_ROLE' ,

'SYS_MANAGE_ANY_WEB_SERVICE_ROLE' ,

'SYS_MANAGE_AUDITING_ROLE' , 'SYS_MANAGE_CERTIFICATES_ROLE' ,

'SYS_MANAGE_MULTIPLEX_ROLE' , 'SYS_MANAGE_PROFILING_ROLE' ,

'SYS_MANAGE_REPLICATION_ROLE' , 'SYS_MANAGE_ROLES_ROLE' ,

'SYS_MONITOR_ROLE' , 'SYS_READ_CLIENT_FILE_ROLE' ,

'SYS_READ_FILE_ROLE' , 'SYS_REORGANIZE_ANY_OBJECT_ROLE' ,

'SYS_REPLICATION_ADMIN_ROLE' , 'SYS_RUN_REPLICATION_ROLE' ,

'SYS_SELECT_ANY_TABLE_ROLE' , 'SYS_SEND_EMAIL_ROLE' ,

'SYS_SERVER_OPERATOR_ROLE' , 'SYS_SET_ANY_PUBLIC_OPTION_ROLE' ,

'SYS_SET_ANY_SECURITY_OPTION_ROLE' , 'SYS_SET_ANY_SYSTEM_OPTION_ROLE' ,

'SYS_SET_ANY_USER_DEFINED_OPTION_ROLE' , 'SYS_SET_USER_ROLE' ,

'SYS_SPATIAL_ADMIN_ROLE' , 'SYS_TRUNCATE_ANY_TABLE_ROLE' ,

'SYS_UPDATE_ANY_TABLE_ROLE' , 'SYS_UPGRADE_ROLE_ROLE' ,

'SYS_USE_ANY_SEQUENCE_ROLE' , 'SYS_VALIDATE_ANY_OBJECT_ROLE' ,

'SYS_WRITE_CLIENT_FILE_ROLE' ,

'SYS_WRITE_FILE_ROLE' , 'diagnostics' , 'rs_systabgroup')

AND T.TABLE_TYPE IN ('BASE')

ORDER BY

TABLE_TYPE,

CATALOG,

SCHEMA,

TABLE_NAME;

View

Ensure your query has columns labelled as CATALOG, SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, TABLE_OWNER,

'VIEW' AS VIEW_TYPE (this is a hard coded column), REMARKS in the SELECT list.

SELECT

null AS CATALOG,

TRIM(U.USER_NAME) AS SCHEMA,

TRIM(T.TABLE_NAME) AS VIEW_NAME,

TRIM(T.VIEW_DEF) AS VIEW_CREATE_STATEMENT,

TRIM(U.USER_NAME) AS TABLE_OWNER,

'VIEW' AS 'VIEW_TYPE',

'' AS 'REMARKS'

FROM SYS.SYSTABLE T

INNER JOIN SYSUSERPERMS U

ON T.CREATOR = U.USER_ID

WHERE USER_NAME NOT IN ('''')

AND USER_NAME NOT IN ( 'EXTENV_MAIN' , 'EXTENV_WORKER' , 'PUBLIC' ,

'SA_DEBUG' , 'SYS' , 'SYS_ACCESS_SERVER_LS_ROLE' ,

'SYS_ALTER_ANY_INDEX_ROLE' ,

'SYS_ALTER_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_ALTER_ANY_OBJECT_OWNER_ROLE' ,

'SYS_ALTER_ANY_OBJECT_ROLE' , 'SYS_ALTER_ANY_PROCEDURE_ROLE' ,

'SYS_ALTER_ANY_SEQUENCE_ROLE' , 'SYS_ALTER_ANY_TABLE_ROLE' ,

'SYS_ALTER_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_ALTER_ANY_TRIGGER_ROLE' ,

'SYS_ALTER_ANY_VIEW_ROLE' , 'SYS_ALTER_DATABASE_ROLE' ,
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'SYS_ALTER_DATATYPE_ROLE' , 'SYS_AUTH_BACKUP_ROLE' ,

'SYS_AUTH_DBA_ROLE' , 'SYS_AUTH_MULTIPLEX_ADMIN_ROLE' ,

'SYS_AUTH_OPERATOR_ROLE' , 'SYS_AUTH_PERMS_ADMIN_ROLE' ,

'SYS_AUTH_PROFILE_ROLE' , 'SYS_AUTH_READCLIENTFILE_ROLE' ,

'SYS_AUTH_READFILE_ROLE' , 'SYS_AUTH_RESOURCE_ROLE' ,

'SYS_AUTH_SA_ROLE' , 'SYS_AUTH_SPACE_ADMIN_ROLE' ,

'SYS_AUTH_SSO_ROLE' , 'SYS_AUTH_USER_ADMIN_ROLE' ,

'SYS_AUTH_VALIDATE_ROLE' , 'SYS_AUTH_WRITECLIENTFILE_ROLE' ,

'SYS_AUTH_WRITEFILE_ROLE' , 'SYS_BACKUP_DATABASE_ROLE' ,

'SYS_CHANGE_PASSWORD_ROLE' , 'SYS_CHECKPOINT_ROLE' ,

'SYS_COMMENT_ANY_OBJECT_ROLE' , 'SYS_CREATE_ANY_INDEX_ROLE' ,

'SYS_CREATE_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_ANY_OBJECT_ROLE' ,

'SYS_CREATE_ANY_PROCEDURE_ROLE' ,

'SYS_CREATE_ANY_SEQUENCE_ROLE' ,

'SYS_CREATE_ANY_TABLE_ROLE' ,

'SYS_CREATE_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_ANY_TRIGGER_ROLE' , 'SYS_CREATE_ANY_VIEW_ROLE' ,

'SYS_CREATE_DATATYPE_ROLE' ,

'SYS_CREATE_EXTERNAL_REFERENCE_ROLE' ,

'SYS_CREATE_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_MESSAGE_ROLE' , 'SYS_CREATE_PROCEDURE_ROLE' ,

'SYS_CREATE_PROXY_TABLE_ROLE' , 'SYS_CREATE_TABLE_ROLE' ,

'SYS_CREATE_TEXT_CONFIGURATION_ROLE' , 'SYS_CREATE_VIEW_ROLE' ,

'SYS_DEBUG_ANY_PROCEDURE_ROLE' , 'SYS_DELETE_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_INDEX_ROLE' , 'SYS_DROP_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_DROP_ANY_OBJECT_ROLE' , 'SYS_DROP_ANY_PROCEDURE_ROLE' ,

'SYS_DROP_ANY_SEQUENCE_ROLE' , 'SYS_DROP_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_DROP_ANY_VIEW_ROLE' , 'SYS_DROP_CONNECTION_ROLE' ,

'SYS_DROP_DATATYPE_ROLE' , 'SYS_DROP_MESSAGE_ROLE' ,

'SYS_EXECUTE_ANY_PROCEDURE_ROLE' ,

'SYS_INSERT_ANY_TABLE_ROLE' , 'SYS_LOAD_ANY_TABLE_ROLE' ,

'SYS_MANAGE_ANY_DBSPACE_ROLE' ,

'SYS_MANAGE_ANY_EVENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_ENVIRONMENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_LDAP_SERVER_ROLE' ,

'SYS_MANAGE_ANY_LOGIN_POLICY_ROLE' ,

'SYS_MANAGE_ANY_MIRROR_SERVER_ROLE' ,

'SYS_MANAGE_ANY_OBJECT_PRIVILEGE_ROLE' ,

'SYS_MANAGE_ANY_SPATIAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_STATISTICS_ROLE' , 'SYS_MANAGE_ANY_USER_ROLE' ,

'SYS_MANAGE_ANY_WEB_SERVICE_ROLE' ,

'SYS_MANAGE_AUDITING_ROLE' , 'SYS_MANAGE_CERTIFICATES_ROLE' ,

'SYS_MANAGE_MULTIPLEX_ROLE' , 'SYS_MANAGE_PROFILING_ROLE' ,

'SYS_MANAGE_REPLICATION_ROLE' , 'SYS_MANAGE_ROLES_ROLE' ,

'SYS_MONITOR_ROLE' , 'SYS_READ_CLIENT_FILE_ROLE' ,

'SYS_READ_FILE_ROLE' , 'SYS_REORGANIZE_ANY_OBJECT_ROLE' ,

'SYS_REPLICATION_ADMIN_ROLE' , 'SYS_RUN_REPLICATION_ROLE' ,

'SYS_SELECT_ANY_TABLE_ROLE' , 'SYS_SEND_EMAIL_ROLE' ,

'SYS_SERVER_OPERATOR_ROLE' , 'SYS_SET_ANY_PUBLIC_OPTION_ROLE' ,
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'SYS_SET_ANY_SECURITY_OPTION_ROLE' ,

'SYS_SET_ANY_SYSTEM_OPTION_ROLE' ,

'SYS_SET_ANY_USER_DEFINED_OPTION_ROLE' ,

'SYS_SET_USER_ROLE' , 'SYS_SPATIAL_ADMIN_ROLE' ,

'SYS_TRUNCATE_ANY_TABLE_ROLE' , 'SYS_UPDATE_ANY_TABLE_ROLE' ,

'SYS_UPGRADE_ROLE_ROLE' , 'SYS_USE_ANY_SEQUENCE_ROLE' ,

'SYS_VALIDATE_ANY_OBJECT_ROLE' , 'SYS_WRITE_CLIENT_FILE_ROLE' ,

'SYS_WRITE_FILE_ROLE' , 'diagnostics' , 'rs_systabgroup')

AND T.TABLE_TYPE = 'VIEW'

ORDER BY

SCHEMA,

VIEW_NAME;

Column

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME,

ORDINAL_POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT, LENGTH, SCALE in the SELECT list.

SELECT

null AS CATALOG,

TRIM(U.USER_NAME) AS SCHEMA,

TRIM(C.TNAME) AS TABLE_NAME,

TRIM(C.CNAME) AS COLUMN_NAME,

TRIM(C.COLNO) AS ORDINAL_POSITION,

TRIM(DEFAULT_VALUE) AS COLUMN_DEFAULT,

(CASE WHEN TRIM(C.COLTYPE) = 'varchar' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'bigint' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'bit' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'decimal' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||','||C.

SYSLENGTH ||')')

WHEN TRIM(C.COLTYPE) = 'double' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||','||C.

SYSLENGTH ||')')

WHEN TRIM(C.COLTYPE) = 'integer' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'numeric' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||','||C.

SYSLENGTH ||')')

WHEN TRIM(C.COLTYPE) = 'float' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||','||C.

SYSLENGTH ||')')

WHEN TRIM(C.COLTYPE) = 'smallint' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'tinyint' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'uniqueidentifier' THEN TRIM(C.COLTYPE) || ('('||C.

LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'char' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'date' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'timestamp' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'time' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'binary' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'varbinary' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

WHEN TRIM(C.COLTYPE) = 'varchar' THEN TRIM(C.COLTYPE) || ('('||C.LENGTH||')')

ELSE TRIM(TRIM(C.COLTYPE))

END ) AS TYPE_NAME,

TRIM(C.REMARKS) AS REMARKS, TRIM(TRIM(C.COLTYPE)) AS DATA_TYPE,
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TRIM(C.LENGTH) AS LENGTH,

TRIM(C.SYSLENGTH) AS SCALE,

TRIM(C.NULLS) AS IS_NULLABLE

FROM SYS.SYSCOLUMNS AS C

INNER JOIN SYSUSERPERMS U

ON C.CREATOR = U.USER_NAME

INNER JOIN SYS.SYSTABLE T

ON U.USER_ID = T.CREATOR

AND C.TNAME = T.TABLE_NAME

WHERE USER_NAME NOT IN ('''')

AND USER_NAME NOT IN ( 'EXTENV_MAIN' , 'EXTENV_WORKER' , 'PUBLIC' ,

'SA_DEBUG' , 'SYS' , 'SYS_ACCESS_SERVER_LS_ROLE' ,

'SYS_ALTER_ANY_INDEX_ROLE' ,

'SYS_ALTER_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_ALTER_ANY_OBJECT_OWNER_ROLE' ,

'SYS_ALTER_ANY_OBJECT_ROLE' , 'SYS_ALTER_ANY_PROCEDURE_ROLE' ,

'SYS_ALTER_ANY_SEQUENCE_ROLE' , 'SYS_ALTER_ANY_TABLE_ROLE' ,

'SYS_ALTER_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_ALTER_ANY_TRIGGER_ROLE' , 'SYS_ALTER_ANY_VIEW_ROLE' ,

'SYS_ALTER_DATABASE_ROLE' , 'SYS_ALTER_DATATYPE_ROLE' ,

'SYS_AUTH_BACKUP_ROLE' , 'SYS_AUTH_DBA_ROLE' ,

'SYS_AUTH_MULTIPLEX_ADMIN_ROLE' , 'SYS_AUTH_OPERATOR_ROLE' ,

'SYS_AUTH_PERMS_ADMIN_ROLE' , 'SYS_AUTH_PROFILE_ROLE' ,

'SYS_AUTH_READCLIENTFILE_ROLE' , 'SYS_AUTH_READFILE_ROLE' ,

'SYS_AUTH_RESOURCE_ROLE' , 'SYS_AUTH_SA_ROLE' ,

'SYS_AUTH_SPACE_ADMIN_ROLE' , 'SYS_AUTH_SSO_ROLE' ,

'SYS_AUTH_USER_ADMIN_ROLE' , 'SYS_AUTH_VALIDATE_ROLE' ,

'SYS_AUTH_WRITECLIENTFILE_ROLE' , 'SYS_AUTH_WRITEFILE_ROLE' ,

'SYS_BACKUP_DATABASE_ROLE' , 'SYS_CHANGE_PASSWORD_ROLE' ,

'SYS_CHECKPOINT_ROLE' , 'SYS_COMMENT_ANY_OBJECT_ROLE' ,

'SYS_CREATE_ANY_INDEX_ROLE' ,

'SYS_CREATE_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_ANY_OBJECT_ROLE' , 'SYS_CREATE_ANY_PROCEDURE_ROLE' ,

'SYS_CREATE_ANY_SEQUENCE_ROLE' , 'SYS_CREATE_ANY_TABLE_ROLE' ,

'SYS_CREATE_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_ANY_TRIGGER_ROLE' , 'SYS_CREATE_ANY_VIEW_ROLE' ,

'SYS_CREATE_DATATYPE_ROLE' ,

'SYS_CREATE_EXTERNAL_REFERENCE_ROLE' ,

'SYS_CREATE_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_MESSAGE_ROLE' , 'SYS_CREATE_PROCEDURE_ROLE' ,

'SYS_CREATE_PROXY_TABLE_ROLE' ,

'SYS_CREATE_TABLE_ROLE' , 'SYS_CREATE_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_VIEW_ROLE' ,

'SYS_DEBUG_ANY_PROCEDURE_ROLE' , 'SYS_DELETE_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_INDEX_ROLE' ,

'SYS_DROP_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_DROP_ANY_OBJECT_ROLE' ,

'SYS_DROP_ANY_PROCEDURE_ROLE' , 'SYS_DROP_ANY_SEQUENCE_ROLE' ,

'SYS_DROP_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_TEXT_CONFIGURATION_ROLE' , 'SYS_DROP_ANY_VIEW_ROLE' ,

'SYS_DROP_CONNECTION_ROLE' ,

'SYS_DROP_DATATYPE_ROLE' , 'SYS_DROP_MESSAGE_ROLE' ,
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'SYS_EXECUTE_ANY_PROCEDURE_ROLE' ,

'SYS_INSERT_ANY_TABLE_ROLE' , 'SYS_LOAD_ANY_TABLE_ROLE' ,

'SYS_MANAGE_ANY_DBSPACE_ROLE' ,

'SYS_MANAGE_ANY_EVENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_ENVIRONMENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_LDAP_SERVER_ROLE' ,

'SYS_MANAGE_ANY_LOGIN_POLICY_ROLE' ,

'SYS_MANAGE_ANY_MIRROR_SERVER_ROLE' ,

'SYS_MANAGE_ANY_OBJECT_PRIVILEGE_ROLE' ,

'SYS_MANAGE_ANY_SPATIAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_STATISTICS_ROLE' , 'SYS_MANAGE_ANY_USER_ROLE' ,

'SYS_MANAGE_ANY_WEB_SERVICE_ROLE' ,

'SYS_MANAGE_AUDITING_ROLE' , 'SYS_MANAGE_CERTIFICATES_ROLE' ,

'SYS_MANAGE_MULTIPLEX_ROLE' , 'SYS_MANAGE_PROFILING_ROLE' ,

'SYS_MANAGE_REPLICATION_ROLE' , 'SYS_MANAGE_ROLES_ROLE' ,

'SYS_MONITOR_ROLE' , 'SYS_READ_CLIENT_FILE_ROLE' ,

'SYS_READ_FILE_ROLE' ,

'SYS_REORGANIZE_ANY_OBJECT_ROLE' ,

'SYS_REPLICATION_ADMIN_ROLE' , 'SYS_RUN_REPLICATION_ROLE' ,

'SYS_SELECT_ANY_TABLE_ROLE' , 'SYS_SEND_EMAIL_ROLE' ,

'SYS_SERVER_OPERATOR_ROLE' ,

'SYS_SET_ANY_PUBLIC_OPTION_ROLE' ,

'SYS_SET_ANY_SECURITY_OPTION_ROLE' ,

'SYS_SET_ANY_SYSTEM_OPTION_ROLE' ,

'SYS_SET_ANY_USER_DEFINED_OPTION_ROLE' ,

'SYS_SET_USER_ROLE' , 'SYS_SPATIAL_ADMIN_ROLE' ,

'SYS_TRUNCATE_ANY_TABLE_ROLE' ,

'SYS_UPDATE_ANY_TABLE_ROLE' , 'SYS_UPGRADE_ROLE_ROLE' ,

'SYS_USE_ANY_SEQUENCE_ROLE' ,

'SYS_VALIDATE_ANY_OBJECT_ROLE' , 'SYS_WRITE_CLIENT_FILE_ROLE' ,

'SYS_WRITE_FILE_ROLE' , 'diagnostics' , 'rs_systabgroup')

AND T.TABLE_TYPE IN ('BASE' , 'VIEW')

ORDER BY

CATALOG,

SCHEMA,

TABLE_NAME,

ORDINAL_POSITION;

Primary Key

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, PK_NAME, COLUMN_NAME, INDEXTYPE in

the SELECT list.

SELECT null AS CATALOG,

TRIM(i.icreator) AS SCHEMA,

TRIM(i.tname) AS TABLE_NAME,

TRIM(i.iname) AS pk_name,

TRIM(c.cname) AS COLUMN_NAME,

i.indextype

FROM sys.sysindexes i
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INNER JOIN sysuserperms u

ON i.icreator = u.user_name

AND i.indextype = 'Primary Key'

INNER JOIN sys.systable t

ON u.user_id = t.creator

INNER JOIN sys.syscolumns c

ON c.tname=i.tname

AND c.in_primary_key='Y'

WHERE USER_NAME NOT IN ('''')

AND USER_NAME NOT IN ( 'EXTENV_MAIN' , 'EXTENV_WORKER' , 'PUBLIC' ,

'SA_DEBUG' , 'SYS' , 'SYS_ACCESS_SERVER_LS_ROLE' ,

'SYS_ALTER_ANY_INDEX_ROLE' ,

'SYS_ALTER_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_ALTER_ANY_OBJECT_OWNER_ROLE' ,

'SYS_ALTER_ANY_OBJECT_ROLE' , 'SYS_ALTER_ANY_PROCEDURE_ROLE' ,

'SYS_ALTER_ANY_SEQUENCE_ROLE' , 'SYS_ALTER_ANY_TABLE_ROLE' ,

'SYS_ALTER_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_ALTER_ANY_TRIGGER_ROLE' ,

'SYS_ALTER_ANY_VIEW_ROLE' , 'SYS_ALTER_DATABASE_ROLE' ,

'SYS_ALTER_DATATYPE_ROLE' , 'SYS_AUTH_BACKUP_ROLE' ,

'SYS_AUTH_DBA_ROLE' , 'SYS_AUTH_MULTIPLEX_ADMIN_ROLE' ,

'SYS_AUTH_OPERATOR_ROLE' , 'SYS_AUTH_PERMS_ADMIN_ROLE' ,

'SYS_AUTH_PROFILE_ROLE' , 'SYS_AUTH_READCLIENTFILE_ROLE' ,

'SYS_AUTH_READFILE_ROLE' , 'SYS_AUTH_RESOURCE_ROLE' ,

'SYS_AUTH_SA_ROLE' , 'SYS_AUTH_SPACE_ADMIN_ROLE' ,

'SYS_AUTH_SSO_ROLE' , 'SYS_AUTH_USER_ADMIN_ROLE' ,

'SYS_AUTH_VALIDATE_ROLE' , 'SYS_AUTH_WRITECLIENTFILE_ROLE' ,

'SYS_AUTH_WRITEFILE_ROLE' , 'SYS_BACKUP_DATABASE_ROLE' ,

'SYS_CHANGE_PASSWORD_ROLE' , 'SYS_CHECKPOINT_ROLE' ,

'SYS_COMMENT_ANY_OBJECT_ROLE' , 'SYS_CREATE_ANY_INDEX_ROLE' ,

'SYS_CREATE_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_ANY_OBJECT_ROLE' ,

'SYS_CREATE_ANY_PROCEDURE_ROLE' ,

'SYS_CREATE_ANY_SEQUENCE_ROLE' , 'SYS_CREATE_ANY_TABLE_ROLE' ,

'SYS_CREATE_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_ANY_TRIGGER_ROLE' ,

'SYS_CREATE_ANY_VIEW_ROLE' , 'SYS_CREATE_DATATYPE_ROLE' ,

'SYS_CREATE_EXTERNAL_REFERENCE_ROLE' ,

'SYS_CREATE_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_MESSAGE_ROLE' , 'SYS_CREATE_PROCEDURE_ROLE' ,

'SYS_CREATE_PROXY_TABLE_ROLE' , 'SYS_CREATE_TABLE_ROLE' ,

'SYS_CREATE_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_VIEW_ROLE' , 'SYS_DEBUG_ANY_PROCEDURE_ROLE' ,

'SYS_DELETE_ANY_TABLE_ROLE' , 'SYS_DROP_ANY_INDEX_ROLE' ,

'SYS_DROP_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_DROP_ANY_OBJECT_ROLE' ,

'SYS_DROP_ANY_PROCEDURE_ROLE' , 'SYS_DROP_ANY_SEQUENCE_ROLE' ,

'SYS_DROP_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_DROP_ANY_VIEW_ROLE' , 'SYS_DROP_CONNECTION_ROLE' ,

'SYS_DROP_DATATYPE_ROLE' , 'SYS_DROP_MESSAGE_ROLE' ,

'SYS_EXECUTE_ANY_PROCEDURE_ROLE' ,
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'SYS_INSERT_ANY_TABLE_ROLE' , 'SYS_LOAD_ANY_TABLE_ROLE' ,

'SYS_MANAGE_ANY_DBSPACE_ROLE' ,

'SYS_MANAGE_ANY_EVENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_ENVIRONMENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_LDAP_SERVER_ROLE' ,

'SYS_MANAGE_ANY_LOGIN_POLICY_ROLE' ,

'SYS_MANAGE_ANY_MIRROR_SERVER_ROLE' ,

'SYS_MANAGE_ANY_OBJECT_PRIVILEGE_ROLE' ,

'SYS_MANAGE_ANY_SPATIAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_STATISTICS_ROLE' , 'SYS_MANAGE_ANY_USER_ROLE' ,

'SYS_MANAGE_ANY_WEB_SERVICE_ROLE' , 'SYS_MANAGE_AUDITING_ROLE' ,

'SYS_MANAGE_CERTIFICATES_ROLE' , 'SYS_MANAGE_MULTIPLEX_ROLE' ,

'SYS_MANAGE_PROFILING_ROLE' , 'SYS_MANAGE_REPLICATION_ROLE' ,

'SYS_MANAGE_ROLES_ROLE' , 'SYS_MONITOR_ROLE' ,

'SYS_READ_CLIENT_FILE_ROLE' , 'SYS_READ_FILE_ROLE' ,

'SYS_REORGANIZE_ANY_OBJECT_ROLE' , 'SYS_REPLICATION_ADMIN_ROLE' ,

'SYS_RUN_REPLICATION_ROLE' , 'SYS_SELECT_ANY_TABLE_ROLE' ,

'SYS_SEND_EMAIL_ROLE' , 'SYS_SERVER_OPERATOR_ROLE' ,

'SYS_SET_ANY_PUBLIC_OPTION_ROLE' ,

'SYS_SET_ANY_SECURITY_OPTION_ROLE' ,

'SYS_SET_ANY_SYSTEM_OPTION_ROLE' ,

'SYS_SET_ANY_USER_DEFINED_OPTION_ROLE' ,

'SYS_SET_USER_ROLE' , 'SYS_SPATIAL_ADMIN_ROLE' ,

'SYS_TRUNCATE_ANY_TABLE_ROLE' ,

'SYS_UPDATE_ANY_TABLE_ROLE' , 'SYS_UPGRADE_ROLE_ROLE' ,

'SYS_USE_ANY_SEQUENCE_ROLE' ,

'SYS_VALIDATE_ANY_OBJECT_ROLE' , 'SYS_WRITE_CLIENT_FILE_ROLE' ,

'SYS_WRITE_FILE_ROLE' , 'diagnostics' , 'rs_systabgroup')

ORDER BY

SCHEMA,

TABLE_NAME,

PK_NAME;

Foreign Key

Ensure your query has columns labelled as FK_CATALOG, FK_SCHEMA, FK_TABLE, FK_NAME, FK_COLUMN, PK_CATALOG,

PK_SCHEMA, PK_TABLE, PK_NAME, PK_COLUMN in the SELECT list.

SELECT null AS FK_CATALOG,

TRIM(I.ICREATOR) AS FK_SCHEMA,

TRIM(I.TNAME) AS FK_TABLE,

TRIM(I.INAME) AS FK_NAME ,

TRIM(REPLACE(TRIM(I.colnames),'ASC','')) AS FK_Column ,

null AS PK_CATALOG,

TRIM(PKI.ICREATOR) AS PK_SCHEMA,

TRIM(PKI.TNAME) AS PK_TABLE,

TRIM(PKI.INAME) AS PK_NAME ,

TRIM(REPLACE(TRIM(PKI.colnames),'ASC','')) AS PK_Column

FROM SYS.SYSINDEXES I

INNER JOIN SYS.SYSINDEXES PKI
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ON PKI.INAME = I.INAME

AND PKI.INDEXTYPE = 'Primary Key'

AND I.INDEXTYPE = 'Foreign Key'

INNER JOIN SYSUSERPERMS U

ON I.ICREATOR = U.USER_NAME

INNER JOIN SYS.SYSTABLE T

ON U.USER_ID = T.CREATOR

AND I.TNAME = T.TABLE_NAME

AND T.TABLE_TYPE IN ('BASE' , 'VIEW')

WHERE U.USER_NAME NOT IN ('''')

AND U.USER_NAME NOT IN ( 'EXTENV_MAIN' , 'EXTENV_WORKER' , 'PUBLIC' ,

'SA_DEBUG' , 'SYS' , 'SYS_ACCESS_SERVER_LS_ROLE' ,

'SYS_ALTER_ANY_INDEX_ROLE' , 'SYS_ALTER_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_ALTER_ANY_OBJECT_OWNER_ROLE' , 'SYS_ALTER_ANY_OBJECT_ROLE' ,

'SYS_ALTER_ANY_PROCEDURE_ROLE' , 'SYS_ALTER_ANY_SEQUENCE_ROLE' ,

'SYS_ALTER_ANY_TABLE_ROLE' , 'SYS_ALTER_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_ALTER_ANY_TRIGGER_ROLE' , 'SYS_ALTER_ANY_VIEW_ROLE' ,

'SYS_ALTER_DATABASE_ROLE' , 'SYS_ALTER_DATATYPE_ROLE' ,

'SYS_AUTH_BACKUP_ROLE' , 'SYS_AUTH_DBA_ROLE' ,

'SYS_AUTH_MULTIPLEX_ADMIN_ROLE' , 'SYS_AUTH_OPERATOR_ROLE' ,

'SYS_AUTH_PERMS_ADMIN_ROLE' , 'SYS_AUTH_PROFILE_ROLE' ,

'SYS_AUTH_READCLIENTFILE_ROLE' , 'SYS_AUTH_READFILE_ROLE' ,

'SYS_AUTH_RESOURCE_ROLE' , 'SYS_AUTH_SA_ROLE' ,

'SYS_AUTH_SPACE_ADMIN_ROLE' , 'SYS_AUTH_SSO_ROLE' ,

'SYS_AUTH_USER_ADMIN_ROLE' , 'SYS_AUTH_VALIDATE_ROLE' ,

'SYS_AUTH_WRITECLIENTFILE_ROLE' , 'SYS_AUTH_WRITEFILE_ROLE' ,

'SYS_BACKUP_DATABASE_ROLE' , 'SYS_CHANGE_PASSWORD_ROLE' ,

'SYS_CHECKPOINT_ROLE' , 'SYS_COMMENT_ANY_OBJECT_ROLE' ,

'SYS_CREATE_ANY_INDEX_ROLE' ,

'SYS_CREATE_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_ANY_OBJECT_ROLE' ,

'SYS_CREATE_ANY_PROCEDURE_ROLE' , 'SYS_CREATE_ANY_SEQUENCE_ROLE' ,

'SYS_CREATE_ANY_TABLE_ROLE' ,

'SYS_CREATE_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_ANY_TRIGGER_ROLE' ,

'SYS_CREATE_ANY_VIEW_ROLE' , 'SYS_CREATE_DATATYPE_ROLE' ,

'SYS_CREATE_EXTERNAL_REFERENCE_ROLE' ,

'SYS_CREATE_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_MESSAGE_ROLE' , 'SYS_CREATE_PROCEDURE_ROLE' ,

'SYS_CREATE_PROXY_TABLE_ROLE' , 'SYS_CREATE_TABLE_ROLE' ,

'SYS_CREATE_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_VIEW_ROLE' , 'SYS_DEBUG_ANY_PROCEDURE_ROLE' ,

'SYS_DELETE_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_INDEX_ROLE' , 'SYS_DROP_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_DROP_ANY_OBJECT_ROLE' ,

'SYS_DROP_ANY_PROCEDURE_ROLE' , 'SYS_DROP_ANY_SEQUENCE_ROLE' ,

'SYS_DROP_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_TEXT_CONFIGURATION_ROLE' , 'SYS_DROP_ANY_VIEW_ROLE' ,

'SYS_DROP_CONNECTION_ROLE' , 'SYS_DROP_DATATYPE_ROLE' ,

'SYS_DROP_MESSAGE_ROLE' , 'SYS_EXECUTE_ANY_PROCEDURE_ROLE' ,

'SYS_INSERT_ANY_TABLE_ROLE' , 'SYS_LOAD_ANY_TABLE_ROLE' ,

'SYS_MANAGE_ANY_DBSPACE_ROLE' ,
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'SYS_MANAGE_ANY_EVENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_ENVIRONMENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_LDAP_SERVER_ROLE' ,

'SYS_MANAGE_ANY_LOGIN_POLICY_ROLE' ,

'SYS_MANAGE_ANY_MIRROR_SERVER_ROLE' ,

'SYS_MANAGE_ANY_OBJECT_PRIVILEGE_ROLE' ,

'SYS_MANAGE_ANY_SPATIAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_STATISTICS_ROLE' , 'SYS_MANAGE_ANY_USER_ROLE' ,

'SYS_MANAGE_ANY_WEB_SERVICE_ROLE' ,

'SYS_MANAGE_AUDITING_ROLE' , 'SYS_MANAGE_CERTIFICATES_ROLE' ,

'SYS_MANAGE_MULTIPLEX_ROLE' ,

'SYS_MANAGE_PROFILING_ROLE' , 'SYS_MANAGE_REPLICATION_ROLE' ,

'SYS_MANAGE_ROLES_ROLE' ,

'SYS_MONITOR_ROLE' , 'SYS_READ_CLIENT_FILE_ROLE' ,

'SYS_READ_FILE_ROLE' ,

'SYS_REORGANIZE_ANY_OBJECT_ROLE' , 'SYS_REPLICATION_ADMIN_ROLE' ,

'SYS_RUN_REPLICATION_ROLE' ,

'SYS_SELECT_ANY_TABLE_ROLE' , 'SYS_SEND_EMAIL_ROLE' ,

'SYS_SERVER_OPERATOR_ROLE' ,

'SYS_SET_ANY_PUBLIC_OPTION_ROLE' ,

'SYS_SET_ANY_SECURITY_OPTION_ROLE' ,

'SYS_SET_ANY_SYSTEM_OPTION_ROLE' ,

'SYS_SET_ANY_USER_DEFINED_OPTION_ROLE' ,

'SYS_SET_USER_ROLE' , 'SYS_SPATIAL_ADMIN_ROLE' ,

'SYS_TRUNCATE_ANY_TABLE_ROLE' ,

'SYS_UPDATE_ANY_TABLE_ROLE' , 'SYS_UPGRADE_ROLE_ROLE' ,

'SYS_USE_ANY_SEQUENCE_ROLE' ,

'SYS_VALIDATE_ANY_OBJECT_ROLE' , 'SYS_WRITE_CLIENT_FILE_ROLE' ,

'SYS_WRITE_FILE_ROLE' , 'diagnostics' , 'rs_systabgroup')

ORDER BY

FK_SCHEMA,

FK_TABLE,

FK_NAME;

Function

Ensure your query has columns labelled as CATALOG, SCHEMA, FUNCTION_NAME, REMARKS in the SELECT list.

SELECT

null AS CATALOG,

TRIM(U.user_name) AS SCHEMA ,

TRIM(sp.proc_name) AS FUNCTION_NAME,

'' AS REMARKS

FROM

SYSPROCEDURE sp INNER

JOIN SYSPROCPARM pp

ON sp.proc_id = pp.proc_id

INNER JOIN SYSUSERPERMS U

ON U.USER_ID = SP.creator

WHERE U.USER_NAME NOT IN ('''')
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AND U.USER_NAME NOT IN ( 'EXTENV_MAIN' , 'EXTENV_WORKER' , 'PUBLIC' ,

'SA_DEBUG' , 'SYS' , 'SYS_ACCESS_SERVER_LS_ROLE' ,

'SYS_ALTER_ANY_INDEX_ROLE' , 'SYS_ALTER_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_ALTER_ANY_OBJECT_OWNER_ROLE' ,

'SYS_ALTER_ANY_OBJECT_ROLE' ,

'SYS_ALTER_ANY_PROCEDURE_ROLE' , 'SYS_ALTER_ANY_SEQUENCE_ROLE' ,

'SYS_ALTER_ANY_TABLE_ROLE' , 'SYS_ALTER_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_ALTER_ANY_TRIGGER_ROLE' , 'SYS_ALTER_ANY_VIEW_ROLE' ,

'SYS_ALTER_DATABASE_ROLE' , 'SYS_ALTER_DATATYPE_ROLE' ,

'SYS_AUTH_BACKUP_ROLE' , 'SYS_AUTH_DBA_ROLE' ,

'SYS_AUTH_MULTIPLEX_ADMIN_ROLE' ,

'SYS_AUTH_OPERATOR_ROLE' , 'SYS_AUTH_PERMS_ADMIN_ROLE' ,

'SYS_AUTH_PROFILE_ROLE' , 'SYS_AUTH_READCLIENTFILE_ROLE' ,

'SYS_AUTH_READFILE_ROLE' , 'SYS_AUTH_RESOURCE_ROLE' ,

'SYS_AUTH_SA_ROLE' , 'SYS_AUTH_SPACE_ADMIN_ROLE' ,

'SYS_AUTH_SSO_ROLE' , 'SYS_AUTH_USER_ADMIN_ROLE' ,

'SYS_AUTH_VALIDATE_ROLE' , 'SYS_AUTH_WRITECLIENTFILE_ROLE' ,

'SYS_AUTH_WRITEFILE_ROLE' , 'SYS_BACKUP_DATABASE_ROLE' ,

'SYS_CHANGE_PASSWORD_ROLE' , 'SYS_CHECKPOINT_ROLE' ,

'SYS_COMMENT_ANY_OBJECT_ROLE' , 'SYS_CREATE_ANY_INDEX_ROLE' ,

'SYS_CREATE_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_ANY_OBJECT_ROLE' , 'SYS_CREATE_ANY_PROCEDURE_ROLE' ,

'SYS_CREATE_ANY_SEQUENCE_ROLE' ,

'SYS_CREATE_ANY_TABLE_ROLE' ,

'SYS_CREATE_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_ANY_TRIGGER_ROLE' ,

'SYS_CREATE_ANY_VIEW_ROLE' , 'SYS_CREATE_DATATYPE_ROLE' ,

'SYS_CREATE_EXTERNAL_REFERENCE_ROLE' ,

'SYS_CREATE_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_MESSAGE_ROLE' , 'SYS_CREATE_PROCEDURE_ROLE' ,

'SYS_CREATE_PROXY_TABLE_ROLE' , 'SYS_CREATE_TABLE_ROLE' ,

'SYS_CREATE_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_VIEW_ROLE' , 'SYS_DEBUG_ANY_PROCEDURE_ROLE' ,

'SYS_DELETE_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_INDEX_ROLE' ,

'SYS_DROP_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_DROP_ANY_OBJECT_ROLE' ,

'SYS_DROP_ANY_PROCEDURE_ROLE' , 'SYS_DROP_ANY_SEQUENCE_ROLE' ,

'SYS_DROP_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_DROP_ANY_VIEW_ROLE' , 'SYS_DROP_CONNECTION_ROLE' ,

'SYS_DROP_DATATYPE_ROLE' , 'SYS_DROP_MESSAGE_ROLE' ,

'SYS_EXECUTE_ANY_PROCEDURE_ROLE' ,

'SYS_INSERT_ANY_TABLE_ROLE' , 'SYS_LOAD_ANY_TABLE_ROLE' ,

'SYS_MANAGE_ANY_DBSPACE_ROLE' ,

'SYS_MANAGE_ANY_EVENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_ENVIRONMENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_LDAP_SERVER_ROLE' ,

'SYS_MANAGE_ANY_LOGIN_POLICY_ROLE' ,

'SYS_MANAGE_ANY_MIRROR_SERVER_ROLE' ,

'SYS_MANAGE_ANY_OBJECT_PRIVILEGE_ROLE' ,
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'SYS_MANAGE_ANY_SPATIAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_STATISTICS_ROLE' , 'SYS_MANAGE_ANY_USER_ROLE' ,

'SYS_MANAGE_ANY_WEB_SERVICE_ROLE' ,

'SYS_MANAGE_AUDITING_ROLE' , 'SYS_MANAGE_CERTIFICATES_ROLE' ,

'SYS_MANAGE_MULTIPLEX_ROLE' ,

'SYS_MANAGE_PROFILING_ROLE' , 'SYS_MANAGE_REPLICATION_ROLE' ,

'SYS_MANAGE_ROLES_ROLE' ,

'SYS_MONITOR_ROLE' , 'SYS_READ_CLIENT_FILE_ROLE' ,

'SYS_READ_FILE_ROLE' ,'SYS_REORGANIZE_ANY_OBJECT_ROLE' ,

'SYS_REPLICATION_ADMIN_ROLE' , 'SYS_RUN_REPLICATION_ROLE' ,

'SYS_SELECT_ANY_TABLE_ROLE' , 'SYS_SEND_EMAIL_ROLE' ,

'SYS_SERVER_OPERATOR_ROLE' ,

'SYS_SET_ANY_PUBLIC_OPTION_ROLE' ,

'SYS_SET_ANY_SECURITY_OPTION_ROLE' ,

'SYS_SET_ANY_SYSTEM_OPTION_ROLE' ,

'SYS_SET_ANY_USER_DEFINED_OPTION_ROLE' , 'SYS_SET_USER_ROLE' ,

'SYS_SPATIAL_ADMIN_ROLE' , 'SYS_TRUNCATE_ANY_TABLE_ROLE' ,

'SYS_UPDATE_ANY_TABLE_ROLE' ,

'SYS_UPGRADE_ROLE_ROLE' , 'SYS_USE_ANY_SEQUENCE_ROLE' ,

'SYS_VALIDATE_ANY_OBJECT_ROLE' ,

'SYS_WRITE_CLIENT_FILE_ROLE' , 'SYS_WRITE_FILE_ROLE' ,

'diagnostics' , 'rs_systabgroup')

ORDER BY

SCHEMA,

FUNCTION_NAME;

Function Definition

Ensure your query has columns labelled as CATALOG, SCHEMA, FUNCTION_NAME, COLUMN_NAME, ARG_NAME, ARG_TYPE,

TYPE_NAME, ARG_DEF, COLUMN_TYPE in the SELECT list.

SELECT

null AS CATALOG,

TRIM(U.user_name) AS SCHEMA ,

sp.proc_name AS FUNCTION_NAME,

sp.proc_defn AS ARG_DEF,

pp.parm_name AS COLUMN_NAME,

pp.base_type_str AS TYPE_NAME,

pp.base_type_str AS ARG_TYPE,

pp.parm_name AS ARG_name,

pp.parm_type AS COLUMN_TYPE

FROM

SYSPROCEDURE sp

INNER JOIN SYSPROCPARM pp

ON sp.proc_id = pp.proc_id

INNER JOIN SYSUSERPERMS U

ON U.USER_ID = SP.creator

WHERE U.USER_NAME NOT IN ('''')

AND U.USER_NAME NOT IN ( 'EXTENV_MAIN' , 'EXTENV_WORKER' , 'PUBLIC' ,

'SA_DEBUG' , 'SYS' , 'SYS_ACCESS_SERVER_LS_ROLE' ,

'SYS_ALTER_ANY_INDEX_ROLE' ,
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'SYS_ALTER_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_ALTER_ANY_OBJECT_OWNER_ROLE' , 'SYS_ALTER_ANY_OBJECT_ROLE' ,

'SYS_ALTER_ANY_PROCEDURE_ROLE' ,

'SYS_ALTER_ANY_SEQUENCE_ROLE' , 'SYS_ALTER_ANY_TABLE_ROLE' ,

'SYS_ALTER_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_ALTER_ANY_TRIGGER_ROLE' , 'SYS_ALTER_ANY_VIEW_ROLE' ,

'SYS_ALTER_DATABASE_ROLE' ,

'SYS_ALTER_DATATYPE_ROLE' , 'SYS_AUTH_BACKUP_ROLE' ,

'SYS_AUTH_DBA_ROLE' , 'SYS_AUTH_MULTIPLEX_ADMIN_ROLE' ,

'SYS_AUTH_OPERATOR_ROLE' , 'SYS_AUTH_PERMS_ADMIN_ROLE' ,

'SYS_AUTH_PROFILE_ROLE' , 'SYS_AUTH_READCLIENTFILE_ROLE' ,

'SYS_AUTH_READFILE_ROLE' , 'SYS_AUTH_RESOURCE_ROLE' ,

'SYS_AUTH_SA_ROLE' , 'SYS_AUTH_SPACE_ADMIN_ROLE' ,

'SYS_AUTH_SSO_ROLE' , 'SYS_AUTH_USER_ADMIN_ROLE' ,

'SYS_AUTH_VALIDATE_ROLE' , 'SYS_AUTH_WRITECLIENTFILE_ROLE' ,

'SYS_AUTH_WRITEFILE_ROLE' , 'SYS_BACKUP_DATABASE_ROLE' ,

'SYS_CHANGE_PASSWORD_ROLE' , 'SYS_CHECKPOINT_ROLE' ,

'SYS_COMMENT_ANY_OBJECT_ROLE' , 'SYS_CREATE_ANY_INDEX_ROLE' ,

'SYS_CREATE_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_ANY_OBJECT_ROLE' , 'SYS_CREATE_ANY_PROCEDURE_ROLE' ,

'SYS_CREATE_ANY_SEQUENCE_ROLE' ,

'SYS_CREATE_ANY_TABLE_ROLE' ,

'SYS_CREATE_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_ANY_TRIGGER_ROLE' ,

'SYS_CREATE_ANY_VIEW_ROLE' , 'SYS_CREATE_DATATYPE_ROLE' ,

'SYS_CREATE_EXTERNAL_REFERENCE_ROLE' ,

'SYS_CREATE_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_MESSAGE_ROLE' , 'SYS_CREATE_PROCEDURE_ROLE' ,

'SYS_CREATE_PROXY_TABLE_ROLE' , 'SYS_CREATE_TABLE_ROLE' ,

'SYS_CREATE_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_VIEW_ROLE' , 'SYS_DEBUG_ANY_PROCEDURE_ROLE' ,

'SYS_DELETE_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_INDEX_ROLE' ,

'SYS_DROP_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_DROP_ANY_OBJECT_ROLE' ,

'SYS_DROP_ANY_PROCEDURE_ROLE' ,

'SYS_DROP_ANY_SEQUENCE_ROLE' , 'SYS_DROP_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_DROP_ANY_VIEW_ROLE' , 'SYS_DROP_CONNECTION_ROLE' ,

'SYS_DROP_DATATYPE_ROLE' , 'SYS_DROP_MESSAGE_ROLE' ,

'SYS_EXECUTE_ANY_PROCEDURE_ROLE' ,

'SYS_INSERT_ANY_TABLE_ROLE' , 'SYS_LOAD_ANY_TABLE_ROLE' ,

'SYS_MANAGE_ANY_DBSPACE_ROLE' ,

'SYS_MANAGE_ANY_EVENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_ENVIRONMENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_LDAP_SERVER_ROLE' ,

'SYS_MANAGE_ANY_LOGIN_POLICY_ROLE' ,

'SYS_MANAGE_ANY_MIRROR_SERVER_ROLE' ,

'SYS_MANAGE_ANY_OBJECT_PRIVILEGE_ROLE' ,

'SYS_MANAGE_ANY_SPATIAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_STATISTICS_ROLE' ,
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'SYS_MANAGE_ANY_USER_ROLE' , 'SYS_MANAGE_ANY_WEB_SERVICE_ROLE' ,

'SYS_MANAGE_AUDITING_ROLE' , 'SYS_MANAGE_CERTIFICATES_ROLE' ,

'SYS_MANAGE_MULTIPLEX_ROLE' ,

'SYS_MANAGE_PROFILING_ROLE' , 'SYS_MANAGE_REPLICATION_ROLE' ,

'SYS_MANAGE_ROLES_ROLE' ,

'SYS_MONITOR_ROLE' , 'SYS_READ_CLIENT_FILE_ROLE' ,

'SYS_READ_FILE_ROLE' ,

'SYS_REORGANIZE_ANY_OBJECT_ROLE' ,

'SYS_REPLICATION_ADMIN_ROLE' , 'SYS_RUN_REPLICATION_ROLE' ,

'SYS_SELECT_ANY_TABLE_ROLE' , 'SYS_SEND_EMAIL_ROLE' ,

'SYS_SERVER_OPERATOR_ROLE' ,

'SYS_SET_ANY_PUBLIC_OPTION_ROLE' ,

'SYS_SET_ANY_SECURITY_OPTION_ROLE' ,

'SYS_SET_ANY_SYSTEM_OPTION_ROLE' ,

'SYS_SET_ANY_USER_DEFINED_OPTION_ROLE' ,

'SYS_SET_USER_ROLE' , 'SYS_SPATIAL_ADMIN_ROLE' ,

'SYS_TRUNCATE_ANY_TABLE_ROLE' ,

'SYS_UPDATE_ANY_TABLE_ROLE' , 'SYS_UPGRADE_ROLE_ROLE' ,

'SYS_USE_ANY_SEQUENCE_ROLE' ,

'SYS_VALIDATE_ANY_OBJECT_ROLE' ,

'SYS_WRITE_CLIENT_FILE_ROLE' , 'SYS_WRITE_FILE_ROLE' ,

'diagnostics' , 'rs_systabgroup')

ORDER BY

SCHEMA,

FUNCTION_NAME;

Index

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, COLUMN_NAME, INDEX_NAME, TYPE in the

SELECT list.

SELECT

null AS CATALOG,

TRIM(I1.ICREATOR) AS SCHEMA,

TRIM(I1.TNAME) AS TABLE_NAME,

TRIM(I1.INAME) AS INDEX_NAME,

TRIM(I1.INDEXTYPE) AS TYPE,

TRIM(REPLACE(TRIM(I1.colnames),'ASC','')) AS COLUMN_NAME

FROM

SYS.SYSINDEXES I1

INNER JOIN SYS.SYSINDEX I2

ON I1.INAME = I2.INDEX_NAME

INNER JOIN SYSUSERPERMS U

ON I1.ICREATOR = U.USER_NAME

INNER JOIN SYS.SYSTABLE T

ON U.USER_ID = T.CREATOR

AND I1.TNAME = T.TABLE_NAME

WHERE U.USER_NAME NOT IN ('''')

AND U.USER_NAME NOT IN ( 'EXTENV_MAIN' , 'EXTENV_WORKER' , 'PUBLIC' ,

'SA_DEBUG' , 'SYS' , 'SYS_ACCESS_SERVER_LS_ROLE' ,

'SYS_ALTER_ANY_INDEX_ROLE' , 'SYS_ALTER_ANY_MATERIALIZED_VIEW_ROLE' ,
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'SYS_ALTER_ANY_OBJECT_OWNER_ROLE' , 'SYS_ALTER_ANY_OBJECT_ROLE' ,

'SYS_ALTER_ANY_PROCEDURE_ROLE' , 'SYS_ALTER_ANY_SEQUENCE_ROLE' ,

'SYS_ALTER_ANY_TABLE_ROLE' , 'SYS_ALTER_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_ALTER_ANY_TRIGGER_ROLE' , 'SYS_ALTER_ANY_VIEW_ROLE' ,

'SYS_ALTER_DATABASE_ROLE' , 'SYS_ALTER_DATATYPE_ROLE' ,

'SYS_AUTH_BACKUP_ROLE' , 'SYS_AUTH_DBA_ROLE' ,

'SYS_AUTH_MULTIPLEX_ADMIN_ROLE' , 'SYS_AUTH_OPERATOR_ROLE' ,

'SYS_AUTH_PERMS_ADMIN_ROLE' , 'SYS_AUTH_PROFILE_ROLE' ,

'SYS_AUTH_READCLIENTFILE_ROLE' , 'SYS_AUTH_READFILE_ROLE' ,

'SYS_AUTH_RESOURCE_ROLE' , 'SYS_AUTH_SA_ROLE' ,

'SYS_AUTH_SPACE_ADMIN_ROLE' , 'SYS_AUTH_SSO_ROLE' ,

'SYS_AUTH_USER_ADMIN_ROLE' , 'SYS_AUTH_VALIDATE_ROLE' ,

'SYS_AUTH_WRITECLIENTFILE_ROLE' , 'SYS_AUTH_WRITEFILE_ROLE' ,

'SYS_BACKUP_DATABASE_ROLE' , 'SYS_CHANGE_PASSWORD_ROLE' ,

'SYS_CHECKPOINT_ROLE' , 'SYS_COMMENT_ANY_OBJECT_ROLE' ,

'SYS_CREATE_ANY_INDEX_ROLE' ,

'SYS_CREATE_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_CREATE_ANY_OBJECT_ROLE' , 'SYS_CREATE_ANY_PROCEDURE_ROLE' ,

'SYS_CREATE_ANY_SEQUENCE_ROLE' , 'SYS_CREATE_ANY_TABLE_ROLE' ,

'SYS_CREATE_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_CREATE_ANY_TRIGGER_ROLE' , 'SYS_CREATE_ANY_VIEW_ROLE' ,

'SYS_CREATE_DATATYPE_ROLE' ,

'SYS_CREATE_EXTERNAL_REFERENCE_ROLE' ,

'SYS_CREATE_MATERIALIZED_VIEW_ROLE' , 'SYS_CREATE_MESSAGE_ROLE' ,

'SYS_CREATE_PROCEDURE_ROLE' , 'SYS_CREATE_PROXY_TABLE_ROLE' ,

'SYS_CREATE_TABLE_ROLE' ,

'SYS_CREATE_TEXT_CONFIGURATION_ROLE' , 'SYS_CREATE_VIEW_ROLE' ,

'SYS_DEBUG_ANY_PROCEDURE_ROLE' ,

'SYS_DELETE_ANY_TABLE_ROLE' , 'SYS_DROP_ANY_INDEX_ROLE' ,

'SYS_DROP_ANY_MATERIALIZED_VIEW_ROLE' ,

'SYS_DROP_ANY_OBJECT_ROLE' , 'SYS_DROP_ANY_PROCEDURE_ROLE' ,

'SYS_DROP_ANY_SEQUENCE_ROLE' , 'SYS_DROP_ANY_TABLE_ROLE' ,

'SYS_DROP_ANY_TEXT_CONFIGURATION_ROLE' ,

'SYS_DROP_ANY_VIEW_ROLE' ,

'SYS_DROP_CONNECTION_ROLE' , 'SYS_DROP_DATATYPE_ROLE' ,

'SYS_DROP_MESSAGE_ROLE' ,

'SYS_EXECUTE_ANY_PROCEDURE_ROLE' , 'SYS_INSERT_ANY_TABLE_ROLE' ,

'SYS_LOAD_ANY_TABLE_ROLE' ,

'SYS_MANAGE_ANY_DBSPACE_ROLE' , 'SYS_MANAGE_ANY_EVENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_ENVIRONMENT_ROLE' ,

'SYS_MANAGE_ANY_EXTERNAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_LDAP_SERVER_ROLE' ,

'SYS_MANAGE_ANY_LOGIN_POLICY_ROLE' ,

'SYS_MANAGE_ANY_MIRROR_SERVER_ROLE' ,

'SYS_MANAGE_ANY_OBJECT_PRIVILEGE_ROLE' ,

'SYS_MANAGE_ANY_SPATIAL_OBJECT_ROLE' ,

'SYS_MANAGE_ANY_STATISTICS_ROLE' , 'SYS_MANAGE_ANY_USER_ROLE' ,

'SYS_MANAGE_ANY_WEB_SERVICE_ROLE' ,

'SYS_MANAGE_AUDITING_ROLE' , 'SYS_MANAGE_CERTIFICATES_ROLE' ,

'SYS_MANAGE_MULTIPLEX_ROLE' ,

'SYS_MANAGE_PROFILING_ROLE' , 'SYS_MANAGE_REPLICATION_ROLE' ,

'SYS_MANAGE_ROLES_ROLE' ,
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'SYS_MONITOR_ROLE' , 'SYS_READ_CLIENT_FILE_ROLE' ,

'SYS_READ_FILE_ROLE' , 'SYS_REORGANIZE_ANY_OBJECT_ROLE' ,

'SYS_REPLICATION_ADMIN_ROLE' , 'SYS_RUN_REPLICATION_ROLE' ,

'SYS_SELECT_ANY_TABLE_ROLE' ,

'SYS_SEND_EMAIL_ROLE' , 'SYS_SERVER_OPERATOR_ROLE' ,

'SYS_SET_ANY_PUBLIC_OPTION_ROLE' ,

'SYS_SET_ANY_SECURITY_OPTION_ROLE' ,

'SYS_SET_ANY_SYSTEM_OPTION_ROLE' ,

'SYS_SET_ANY_USER_DEFINED_OPTION_ROLE' , 'SYS_SET_USER_ROLE' ,

'SYS_SPATIAL_ADMIN_ROLE' ,

'SYS_TRUNCATE_ANY_TABLE_ROLE' , 'SYS_UPDATE_ANY_TABLE_ROLE' ,

'SYS_UPGRADE_ROLE_ROLE' ,

'SYS_USE_ANY_SEQUENCE_ROLE' , 'SYS_VALIDATE_ANY_OBJECT_ROLE' ,

'SYS_WRITE_CLIENT_FILE_ROLE' ,

'SYS_WRITE_FILE_ROLE' , 'diagnostics' , 'rs_systabgroup')

AND T.TABLE_TYPE IN ('BASE','VIEW')

AND I2.INDEX_OWNER = 'USER'

ORDER BY

INDEX_TYPE,

INDEX_NAME;

6.64 SAS Base OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the SAS Base OCF connector.

6.64.1 Connector Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The SAS Base OCF connector should be used to catalog Base SAS data sets in Alation. The connector ingests metadata

from data files grouped into libraries and leverages the Base SAS engine.

A SAS data set is a SAS file stored in a library that SAS software creates and processes. A SAS data set consists in data

arranged in rows (observations) and columns (variables). Alation reads the data set files with the extensions .sas7bdat

(tables), .sas7bndx (indexes), and .sas7bvew (views) from SAS libraries and represents the metadata as schemas,

tables, views, and columns searchable through the Alation user interface.

The connection is established to a SAS Workspace Server in your SAS system using a JDBC driver for SAS. To enable

Alation to connect, your SAS solution should include an offering that allows connections to the SAS Workspace Server

from a remote application, in addition to Base SAS.

Note: The connector does not support direct connections to cloud-based SAS solutions and cannot connect directly to

SAS Cloud or SAS Viya.
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The connector is available as a Zip file that can be uploaded and installed in the Alation application. The latest connector

package can be downloaded from the Alation Customer Portal. Ask an Alation admin with access to Customer Portal to

download the connector from the Connectors section (Customer Portal > Connectors).

Team

The following administrators are required to install this connector:

• Alation administrator:

– Installs the connector.

– Creates and configures a SAS data source in the catalog.

• SAS administrator:

– Provides a service account (username and password) with the necessary privileges.

– Provides the JDBC URI to access metadata.

Scope

The table below shows which metadata objects can be extracted by the connector and which operations are supported.

Feature Scope

Authentication

Basic Authentication with a service account (username and password)

LDAP

Kerberos and keytab

SSL

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on default extraction queries in the connector code

Custom query-based MDE Extraction of metadata based on extraction queries provided by user

Extracted metadata objects

Data source Data source object in Alation that is parent to the extracted metadata

Schemas List of schemas (schemas represent SAS libraries)

Tables List of tables

Columns List of columns

Column data types Column data types

Views List of views

Source comments Source comments

Primary keys Primary key information for extracted tables

Foreign keys Foreign key information for extracted tables

Functions Functions

Sampling and Profiling

Table sampling Retrieval of data samples from extracted tables

Column sampling Retrieval of data samples from extracted columns

Deep column profiling On-demand profiling of specific columns with the calculation of value distribution

Dynamic profiling On-demand table and column profiling by individual users who use their own

Custom query-based table sampling Ability to use custom queries for sampling specific tables

Custom query-based column profiling Ability to use custom queries for profiling specific columns

Query Log Ingestion (QLI)

Lineage
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Table 34 – continued from previous page

Feature Scope

Automatic lineage generation Auto-calculation of lineage based on query history ingested from Compose

Compose

Customer-managed (on-premise) Alation instances

Alation Cloud Service instances (no Alation Agent)

Alation Cloud Service instances (with Alation Agent)

Basic Compose authentication Authentication in Compose with username and password

Limitations

• Schema and table names created through Compose are converted to upper case even if users use lower case when

creating them.

• The view SQL is not extracted from views created through Compose, as it is not captured in the dictionary tables.

6.64.2 Setup Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Open Ports

Alation connects to the SAS Workspace Server in your SAS system. Open outbound TCP port 8591 (default) to SAS

Workspace Server.

Allocate Libraries

Ensure you have allocated the SAS libraries you want to catalog in Alation to the SAS Workspace Server using the SAS

Management Console.

Create Service Account

Create an account for Alation on the SAS Workspace Server. The steps below show how to create a Unix user. To create

a Windows user, follow the same sequence of steps.

Note: Only root users or users with sudo privileges can create new user accounts.

1. Create a user.

sudo useradd Alation

2. Set password for Alation’s user.

sudo passwd Alation

3. Open the SAS Management Console and connect to your metadata server.

4. Select User Manager, then select New and then User to open the user’s properties.
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5. Enter the user’s Name and the Display Name. The Name property will be the user’s login name.
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6. Click the Groups and Roles tab and add a relevant group or groups for the user. Group assignment gives the user

all the capabilities of a group. If a user belongs to multiple groups, they have the combined set of capabilities of

all their groups.
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7. Click the Accounts tab and then click New to add a new account. Enter the User ID but leave the Password

blank. When the user logs in to the SAS Workspace Server, the password that the user enters will be verified

against the system user’s password.
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8. Click OK in this and the next dialog to complete creating the user.

Grant Permissions

Grant the Alation service account the ReadMetadata privileges for each data set intended to be extracted.

Build the JDBC URI

If the library name and path are not specified in the URI, the connector will extract system libraries. To extract a user

library, add the corresponding library name and location to the URI using the librefs parameter.

Format

One Library

sasiom://<hostname_or_ip>:<port>?libref=<library_name>'/<library_location>'
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Multiple Libraries

sasiom://<hostname_or_ip>:<port>?libref=<library1_name>'/<library1_location>';<library2_-

name>'/<library2_location>'

Example

sasiom://10.13.82.201:8591?libref=Testlib'/opt/sas94/sashome/SASFoundation/9.4/Testlib'

6.64.3 Set Up the SAS Base OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After fulfilling the Setup Prerequisites, install the connector in Alation and create a SAS Base data source.

• Install the Connector

• Create a New Data Source

• Configure the Connector in Alation

Note: The connector is available as a Zip file that can be uploaded and installed in the Alation application.

The latest connector package can be downloaded from the Alation Customer Portal. Ask an Alation admin

with access to Customer Portal to download the connector from the Connectors section (Customer Portal

> Connectors).

Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases:

• Connection via Alation Agent

• Connection Without Agent

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable it.

2. Install the Agent using the instruction in Install the Alation Agent.

3. Install you OCF connectors using the instruction in Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Create a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is SAS OCF Connector.
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Configure the Connector in Alation

Refer to Configure the SAS Base OCF Connector for steps to configure the connector settings and prepare it for catalog

users.

6.64.4 Configure the SAS Base OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The settings page of a connector is structured into categorized tabs. Refer to the corresponding sections for information

on configuring each of the tabs:

• Access—Manage Access to the Data Source

• General Settings—Configure the Data Source Connection

• Metadata Extraction—Configure Metadata Extraction

• Data Sampling, Per-Object Parameters, Custom Settings—Configure Sampling and Profiling

• Query Log Ingestion is not supported for this data source

• Compose—Configure Compose

Manage Access to the Data Source

You manage the catalog visibility of a data source on the Access tab of the settings. Refer to Configure Access to OCF

Data Sources for information on how to configure the Access tab.

Configure the Data Source Connection

Configure the connection properties on the General Settings tab.

Application Settings

Specify the Application Settings and save the changes.

Parame-
ter

Description

BI Con-

nection

Info

The BI Connection Info field is used to generate lineage between a BI source and this data source.

Provide the host and the port used by BI connections that pull data from this source in the following

format: <Host:Port>.

You can add multiple values as a comma-separated list, for example: 10.13.71.216:1541,sever.

com:1542.

Find more information in BI Connection Info.

Disable

Auto-

matic

Lineage

Genera-

tion

Select this checkbox to disable automatic lineage generation from QLI, MDE, and Compose queries.

By default, automatic lineage generation is enabled.
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Connector Settings

Specify the data source connection information in the Data Source Connection section of the user interface and save

the values by clicking Save.

Parameter Description

JDBC URI Specify the JDBC URI. For information on formats, see JDBC URI .

Username Specify the service account username.

Password Provide the service account password.

Logging Configuration

Select the logging level for the connector logs and save. The available log levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Configure Metadata Extraction

You can configure metadata extraction (MDE) on the Metadata Extraction tab of the Settings page. Refer to Configure

Metadata Extraction for OCF Data Sources for information about the available configuration options. For SAS Base

data sources, Alation supports full and selective default MDE and custom query-based MDE.

The default queries that the connector uses to extract metadata can be found in Extraction Queries for SAS Base. You

can customize these queries to adjust the extraction to your needs.

MDE Extraction from Compose

After users create tables or views in Compose, Alation incrementally extracts their metadata and adds it to the cor-

responding schemas in the catalog. A Data Source Admin does not need to rerun MDE to have these new objects

represented in Alation.

• For incremental MDE from Compose to succeed, the CREATE statements must use this format:

CREATE TABLE "SCHEMA_NAME"."TABLE_NAME" ({column properties});

CREATE VIEW "SCHEMA_NAME"."VIEW_NAME" AS {view condition};

6.64. SAS Base OCF Connector 2039



Alation User Guide

• For lineage to be generated successfully for views, fully qualified name of tables must be used in the view SQL.

Configure Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Configure Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Note: To connect to the SAS platform from Compose, users must include a valid custom library name and library

path into the Compose URI in the following format: sasiom://<hostname_or_ip>:<port>?libref=<library_-

name>'/<library_path>'.

Troubleshooting

Refer to Troubleshooting for information about logs.

6.64.5 Extraction Queries for SAS Base

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The default extraction queries for the SAS Base data source are provided below. You can customize them to better suit

your catalog needs. Custom queries can be specified on the Metadata Extraction tab of the data source Settings page.

You can customize all or some of the queries.

Schema

Ensure your query has a column labelled as SCHEMA in the SELECT list.

SELECT UNIQUE LIBNAME AS SCHEMA

FROM DICTIONARY.MEMBERS

WHERE LIBNAME NOT IN ('''')

AND LIBNAME NOT IN ('information_schema' , 'SASHELP' , 'SASUSER' , 'WORK' , 'USER');

Table

Ensure your query has columns labelled as SCHEMA, TABLE_NAME, TABLE_TYPE, and REMARKS in the SELECT list.

SELECT LIBNAME AS SCHEMA,

MEMNAME AS TABLE_NAME,

MEMTYPE AS TABLE_TYPE,

MEMLABEL AS REMARKS

FROM DICTIONARY.TABLES

WHERE MEMTYPE = 'DATA'

AND LIBNAME NOT IN ('''')

AND LIBNAME NOT IN ('information_schema' , 'SASHELP' , 'SASUSER' , 'WORK' , 'USER');
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View

Ensure your query has columns labelled as SCHEMA, VIEW_NAME, VIEW_TYPE, VIEW_CREATE_STATEMENT, and

REMARKS in the SELECT list.

SELECT LIBNAME AS SCHEMA,

MEMNAME AS VIEW_NAME,

MEMTYPE AS VIEW_TYPE,

'' AS VIEW_CREATE_STATEMENT,

MEMLABEL AS REMARKS

FROM DICTIONARY.TABLES

WHERE MEMTYPE = 'VIEW'

AND LIBNAME NOT IN ('''')

AND LIBNAME NOT IN ('information_schema' , 'SASHELP' , 'SASUSER' , 'WORK' , 'USER');

Column

Ensure your query has columns labelled as SCHEMA, TABLE_NAME, COLUMN_NAME, REMARKS, ORDINAL_POSITION,

IS_NULLABLE, DATA_TYPE, TYPE_NAME, and COLUMN_DEFAULT in the SELECT list.

SELECT LIBNAME AS SCHEMA,

MEMNAME AS TABLE_NAME,

NAME AS COLUMN_NAME,

FORMAT AS COLUMN_FORMAT,

LABEL AS REMARKS,

LENGTH AS CHAR_OCTET_LENGTH,

VARNUM AS ORDINAL_POSITION,

NOTNULL AS IS_NULLABLE,

TYPE AS DATA_TYPE,

CASE WHEN TYPE = 'char' THEN 'char('||strip(put(LENGTH, 5.))||')'

ELSE TYPE

END AS TYPE_NAME,

'' AS COLUMN_DEFAULT

FROM DICTIONARY.COLUMNS

WHERE LIBNAME NOT IN ('''')

AND LIBNAME NOT IN ('information_schema' , 'SASHELP' , 'SASUSER' , 'WORK' , 'USER');

Primary Keys

Ensure your query has columns labelled as SCHEMA, TABLE_NAME, COLUMN_NAME, ORDINAL_POSITION, and PK_NAME

in the SELECT list.

SELECT LIBNAME AS SCHEMA,

MEMNAME AS TABLE_NAME,

NAME AS COLUMN_NAME,

INDXPOS AS ORDINAL_POSITION,

INDXNAME AS PK_NAME

FROM DICTIONARY.INDEXES

WHERE UNIQUE = 'yes'

AND LIBNAME NOT IN ('''')

AND LIBNAME NOT IN ('information_schema' , 'SASHELP' , 'SASUSER' , 'WORK' , 'USER');
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Index

Ensure your query has columns labelled as SCHEMA, TABLE_NAME, INDEX_NAME, INDEX_TYPE, ORDINAL_POSITION,

and COLUMN_NAME in the SELECT list.

SELECT LIBNAME AS SCHEMA,

MEMNAME AS TABLE_NAME,

INDXNAME AS INDEX_NAME,

IDXUSAGE AS INDEX_TYPE,

INDXPOS AS ORDINAL_POSITION,

NAME AS COLUMN_NAME

FROM DICTIONARY.INDEXES

WHERE UNIQUE = 'no'

AND LIBNAME NOT IN ('''')

AND LIBNAME NOT IN ('information_schema' , 'SASHELP' , 'SASUSER' , 'WORK' , 'USER');

6.65 SingleStore OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for SingleStore (former

MemSQL). This connector can be used to catalog metadata from SingleStore.

6.65.1 SingleStore OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

December 13, 2023

SingleStore OCF Connector: Version 1.1.3

Compatible Alation Version - 2022.3 or higher

Fixed Issues

Data Upload Fails

When you try to upload data for a table, upload and table creation, fail with an error.

The SingleStore OCF connector code is now updated that fixes the issue.
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6.65.2 SingleStore OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Overview

The OCF connector for SingleStore (former MemSQL) was developed by Alation and is available on demand as a Zip

file. Contact Alation Support about receiving the connector package.

This connector should be used to catalog SingleStore as a data source in Alation. The connector catalogs SingleStore

objects such as tables, columns, views, primary and foreign keys, functions, and function definitions. It enables end-users

to search and find SingleStore objects from the Alation user interface.

Team

The following administrators are required to install this connector:

• Alation administrator:

– Install the connector.

– Creates and configures a SingleStore data source in the catalog.

• SingleStore administrator:

– Creates a service account for Alation and grants it the required privileges, providing access to schemas to

extract metadata

– Provides the JDBC URI.

– Provides access to the schemas to extract metadata.

Scope

The table below describes which metadata objects are extracted by the connector and which catalog functionality is

supported.

Feature Scope

Basic authentication Authentication with a service account that uses a username and password

LDAP Authentication with an LDAP user account

SSL Database connection over SSL

Kerberos Authentication with Kerberos

Keytab Authentication with keytab

SSL SSL authentication

Default MDE Extraction of supported metadata objects based on default extraction queries in

Custom query-based MDE Extraction of supported metadata objects based on extraction queries provided

Data source Data source object in Alation that is parent to the extracted metadata

Schemas List of schemas

Tables List of tables
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Table 35 –

Feature Scope

Columns List of columns

Column data types Column data types

Views List of views

Source comments Source comments

Primary keys Primary key information for extracted tables

Foreign keys Foreign key information for extracted tables

Functions Extract function metadata

Function definitions Extract function definition metadata

Table sampling Extracts data samples from all extracted tables

Column sampling Extracts data samples from all extracted columns

Deep column profiling On-demand profiling of specific columns with the calculation of value distribution

Dynamic profiling On-demand table and column profiling by individual users who use their own

Custom query-based table sampling Ability to use custom queries for sampling specific tables

Custom query-based column sampling Ability to use custom queries for profiling specific columns

Query-based QLI Ingestion of query history based on a custom query history extraction query

JOINs and filters Calculation of JOIN and filter information based on ingested query history

Predicates Ability to parse predicates in ingested queries

Automatic lineage generation Auto-calculation of lineage based on ingested query history

Column-level lineage Calculation of lineage at column level

Customer-managed (on-prem) Alation instances Compose on on-prem Alation instances

Alation Cloud Service instances, connection via Agent Compose on Alation Cloud Service instances: depending on your network configuration,

Compose authentication Authentication in Compose with username and password (basic authentication)

* Schema source comment extraction is not supported. Only table and column source comment extraction is supported.

** Lineage is calculated based on queries ingested from Compose.

6.65.3 SingleStore OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation
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Ports

• Open outbound TCP port 3306 to the SingleStore server

Service Account

Create a Service Account

Sample SQL to create an account:

CREATE USER ‘alation’@% IDENTIFIED BY [password];

Permissions

Metadata Extraction and Profiling

GRANT SELECT ON <Schema_Name>.* TO alation;

If you want to provide full access to the database, do not provide the schema name.

GRANT SELECT ON .* TO alation;

JDBC URI

When building the URI, include the following information:

• Hostname or IP of the instance

• Port number

• URI Format

mysql://<Hostname_or_IP>:<Port_Number>

Example:

mysql://10.14.12.13:3306

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.
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2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is MemSQL OCF Connector.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.
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Perform the configuration on the General Settings tab.

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > SQL Server OCF Connector.
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Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.
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Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The default queries that the connector uses to extract metadata can be found in Extraction Queries for SingleStore. You

can customize these queries to adjust extraction to your specific needs.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Query Log Ingestion

Not supported.

Troubleshooting

Refer to Troubleshooting.

6.65.4 Extraction Queries for SingleStore

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The default extraction queries for the SingleStore data source are provided below. You can customize them to better suit

your catalog needs. Custom queries can be specified on the Metadata Extraction tab of the data source Settings page

under Metadata Extraction Queries. You can customize all or some of the queries.

Schema

Please ensure your query has a column labeled as CATALOG in the SELECT list.

SELECT SCHEMA_NAME AS 'CATALOG'

FROM INFORMATION_SCHEMA.SCHEMATA

WHERE SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT IN ( 'memsql', 'performance_schema', 'information_

schema', 'innodb', 'sys')
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Table

Please ensure your query has columns labeled as CATALOG, TABLE_NAME, TABLE_TYPE, REMARKS in the

SELECT list.

SELECT

DISTINCT TABLE_SCHEMA AS 'CATALOG',

TABLE_NAME AS TABLE_NAME,

CASE WHEN TABLE_TYPE = 'BASE TABLE' THEN 'TABLE' ELSE 'VIEW' END AS TABLE_

TYPE,

TABLE_COMMENT AS REMARKS

FROM INFORMATION_SCHEMA.TABLES

WHERE TABLE_TYPE='BASE TABLE'

AND TABLE_SCHEMA NOT IN ('''')

AND TABLE_SCHEMA NOT IN ('memsql', 'performance_schema', 'information_schema',

'innodb', 'sys')

View

Please ensure your query has columns labeled as CATALOG, VIEW_NAME, VIEW_CREATE_STATEMENT, ‘VIEW’

AS VIEW_TYPE, REMARKS in the SELECT list.

SELECT

TABLE_SCHEMA AS 'CATALOG',

TABLE_NAME AS 'VIEW_NAME',

VIEW_DEFINITION AS 'VIEW_CREATE_STATEMENT','

VIEW' AS 'VIEW_TYPE','' AS 'REMARKS'

FROM INFORMATION_SCHEMA.VIEWS

WHERE TABLE_SCHEMA NOT IN ('''')

AND TABLE_SCHEMA NOT IN

( 'memsql', 'performance_schema', 'information_schema', 'innodb', 'sys')

Column

Please ensure your query has columns labeled as CATALOG, TABLE_NAME, TYPE_NAME, DATA_TYPE, COL-

UMN_NAME, ORDINAL_POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT in the SELECT list.

SELECT

null AS 'TABLE_CAT',

c.TABLE_SCHEMA AS 'CATALOG',

c.TABLE_NAME, c.COLUMN_NAME,

c.DATA_TYPE,

c.COLUMN_TYPE AS TYPE_NAME,

c.IS_NULLABLE,

c.ORDINAL_POSITION,

c.COLUMN_DEFAULT ,

c.COLUMN_COMMENT AS REMARKS

FROM INFORMATION_SCHEMA.COLUMNS AS c,

INFORMATION_SCHEMA.TABLES AS t

WHERE c.TABLE_SCHEMA = t.TABLE_SCHEMA

AND c.TABLE_NAME = t.TABLE_NAME

(continues on next page)
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(continued from previous page)

AND c.TABLE_SCHEMA NOT IN ('''')

AND c.TABLE_SCHEMA NOT IN ( 'memsql', 'performance_schema', 'information_

schema', 'innodb', 'sys')

AND TABLE_TYPE IN ('BASE TABLE', 'SYSTEM VIEW', 'VIEW') ORDER BY c.

TABLE_SCHEMA, c.TABLE_NAME

Primary Key

Please ensure your query has columns labeled as CATALOG, TABLE_NAME, COLUMN_NAME in the SELECT list.

SELECT k.TABLE_SCHEMA AS 'CATALOG', k.TABLE_NAME AS 'TABLE_NAME',

k.COLUMN_NAME as 'COLUMN_NAME',

k.TABLE_SCHEMA AS 'SCHEMA'

FROM information_schema.table_constraints t

JOIN information_schema.key_column_usage k

USING(constraint_name,table_schema,table_name)

WHERE t.CONSTRAINT_NAME =k.CONSTRAINT_NAME

AND t.constraint_type='PRIMARY KEY'

AND t.TABLE_SCHEMA NOT IN ('''')

AND t.TABLE_SCHEMA NOT IN

( 'memsql', 'performance_schema', 'information_schema', 'innodb' , 'sys')

Foreign Key

Please ensure your query has columns labeled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_-

CATALOG, FK_SCHEMA, FK_TABLE, FK_COLUMN in the SELECT list.

SELECT

null AS PK_CATALOG,

t.TABLE_SCHEMA AS 'PK_SCHEMA',

k.TABLE_NAME AS 'PK_TABLE',

k.COLUMN_NAME as 'PK_COLUMN',

null AS FK_CATALOG,

t.TABLE_SCHEMA AS 'FK_SCHEMA',

t.TABLE_NAME AS 'FK_TABLE',

k.COLUMN_NAME AS 'FK_COLUMN'

FROM information_schema.table_constraints t

JOIN information_schema.key_column_usage k

USING(constraint_name,table_schema,table_name)

WHERE t.constraint_type='FOREIGN KEY'

AND t.TABLE_SCHEMA NOT IN ('''')

AND t.TABLE_SCHEMA NOT IN

( 'memsql', 'performance_schema', 'information_schema', 'innodb', 'sys')
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Index

Please ensure your query has columns labeled as CATALOG, TABLE_NAME, COLUMN_NAME, REMARKS in the

SELECT list.

SELECT

TABLE_SCHEMA AS 'CATALOG',

TABLE_NAME AS 'TABLE_NAME',

COLUMN_NAME AS 'COLUMN_NAME'

FROM INFORMATION_SCHEMA.STATISTICS

WHERE TABLE_SCHEMA NOT IN ('''')

AND TABLE_SCHEMA NOT IN

( 'memsql', 'performance_schema', 'information_schema', 'innodb' , 'sys')

Function

Please ensure your query has columns labeled as CATALOG, FUNCTION_NAME, REMARKS in the SELECT list.

SELECT

ROUTINE_SCHEMA AS 'CATALOG',

ROUTINE_NAME AS 'FUNCTION_NAME',

ROUTINE_COMMENT AS 'REMARKS'

FROM INFORMATION_SCHEMA.ROUTINES

WHERE ROUTINE_SCHEMA NOT IN ('''')

AND ROUTINE_SCHEMA NOT IN

( 'memsql', 'performance_schema', 'information_schema', 'innodb' , 'sys')

Function Definition

Please ensure your query has columns labeled as CATALOG, FUNCTION_NAME, ARG_NAME, TYPE_NAME,

ARG_TYPE, ARG_DEF in the SELECT list.

SELECT

ROUTINE_SCHEMA AS 'CATALOG',

ROUTINE_NAME AS 'FUNCTION_NAME',

SPECIFIC_NAME AS 'ARG_NAME',

DATA_TYPE AS 'TYPE_NAME',

ROUTINE_TYPE AS 'ARG_TYPE',

ROUTINE_DEFINITION AS 'ARG_DEF'

FROM INFORMATION_SCHEMA.ROUTINES

WHERE ROUTINE_SCHEMA NOT IN ('''')

AND ROUTINE_SCHEMA NOT IN

( 'memsql', 'performance_schema', 'information_schema', 'innodb', 'sys')
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6.66 Snowflake OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Snowflake OCF connector.

Important: With Alation version 2023.3.2.1 or higher and Snowflake OCF connector version 2.2.9 or higher, Alation

has introduced an enhanced user interface for configuring the Snowflake data source settings.

6.66.1 Snowflake Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

February 28, 2024

Snowflake OCF Connector: Version 2.3.0

Enhancements

Docker CIS Benchmark Compliance

Snowflake OCF connector versions 2.3.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Additional Checks for QLI

Snowflake OCF connector now checks the inclusion of queryString, startTime, or sessionID column in the view or

custom query used for QLI. If the queryString, startTime, or sessionID column is missing, the connector displays an

error message and a hint in the Job summary. This check prevents log flooding.

January 31, 2024

Snowflake OCF Connector: Version 2.2.15

Fixed Issue
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Alation Prevents Completion of Test Connection and Test Access and Fetch Actions Without System
Views Access

You can now complete the Test Connection and Test Access and Fetch Schema actions on the General Settings and

Metadata Extraction tabs, respectively, even when your configured service account cannot access system views but

would like to use custom views instead.

In such cases, Alation now displays a warning message allowing you to proceed if you intend to use Custom MDE

Queries to configure and run extraction. This functionality was blocked in connector version 2.2.13 and has now been

re-introduced.

January 03, 2024

Snowflake OCF Connector: Version 2.2.13

Fixed Issues

Compose Uses Incorrect Version of the JDBC Driver

Snowflake OCF connector supports the latest JDBC driver version (version 3.14.1). However, Compose is unable to use

the latest version of the JDBC driver and falls back to the native version.

December 13, 2023

Snowflake OCF Connector: Version 2.2.11

Compatible Alation Version - 2022.4 or higher

Enhancements

The allowUnderscoresInHost Parameter is Automatically Set in the JDBC URI

If you miss setting the allowunderscore parameter in the JDBC URI field on the General Settings tab of the

Snowflake data source, the Snowflake OCF connector automatically sets the allowunderscore parameter to true

(allowunderscore=true).

With this enhancement, Snowflake OCF connector supports underscores in the account names included in the

Privatelink JDBC URLs.

Fixed Issues

Metadata Extraction Fails In the Absence of ALLOWED_VALUES Column

In Snowflake OCF connector version 2.2.9 and earlier, Alation introduced a new column called ALLOWED_VALUES

in the Tag extraction query to extract all the available values associated with the ALLOWED_VALUES parameter from

the Snowflake data source. If this column is absent in the custom query for the tag, MDE fails.

This column has now been made optional to ensure that MDE runs successfully for users who have installed the latest

Snowflake OCF Connector version (2.2.9 and higher) on an earlier Alation version.
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November 16, 2023

Snowflake OCF Connector: Version 2.2.9

Compatible Alation version: 2022.4 or higher

Enhancements

With Alation version 2023.3.2.1 and Snowflake OCF connector version 2.2.9, Alation has introduced an enhanced user

interface for configuring the Snowflake data source settings.

Note: The connector version is compatible with Alation versions prior to 2023.3.2.1. However, you will

view the old user interface with Alation versions prior to 2023.3.2.1.

The documentation for the new Snowflake experience is available at Snowflake OCF Connector.

The enhanced user interface provides the following features:

Improved User Experience

The enhanced Snowflake Admin user interface provides better navigation and multiple visual cues, making it easy to

configure and manage Snowflake data source.

Easy to Connect

The Snowflake Admin user interface now provides a step-by-step process to connect to your Snowflake data source

easily and quickly.

Extra Error-Prevention Checks

The Snowflake Admin user interface now includes added checks to avoid obvious configuration mistakes. The user

interface also includes text to assist and provide cues while configuring.

Actionable Error Messages and Detailed Error Reports

The Snowflake Admin user interface has made troubleshooting easier for metadata extraction and query log ingestion,

as you can now have actionable error messages. We also support a detailed error report for Metadata Extraction, which

contains a detailed error description and steps to resolve the issue.
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6.66.2 Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The latest Snowflake OCF connector package is available on the Connector Hub. Contact an Alation admin with access

to the Customer Portal to download the connector from the Connectors section of the Portal (Customer Portal >

Connectors > Alation Connector Hub).

Use the Snowflake OCF connector to catalog Snowflake data sources in Alation. This connector extracts Snowflake

objects such as tables, columns, views, primary and foreign keys, and other metadata. You can search and find Snowflake

objects, curate the corresponding catalog object pages, and understand the business transformation of their data using

Lineage diagrams.

Team

The following administrators are required to install this connector:

• Snowflake administrator:

– Creates a service account with the required privileges to extract metadata.

– Provides the JDBC URI.

– Provides authentication information.

– Assists in configuring QLI.

– Assists in configuring SSO for Compose.

• Alation administrator:

– Installs the connector

– Creates and configures a Snowflake data source in the catalog.

Scope

The table below lists the features supported by the connector.

Feature Scope Availability

Authentication

Basic (username and password) Authentication with a service ac-

count created on the database using

username and password

✓

Key pair authentication Authentication with the private-

public key pair

✓

Metadata extraction (MDE)

Default MDE Extraction of metadata from

Snowflake based on default queries

in the connector code

✓

Query-based MDE Extraction of metadata based on cus-

tom extraction queries provided by a

user

✓

Extracted metadata objects

Schemas List of schemas ✓

continues on next page
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Table 36 – continued from previous page

Feature Scope Availability

Tables List of tables ✓

Columns List of columns ✓

Column data types Column data types ✓

Primary keys Primary key information for ex-

tracted tables

✓

Foreign keys Foreign key information for extracted

tables

✓

Views List of views, including materialized

views, secure views, and secure ma-

terialized views

✓

External tables Extraction of external table metadata ✓

Stored procedures Stored procedure metadata

Stored procedures will appear in

search results

✓

Functions Function metadata, including Secure

User-Defined Functions (UDF)

Functions will appear in the search

results

✓

Function Definitions Function definition metadata ✓

Tags Extraction of Snowflake tags ✓

Policies Extraction of row access policies and

data masking policies

Policy information will be available

if Policy Center is enabled in the Gov-

ernance App (paid feature)

✓

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

✓

Column sampling Retrieval of data samples from ex-

tracted columns

✓

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

✓

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

✓

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

✓

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

✓

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on

a table or view that contains query

history data

✓

Custom query-based QLI Ingestion of query history based on

a custom query

✓

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

✓

Lineage

continues on next page
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Table 36 – continued from previous page

Feature Scope Availability

Table-level lineage Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

✓

External table file lineage Lineage for external tables ✓

Column-level lineage Calculation of lineage data at the col-

umn level

Requires the column-level lineage

parser add-on for Snowflake

✓

Compose

Customer-managed (on-premise)

Alation instances

Compose for on-premise Alation in-

stances

✓

Alation Cloud Service instances Compose on Alation Cloud Service

instances: depending on your net-

work configuration, you may need to

use Alation Agent to connect to your

data source

Compose with Agent is supported

from connector version 1.1.2.4595

✓

SSO via OAuth Authentication in Compose using the

OAuth protocol

✓

6.66.3 Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Before you install the Snowflake OCF connector, ensure that you have performed the following:

• Enable Network Connectivity

• Create a Service Account

Enable Network Connectivity

Open the inbound TCP port 443 to the Snowflake server. Snowflake server-side firewall accepts inbound connections on

TCP port 443 from the Alation or Agent. Similarly, Alation or Agent firewall accepts outbound connections on TCP

port 443 to Snowflake server.

Create a Service Account

Under your Snowflake account, set up a service account for Alation. Security and account administrators for Snowflake

(users with the SECURITYADMIN or ACCOUNTADMIN roles) can create users. Alation uses the service account

for metadata extraction (MDE), profiling and sampling, and query log ingestion (QLI). Snowflake administrators must

assign a service account with a role that has enough privileges for these extraction jobs.

Note: You can also use an existing account.
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Snowflake connection information requires a warehouse and a role. Snowflake users may have multiple roles which give

them different access rights. As a best practice, we recommend setting a default role and a default warehouse for the

service account user. The information on creating an account and required permissions is given below:

• Create Role for Alation Service Account

• Create Alation Service Account User

• Set Default Warehouse

• Grant Permissions for Metadata Extraction

• Grant Permissions for Profiling

• Grant Permissions for Query Log Ingestion

Create Role for Alation Service Account

USE ROLE ACCOUNTADMIN;

CREATE ROLE <alation_role>;

Create Alation Service Account User

USE ROLE ACCOUNTADMIN;

CREATE USER <alation_user> PASSWORD='*****' DEFAULT_ROLE = <alation_role> MUST_CHANGE_

PASSWORD = TRUE;

GRANT ROLE <alation_role> TO USER <alation_user>;

ALTER USER <alation_user> SET ROWS_PER_RESULTSET=0

Note: We recommend setting the ROWS_PER_RESULTSET parameter to 0 on the service account level to allow the

connector to fetch all accessible metadata. This setting is relevant if a strict limit is set on the account level or if you’re

not sure if such a limit exists on the account. With a strict limit applied via the ROWS_PER_RESULTSET parameter, the

connector may skip metadata during extraction, resulting in an incomplete extraction result.

Set Default Warehouse

USE ROLE ACCOUNTADMIN;

ALTER USER <alation_user> SET DEFAULT_WAREHOUSE=<warehouse_name>;

Grant Permissions for Metadata Extraction

Grant Access to Warehouse

Grant access to the warehouse from which you want to extract. Access to the warehouse is required even if it is the

default warehouse of the service account.

USE ROLE ACCOUNTADMIN;

GRANT USAGE ON WAREHOUSE <warehouse_name> TO ROLE <alation_role>;

2060 Chapter 6. Open Connector Framework



Alation User Guide

Grant Access to ACCOUNT_USAGE

You can either grant access to all views in the ACCOUNT_USAGE schema or, if full access is not allowed, grant limited

access using Snowflake database roles. Access to the ACCOUNT_USAGE schema enables metadata extraction (MDE)

and query log ingestion (QLI).

Full Access to ACCOUNT_USAGE

Grant access to all views in the ACCOUNT_USAGE schema:

USE ROLE ACCOUNTADMIN;

GRANT IMPORTED PRIVILEGES ON DATABASE "SNOWFLAKE" to <alation_role>;

Limited Access to ACCOUNT_USAGE

If you can only provide limited access to the ACCOUNT_USAGE schema, then grant the service account the

SNOWFLAKE database roles of OBJECT_VIEWER and GOVERNANCE_VIEWER:

USE ROLE ACCOUNTADMIN;

USE SNOWFLAKE;

GRANT DATABASE ROLE OBJECT_VIEWER TO ROLE <alation_role>;

GRANT DATABASE ROLE GOVERNANCE_VIEWER TO ROLE <alation_role>;

Note: The database roles of OBJECT_VIEWER and GOVERNANCE_VIEWER grant access to these

ACCOUNT_USAGE views:

MDE:

• OBJECT_VIEWER

– SNOWFLAKE.ACCOUNT_USAGE.DATABASES

– SNOWFLAKE.ACCOUNT_USAGE.SCHEMATA

– SNOWFLAKE.ACCOUNT_USAGE.TABLES

– SNOWFLAKE.ACCOUNT_USAGE.COLUMNS

– SNOWFLAKE.ACCOUNT_USAGE.VIEWS

– SNOWFLAKE.ACCOUNT_USAGE.FUNCTIONS

• GOVERNANCE_VIEWER

– SNOWFLAKE.ACCOUNT_USAGE.POLICY_REFERENCES

– SNOWFLAKE.ACCOUNT_USAGE.ROW_ACCESS_POLICIES

– SNOWFLAKE.ACCOUNT_USAGE.MASKING_POLICIES

– SNOWFLAKE.ACCOUNT_USAGE.TAGS

– SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

QLI:

• GOVERNANCE_VIEWER

– SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY
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Grant Access to Databases, Schemas, and Tables

Grant the service account access to the database(s), schema(s), and table(s) that you want to be cataloged in Alation

after metadata extraction:

Grant USAGE on Specific Database(s)

GRANT USAGE ON DATABASE <database> TO <alation_role>;

Grant USAGE on Specific Schema(s)

• Grants limited by database

GRANT USAGE ON ALL SCHEMAS IN DATABASE <database> TO ROLE <alation_role>;

• Grants limited by a named schema

GRANT USAGE ON SCHEMA <database.schema> TO ROLE <alation_role>;

• Optional: grant access to future schemas in database

GRANT USAGE ON FUTURE SCHEMAS IN DATABASE <database> TO ROLE <alation_role>;

Grant REFERENCES on Specific Table(s)

• Grants limited by database

GRANT REFERENCES ON ALL TABLES IN DATABASE <database> TO ROLE <alation_role>

;

• Grants limited by a named schema

GRANT REFERENCES ON ALL TABLES IN SCHEMA <database.schema> TO ROLE <alation_

role>;

• Optional: grant access to future tables in database

GRANT REFERENCES ON FUTURE TABLES IN DATABASE <database> TO ROLE <alation_

role>;

• Optional: grant access to future tables in a specific schema

GRANT SELECT ON FUTURE TABLES IN SCHEMA <database.schema> TO ROLE <alation_

role>;
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Grant REFERENCES on Specific View(s)

• Grants limited by database

GRANT REFERENCES ON ALL VIEWS IN DATABASE <database> TO ROLE <alation_role>;

• Grants limited by a named schema

GRANT REFERENCES ON ALL VIEWS IN SCHEMA <database.schema> TO ROLE <alation_

role>;

• Optional: grant access to future views in database

GRANT REFERENCES ON FUTURE VIEWS IN DATABASE <database> TO ROLE <alation_

role>;

• Optional: grant access to future views in a specific schema

GRANT SELECT ON FUTURE VIEWS IN SCHEMA <database.schema> TO ROLE <alation_

role>;

Grant Access to External Tables

Alation supports extraction of external tables on Amazon S3 and Azure Storage.

Note: Granting USAGE on databases and schemas is a prerequisite to extracting external tables.

• Grant access to external tables, limited by database

GRANT REFERENCES ON ALL EXTERNAL TABLES in DATABASE <database> TO

ROLE <alation_role>;

• Grant access to external tables, limited by a named schema

GRANT REFERENCES ON ALL EXTERNAL TABLES IN SCHEMA <database.schema>

TO ROLE <alation_role>;

• Grant USAGE on stages used in external tables, limited by database

GRANT USAGE ON ALL STAGES IN DATABASE <database> TO ROLE <alation_

role>;

• Grant USAGE on stages used in external tables, limited by a named schema

GRANT USAGE ON ALL STAGES IN SCHEMA <database.schema> TO ROLE

<alation_role>;

Note: An external table can be created from a stage belonging to a different database. Make

sure you provide access to all required stages of all required databases.

• Optional: grant access to future external tables in a database
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GRANT REFERENCES ON FUTURE EXTERNAL TABLES in DATABASE <database> TO

ROLE <alation_role>;

• Optional: grants access to future external tables in a schema

GRANT REFERENCES ON FUTURE EXTERNAL TABLES IN SCHEMA <database.

schema> TO ROLE <alation_role>;

Policy and Tag Extraction

Permissions for Policy and Tag Extraction

Permissions you have granted on the ACCOUNT_USAGE views are enough for policy and tag extraction.

Permissions for Policy and Tag Synchronization

• Grant access for policy synchronization

GRANT APPLY MASKING POLICY ON ACCOUNT TO <alation_role>;

• Grant access for tag synchronization

GRANT APPLY TAG ON ACCOUNT TO <alation_role>;

Enable Policy Extraction

Policy extraction requires additional configuration on the Alation server. You can enable it using alation_conf.

Customer-Managed Instances

On customer-managed (on-premise) Alation instances, enable data policy extraction by setting these alation_conf flags

to True:

• alation.ocf.mde.policy.enable_extraction

• alation.ocf.mde.policy.enable_ingestion

• alation.ocf.mde.policy.enable_search

After changing the parameters, restart Alation Supervisor with the command alation_supervisor restart all.

On how to use alation_conf, see Using alation_conf .

Alation Cloud Service

On Alation Cloud Service instances, Alation Support will adjust the alation_conf flags in values to activate specific

features. Submit a Support ticket to Alation to make these changes to your instance.

Version 2024.1 and Higher

From Alation version 2024.1 and newer, for customer-managed (on-premise) and Alation Cloud Service instances, you

are no longer required to enable the alation_conf flags. You need to turn on the Enable Policy Center toggle under the

Admin Settings page to sync all the policy-related flags automatically.
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Note: If you migrate the native data source to OCF connector, ensure that you first turn off and then turn on the Enable

Policy Center toggle to enable this feature.

For more on working with policies extracted into the catalog, see Policy Center.

Note: Only policies attached to tables, columns, and views are extracted and shown in Alation. Policies linked to tags

are not extracted. On connector versions before 1.1.5, metadata extraction exits with an error when it encounters a policy

linked to a tag during ingestion. Connector versions 1.1.5 or newer will skip policies linked to tags and successfully

extract policies attached to tables, columns, and views.

Enable Tag Extraction

Tag extraction requires additional configuration on the Alation server. You can enable it using alation_conf.

Customer-Managed Instances

On customer-managed (on-premise) Alation instances, enable Snowflake tag extraction by setting these alation_conf

flags to True:

• alation.feature_flags.enable_snowflake_tags

• alation.ocf.mde.custom_field.enable_extraction

• alation.ocf.mde.custom_field.enable_ingestion

After changing the parameters, restart Alation Supervisor with the command alation_supervisor restart all.

On how to use alation_conf, see Using alation_conf .

Alation Cloud Service

On Alation Cloud Service instances, Alation Support will adjust the alation_conf flag values to activate specific features.

Submit a Support ticket to Alation to make these changes to your instance.

Version 2024.1 and Higher

From Alation version 2024.1 and newer, for customer-managed (on-premise) and Alation Cloud Service instances, you

are no longer required to enable the alation_conf flags. You need to turn on the Enable Snowflake Tags toggle under

the Admin Settings page to sync all the tag-related flags automatically.

Note: If you migrate the native data source to OCF connector, ensure that you first turn off and then turn on the Enable

Snowflake Tags toggle to enable this feature. However, when the flag you turn off the toggle, the template loses all the

custom fields, and you must add them again.

By default, Alation will extract:

• All tags if the database name is not specified in the JDBC URI.

• All the tags which have references in the database if the database name is specified in the JDBC URI.

For more on the format of the Snowflake JDBC URI, see Configure Connection to Data Source.

If you want to extract more specific tags, use a custom query for tag extraction. See Snowflake OCF Connector Extraction

Queries.

For information about working with Snowflake tags in Alation, refer to Snowflake Tags in Alation.
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Function Extraction

• Grants limited by database

GRANT USAGE ON ALL FUNCTIONS IN DATABASE <database> TO ROLE <alation_role>;

• Grants limited by a schema

GRANT USAGE ON ALL FUNCTIONS IN SCHEMA <database.schema> TO ROLE <alation_

role>;

Grant Permissions for Profiling

Profiling requires SELECT permissions for the tables you are going to profile:

GRANT SELECT ON schema_name.table_name TO <alation_role>;

Grant Permissions for Query Log Ingestion

Alation supports query log ingestion (QLI) based on the ACCOUNT_USAGE.QUERY_HISTORY view of the

SNOWFLAKE database.

QLI can either use a dedicated view (table-based QLI) or a query (default or query-based QLI).

• For table-based QLI, you’ll need to create a view on top of the SNOWFLAKE.ACCOUNT_USAGE.QUERY_-

HISTORY view and grant the Alation service account these permissions:

– USAGE on the database and schema where the view is created.

– SELECT on the created view.

• For default and query-based QLI, the permissions on the ACCOUNT_USAGE.QUERY_HISTORY view that

you’ve granted the service account are enough.

Based on your connector version, see QLI for new connector versions or QLI for earlier connector versions for more

information on the types of QLI.

6.66.4 Set Up Snowflake OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the Snowflake connector and configure a new Snowflake data source to start using the connector.
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Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Configure a New Snowflake Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.
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5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Snowflake OCF connector.

6.66.5 Configure Connection to Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you install the Snowflake OCF connector, you must configure the connection to the Snowflake data source.

The various steps involved in configuring the Snowflake data source connection setting are:

1. Provide Access

2. Connect to Data Source

3. Configure Add-On OCF Connector

Provide Access

Go to the Access tab on the Settings page of your Snowflakes data source, set the data source visibility using these

options:

• Public Data Source — The data source is visible to all users of the catalog.

• Private Data Source — The data source is visible to the users allowed access to the data source by Data Source

Admins.

You can add new Data Source Admin users in the Data Source Admins section.
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Connect to Data Source

To connect to the data source, you must perform these steps:

1. Provide the JDBC URI

2. Configure Authentication

3. Test the Connection

4. Configure Additional Connection Settings

5. Configure Logging

6. Configure Add-On OCF Connector for dbt (Optional)

Important: The Alation user interface displays standard configuration settings for credentials and connection informa-

tion stored in the Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager to

hold such information, the user interface will change to include the following buttons adjacent to the respective fields:

By default, you see the user interface for Standard. In the case of Vault, instead of the actual credential information,

you must select the source and provide the corresponding key. For details, see Configure Secrets for OCF Connector

Settings.

Provide the JDBC URI

Before using the JDBC URI format, understand the JDBC URI format and parameters for the Snowflake OCF connector.

URI Format

snowflake://<hostname>:<port>/?warehouse=<warehouse_name>&db=<db_name>&role=<role_name>

Example

snowflake://my_account.us-east-1.snowflakecomputing.com:443/?warehouse=TEST&db=TEST_DB&

role=alation-role

URI Paramaters

When building the URI, include the following components:

• Hostname

• Port

• Role

• Warehouse Name

• Database Name
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Parameter Description

Hostname Mandatory Specify the hostname.

• For instances on AWS:

<account_name>.<region_id>.

snowflakecomputing.com

Example:

my_account.us-east-1.

snowflakecomputing.com

• For instances on Azure:

<account_name>.<region_id>.

azure.snowflakecomputing.com

Example:

lj17605.east-us-2.azure.

snowflakecomputing.com

• For instances on Google Cloud:

<account_name>.<region_id>.

gcp.snowflakecomputing.com

Example:

mj27441.europe-west2.gcp.

snowflakecomputing.com

Port Mandatory Specify port number 443.

Warehouse Name Specify the currently active warehouse in your account for

which the service account has access privileges. Optional

if a default warehouse has been assigned to the role of

the service account. If not, this parameter is mandatory.

Role Optional Provide the role of the service account user.

Database Name Optional but recommended. Specify the database name.

If you don’t include this parameter, Alation will extract

metadata from all databases that the service account can

access. The same applies to policies. If you are going to

extract policies, this parameter is recommended as it lim-

its policy extraction to a specific database. When users

run DDL queries in Compose, Alation can incrementally

ingest the corresponding metadata into the catalog. Both

the service account connection JDBC URI and the Com-

pose connection URI must include the database name

(db) parameter to enable Alation to ingest metadata from

objects created through Compose.

Important: The value of the parameter db

is case sensitive, as Snowflake supports case

sensitive database names. Ensure that you

use the right case when adding this param-

eter. For example, you can have a database

with the name test and a database with the

name TEST in Snowflake.

• For the database with the name

in the lower case, the URI will

look like this: snowflake://

alation_partner.us-east-1..

snowflakecomputing.com:443/

?warehouse= compute_-

wh&db=test

• For the database with the name

in the upper case, the URI will

look like this: snowflake://

alation_partner.us-east-1..

snowflakecomputing.com:443/

?warehouse= compute_-
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Provide the JDBC URI in Alation

To provide to the JDBC URI in the Alation UI, perform these steps:

Connector Version 2.2.9 and Newer

From Alation version 2023.3.2.1 and connector version 2.2.9

1. On the Settings page of your Snowflake data source, go to the General Settings tab.

2. In the Provide the JDBC URI section, enter the JDBC URI.

Follow the correct JDBC URI format (snowflake://<host_name>:<port_num-

ber>/?warehouse=<warehouse_name>&db=<db_name>).

3. Click Save.

Connector Versions Prior to 2.2.9

1. On the Settings page of your Snowflake data source, go to the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and enter the JDBC URI.

Follow the correct JDBC URI format (snowflake://<host_name>:<port_num-

ber>/?warehouse=<warehouse_name>&db=<db_name>).

3. Click Save.

Configure Authentication

For metadata extraction (MDE), profiling and sampling, and query log ingestion (QLI), the connector supports the

following authentication types:

• Basic authentication (username and password)

• Key pair authentication

Both Basic and Key pair authentication require a service account (see Prerequisites).

In Compose, users can authenticate using:

• Basic authentication (username and password)

• OAuth 2.0 authentication flow

You can find more information about Compose authentication in User Authentication For Data Sources.

Configure Basic Authentication

To configure Basic authentication, perform these steps:

Connector Version 2.2.9 and Newer

From Alation version 2023.3.2.1 and connector version 2.2.9

1. On the Settings page of Snowflake data source, go to the General Settings tab.

2. On the Connect to the data source section, select the Basic tab under the Configure authentication

step.

3. Enter the username and password for basic authentication.

4. Click Save.
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Connector Versions Prior to 2.2.9

1. On the Settings page of your Snowflake data source, click on the General Settings tab.

2. Go to the Connector Settings > Datasource connection section and enter the username and password for basic

authentication.

3. Click Save.

Configure Key Pair Authentication

Alation supports the key pair authentication method for metadata extraction, profiling and sampling, and query log

ingestion.

Note:

• Alation does not support key pair authentication for individual user account connections from Compose.

• Alation does not support key pair authentication for Snowflake OAuth in Compose. Snowflake OAuth uses

authentication based on a client ID and secret.

Prerequisite

Before you configure the key pair authentication in Alation, ensure that you:

• Create a service account and grant the required permissions.

• Generate the Key Pair on Snowflake.

Generate the Key Pair on Snowflake

To generate a key pair:

1. Generate a private key and a public key.

Refer to Key Pair Authentication & Key Pair Rotation in Snowflake documentation for details. Optionally, you

can generate a private key with a passphrase.

2. Assign the public key to the service account you created for Alation.

3. Store the private key and its passphrase securely on your local machine.

Use these credentials when configuring key pair authentication on the Settings page of your Snowflake data source

in Alation.

Configure Key Pair in Alation

To configure Key Pair authentication, perform these steps:

Connector Version 2.2.9 and Newer

From Alation version 2023.3.2.1 and connector version 2.2.9

1. On the Settings page of your Snowflake data source, go to the General Settings tab.

2. On the Connect to the data source section, select the Key pair tab under Configure authentication step.
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3. Enter the following details:

• Username - The username of the service account that has the public key assigned to it.

• Private Key Passphrase - The passphrase of the private key that you created.

• Upload Private Key File - Click the Upload button to upload the private key file.

4. Click Save.

Connector Versions Prior to 2.2.9

1. On the Settings page of your Snowflake data source, go to the General Settings tab.

2. Provide the following information in the Snowflake Key Pair Authentication section:

• Enable Snowflake Key Pair Auth - Select this checkbox to enable the key pair authentication.

• Username - The username of the service account that has the public key assigned to it.

• Upload Private Key File - Click the Upload button to upload the private key file.

• Private Key Passphrase - The passphrase of the private key that you created.

3. Click Save.

Test the Connection

The connection test checks database connectivity. Alation uses the JDBC URI to connect to the database and to confirm

when the connection is established.

After specifying the JDBC URI and configuring authentication, test the connection.

To validate the network connectivity, go to General Settings > Test Connection of the Settings page of your Snowflake

data source and click Test.

A dialog box appears confirming the status of the connection test.

Troubleshoot Connection

You may see the errors below while connecting to Snowflake using key pair authentication. The errors are specific to

OpenSSL version 1.1.1g on Windows or Ubuntu.

Error messages:

• Private key provided is invalid or not supported: rsa_key.p8: ObjectIdentifier() – data isn’t an object ID (tag =

48) null

• Exception in thread “main” java.security.NoSuchAlgorithmException: 1.2.840.113549.1.5.13 SecretKeyFactory

not availableWhen run from JDBC application.

To resolve this issue, use the following command to generate the private key:

openssl genrsa 2048 | openssl pkcs8 -topk8 -inform PEM -v1 PBE-SHA1-RC4-128 -

out rsa_key.p8
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Configure Additional Connection Settings

Apart from the mandatory configurations that you perform to connect to the data source in the General Settings tab, you

can configure the following additional settings:

• Configure Additional Data Source Connections

• Disable Obfuscate Literals

• Disable automatic lineage generation

Configure Additional Data Source Connections

Alation can associate objects in a data source with objects in another source in the catalog through lineage. For example,

you can show lineage between your data source and BI sources that use its data.

Provide additional connection information for the data source to see lineage across multiple sources on the Lineage

chart.

Connector Version 2.2.9 and Newer

From Alation version 2023.3.2.1 and connector version 2.2.9

To enter additional data source connection details, go to General Settings > Advanced settings of the

Settings page of your Snowflake connector and enter the connection URL.

Use the following format: <host>:<port>

You can provide multiple values as a comma-separated list:

<host1>:<port1>,<host2>:<port2>

For example:

10.13.71.216:1541,sever.com:1542

Connector Versions Prior to 2.2.9

On the Application Settings section of General Settings tab, provide the host and port information in the BI Connection

Info field.

This parameter is used to generate lineage between the current data source and another source in the catalog, for example

a BI source that retrieves data from the underlying database. The parameter accepts host and port information of the

corresponding BI data source connection.

Use the following format: <host>:<port>

You can provide multiple values as a comma-separated list:

<host1>:<port1>,<host2>:<port2>

For example:

10.13.71.216:1541,sever.com:1542

For more details, see BI Connection Info.
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Enable or Disable Automatic Lineage Generation

You can enable or disable the lineage for the data source to be generated automatically during metadata extraction, query

log ingestion, and from Data Definition Language queries run by users in Compose.

Connector Version 2.2.9 and Newer

From Alation version 2023.3.2.1 and connector version 2.2.9

Go to General Settings > Advanced settings of the Settings page of your Snowflake data source and

enable or disable the Disable automatic lineage generation toggle.

Disable the Disable automatic lineage generation toggle when you want to automatically generate the

lineage.

Enable this option when you do not want lineage to be automatically generated and prefer to create lineage

manually or using an API.

Connector Versions Prior to 2.2.9

On the Application Settings section of General Settings tab, disable the Disable automatic lineage generation toggle

when you want to automatically generate the lineage.

Enable this option when you do not want lineage to be automatically generated and prefer to create lineage manually or

using an API.

By default, automatic lineage generation is enabled.

Enable or Disable Obfuscate Literals

You can hide literal values from queries ingested with query log ingestion and displayed on the Queries tab of a schema

and table catalog objects.

On the General Settings tab enable or disable the Obfuscate literals toggle.

When enabled, literal values are substituted with placeholder values. Disable this option when you want literal values in

queries to be visible to users.

By default, this option is disabled.

Configure Logging

To set the logging level for your Snowflake OCF data source logs, perform these steps:

Connector Version 2.2.9 and Newer

From Alation version 2023.3.2.1 and connector version 2.2.9

1. On the Settings page of your Snowflake OCF data source, go to General Settings > Connector logs.

2. Select a logging level for the connector logs and click Save.

The available log levels are based on the Log4j framework.

Connector Versions Prior to 2.2.9

1. On the Settings page of your Snowflake OCF data source, go to Logging configuration section of General

Settings tab.

2. Select a logging level for the connector logs and click Save.

The available log levels are based on the Log4j framework.
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You can view the connector logs in Admin Settings > Server Admin > Manage Connectors > Snowflake OCF

connector.

Configure Add-On OCF Connector for dbt

The dbt connector can be used as an add-on with another OCF connector to extract and catalog descriptions and lineage

from dbt models, sources, and columns in dbt Core or dbt Cloud. See Add-On OCF Connector for dbt on how to use

this connector.

6.66.6 Configure Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: With Alation version 2023.3.2.1 or higher and Snowflake OCF connector version 2.2.9 or higher, Alation

has introduced an enhanced user interface for configuring Metadata Extraction.

Version 2.2.9 or Newer

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable for Alation version 2023.3.2.1 or higher and Snowflake OCF connector version

2.2.9 or newer.

Overview

Metadata extraction (MDE) is the process of fetching data source information, such as tables, columns, column data

types, views, primary keys, foreign keys, functions, policies, tags, and procedures. Alation queries your database to

retrieve this metadata, which becomes catalog objects.

You can initiate MDE on demand or schedule it for regular catalog updates.

Note: If the database name is included in the JDBC URI, then the metadata is extracted only from that database. If the

database name is not included in the JDBC URI, then all metadata that the service account has access to is extracted,

which may increase extraction time.

There is 45 minutes to 3 hour latency time to update tables, columns, views, primary keys, foreign keys, functions,

policies, tags, and procedures in ACCOUNT_USAGE views. The new items created in databases can be extracted into

the catalog after this latency time. For information about the latency time for each item, refer to Account Usage —

Snowflake Documentation.
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Configure MDE in Alation

Metadata extraction fetches data source information, such as schemas, tables, columns, keys, functions, and more.

Alation queries your database to retrieve this metadata, which becomes catalog objects. You can initiate MDE on

demand or schedule it for regular catalog updates.

Steps involved in metadata extraction are:

1. Test Access and Fetch Schemas

2. Select Schemas for Extraction

3. Customize the Extraction Scope (Optional)

4. Configure Custom Extraction Queries (Optional)

5. Run Extraction

Test Access and Fetch Schemas

Before fetching the schemas for extraction, Alation tests if the service account has the required permissions to run

metadata extractions.

Perform these steps to test the access and fetch schemas.

Note: Ensure that the service account has the necessary permissions to access required system

views and retrieve accessible schemas (see Prerequisites).

1. On the Settings page of your Snowflake OCF data source, go to the Metadata Extraction tab.
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2. Click Test access and fetch schemas.

The retrieved list of schemas appears in the Schemas table under the Select schemas for

extraction section of the Metadata Extraction page.

Select Schemas for Extraction

Select schemas for extraction, to which you have access, instead of extracting all the schemas. When selecting schemas

for extraction, you retrieve the metadata only for the selected schemas. This makes the extraction quicker and consumes

fewer resources than extracting all the schemas.

By default, all the schemas Alation fetches from the data source will be selected for extraction. You can adjust the

selection of by:

• Selecting Schemas using Filters

• Selecting Schemas Manually

If you do not select any schema manually or using rules, Alation extracts all the schemas upon running the metadata

extraction.

Select Schemas using Filters

If you want to apply extraction filters, perform these steps:

1. On the Settings page of your Snowflake OCF connector, go to the Metadata Extraction tab.

2. Under the Select schemas for extraction section, enable the Enable advanced settings toggle.

3. Select the required extraction filter option from the Extract drop down:

• Only selected schemas — extracts metadata only from the selected schemas. This is the default

value.

• All schemas except selected — extracts metadata from all schemas except the selected schemas.

4. To soft-delete the schemas from previous extraction that are not part of the current schema selection,

select the Keep the catalog synchronized with the current selection of schemas checkbox.

5. Create a filter.

a. From the first drop down, select Schema or Catalog.

b. Select the filter criteria (Contains, Starts with, Ends with, Regex).

c. Specify the keyword to look for from the schema or catalog.

Use this option if you frequently change schemas or if you use extensive metadata.

You can add multiple filters by clicking the Add another filter link.

Note: You must use rules if you plan to schedule MDE.

6. Click Apply filters.

The Schema table displays the selected schemas that match the rules that you had set.

Note: After applying rules, you cannot manually adjust the selection of schemas.
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Select Schemas Manually

If you opt to manually select the schemas for extraction, perform these steps:

1. On the Settings page of your Snowflake OCF data source, go to the Metadata Extraction tab.

2. Under the Select schemas for extraction section, turn off the Enable advanced settings toggle if not disabled

already.

3. Select the required schemas from the list of schemas in the Schemas table.

Alternatively, you can select schemas by searching for the required schema from the table using either the schema

name or any keyword or string in the schema name.

After you have selected the schemas, your schema selection count is displayed above the Schema table.

Customize the Extraction Scope

Note: This is an optional step.

You can customize metadata extraction down to the level of specific metadata types, such as tables, columns, views, and

other by using custom queries:

• The extraction of schema, table, view, and column metadata is always enabled and cannot be disabled.

• The extraction of system schema information is disabled by default. All other supported metadata types are

enabled by default.

• You can disable or enable the metadata types you want to extract by clearing or selecting the corresponding

checkboxes.

To customize the extraction scope, perform these steps:

1. On the Settings page of your Snowflake OCF data source, go to the Metadata Extraction tab.

2. Under the Customize extraction scope section, enable or disable the required additional available metadata types

from the following options:

• Extract primary keys - extracts primary keys. Enabling this option leads to increased performance demands.

• Extract foreign keys - extracts foreign keys. Enabling this option leads to increased performance demands.

• Extract functions - extracts function information. We recommend that you enable this option.

• Extract function definitions - extracts function definition information

Configure Custom Extraction Queries

1. On the Settings page of your Snowflake OCF data source, go to the Metadata Extraction tab.

2. Under the Custom extraction queries section, provide custom queries in the respective fields.

For details on the custom queries, see Snowflake OCF Connector Extraction Queries.

3. Click Save.

Note: If you specify the custom query for some metadata types but not all, Alation performs extraction

based on the corresponding default query for the metadata types that do not have a custom query.
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Run Extraction

Under the Run extraction section (General Settings > Metadata Extraction), click Run Extraction to extract metadata

on demand.

The status of the extraction action is logged in the Extraction Job Status table under the MDE Job History tab.

Schedule Extraction

You can also schedule the extraction. To schedule the extraction, perform these steps:

1. On the Settings page of your Snowflake OCF data source, go to the Metadata Extraction.

2. Under the Run extraction section, enable the Enable extraction schedule toggle.

3. Using the date and time widgets, select the recurrence period and day and time for the desired MDE

schedule. The next metadata extraction job for your data source will run on the schedule you have

specified.

Note: Here are some of the recommended schedules for better performance:

• Schedule extraction to run for every 12 hours at the 30th minute of the hour.

• Schedule extraction to run for every 2 days at 11:30 PM.

• Schedule extraction to run every week on the Sunday and Wednesday of the week.

• Schedule extraction to run for every 3 months on the 15th day of the month.

View the MDE Job History

You can view the status of the extraction actions after you run the extraction or after Alation triggers the MDE as per the

schedule. Also, you can view the status of the schemas retreived from the Test Access and Fetch Schemas step.

To view the status of extraction, go to Metadata Extraction > MDE Job History on the Settings page of your Snowflake

OCF data source. The Extraction job status table is displayed.
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The Extraction job status table logs the following status:

• Did Not Start - Indicates that the metadata extraction did not start due to configuration or other issues.

• Succeeded - Indicates that the extraction was successful.

• Partial Success - Indicates that the extraction was successful with warnings. If Alation fails to extract some of the

objects during the metadata extraction process, it skips them and proceeds with the extraction process, resulting

in partial success.

• Failed - Indicates that the extraction failed with errors.

Click the View Details link to view a detailed report of metadata extraction. If there are errors, the Job errors table

displays the error category, error message, and a hint (ways to resolve the issue). Follow the instructions under the Hints

column to resolve the error.

In some cases, Generate Error Report link is displayed above the Job errors table. Click the Generate Error Report

link above the Job errors table to generate an archive (.zip) containing CSV files for different error categories, such as

Data and Connection errors. Click Download Error Report to download the files.

Enable Raw Dump or Replay

You can enable or disable the Raw Metadata Dump or Replay feature for debugging MDE. By default, this feature is

disabled. We recommend enabling it for extraction debugging only. The full use of this feature requires access to the

Alation server.

If Raw Metadata Dump or Replay is enabled, Alation breaks MDE into these stages:

• “Dump” the extracted metadata into files. You can access and review the files on the Alation server to debug

extraction issues before attempting to ingest the metadata into the catalog.

• Ingest the metadata from the files into the catalog (Replay).

Both the stages are manually controlled from the user interface.

To enable the Raw Metadata Dump or Replay perform these steps:

1. On the Settings page of your Snowflake OCF data source, go to the Metadata Extraction > Troubleshooting:

Enable raw dump or replay section.
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2. From the Enable Raw Metadata Dump or Replay dropdown list, select the Enable Raw Metadata Dump

option.

3. Click Save.

This enables the first stage of MDE where the extracted metadata is dumped into the following files in a subdirectory

within the opt/alation/site/tmp/ directory on the Alation server (inside the Alation shell):

attribute.dump, function.dump, schema.dump, table.dump —in a subdirectory of the directory

opt/alation/site/tmp/ on the Alation server (inside the Alation shell).

4. Click Run extraction.

Alation performs a raw metadata dump into files. In the Extraction job status table on the MDE Job History tab,

click the View Details link to display the details of the MDE job. The log lists the location of the .dump files for

the MDE job. For example: /opt/alation/site/tmp/rosemeta/170/extraction_dump/5028.

5. Access and review the metadata dump files to intercept any potential extraction issues.

6. From the Enable Raw Metadata Dump or Replay dropdown list, select the option Enable Ingestion Replay.

7. Click Save.

This enables the second stage where the metadata from the files is ingested into the Alation catalog.

8. Click Run extraction.

The metadata from the files are ingested into the catalog.

For Old User Interface

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable to all Alation versions and Snowflake OCF Connector versions prior to 2.2.9.

If the database name is included in the JDBC URI, then metadata will be extracted only from that database. If the

database name is not included in the JDBC URI, then all metadata that the service account has access to will be extracted,

which may increase extraction time.

There is 45 minutes to 3 hour latency time to update tables, columns, views, primary keys, foreign keys, functions, and

procedures in ACCOUNT_USAGE views. The new items created in databases can be extracted into the catalog after

this latency time. Refer to Account Usage — Snowflake Documentation for information about the latency time for each

item.

Customizing MDE

You can perform metadata extraction (MDE) based on default queries or configure it to use custom queries.

Note: From Snowflake OCF connector version 1.2.0.5882, you can customize tag extraction. For more

information on tags and tag links, see Snowflake OCF Connector Extraction Queries.
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6.66.7 Configure Query Log Ingestion

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: With Alation version 2023.3.2.1 or higher and Snowflake OCF connector version 2.2.9 or higher, Alation

has introduced an enhanced user interface for configuring Query Log Ingestion (QLI).

Version 2.2.9 or Newer

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable for Alation Version 2023.3.2.1 or higher and Snowflake OCF connector Version

2.2.9 or higher.

Query log ingestion (QLI) extracts and ingests the query history of a database and powers the lineage, popularity, top

user, and join and filter information in the catalog. Explore examples of ingested queries on schema and table catalog

pages.

The steps involved in configuring and running QLI are:

1. Configure View-Based QLI or Configure Custom Query-Based QLI

2. Test the Access and Find the Query History Size

3. Preview Results

4. Run QLI

You can configure query log ingestion on the Query Log Ingestion tab of the Settings page. You can choose to configure

QLI in one of the following ways:

• View-Based

• Custom Query-Based

Note: If you do not provide a view name or a custom query, Alation uses the default view SNOWFLAKE.ACCOUNT_-

USAGE.QUERY_HISTORY and performs the query ingestion.
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Configure View-Based QLI

Prerequisite

In Snowflake, on top of the SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY view, create a view using a

specific query template as shown below. Create it in any suitable schema. You can give the view any name of your

choice.

Note: Snowflake is a case-sensitive database. You must use quotes around the column aliases in the QLI view query as

is shown in the query example.

CREATE VIEW alation_QLI_view AS

SELECT

user_name as "userName",

CASE

WHEN SCHEMA_NAME IS NULL

THEN DATABASE_NAME ||'.'|| ''

ELSE DATABASE_NAME ||'.'|| SCHEMA_NAME

END AS "defaultDatabases",

TRIM(QUERY_TEXT) AS "queryString",

TRIM(SESSION_ID) AS "sessionID",

ROUND(TOTAL_ELAPSED_TIME/1000,0) AS "seconds",

false AS "cancelled",

TO_CHAR(start_time,'YYYY-MM-DD HH:MI:SS.US') AS "startTime",

TO_CHAR(start_time,'YYYY-MM-DD HH:MI:SS.US') AS "sessionStartTime"

FROM SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY

WHERE execution_status = 'SUCCESS';

After creating the view, grant the Alation service account the SELECT access to this view. For more information, see

the Grant Permissions for Query Log Ingestion section in Prerequisites.

Provide the QLI View Name

Important: The Alation user interface displays standard configuration settings for credentials and

connection information stored in the Alation database. If your organization has configured Azure KeyVault

or AWS Secrets Manager to hold such information, the user interface will change to include the following

buttons adjacent to the respective fields:

By default, you see the user interface for Standard. In the case of Vault, instead of the actual credential

information, you must select the source and provide the corresponding key. For details, see Configure

Secrets for OCF Connector Settings.

1. On the Snowflake connector page, go to the Query Log Ingestion tab of the Settings page.

2. Under the Provide the QLI view name section, enter the QLI view name in the View name field.

3. By default, Alation queries the SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY view.
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Important: Use the format schema_name.view_name or schema.view.

4. Click Save.

Configure Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for custom query-based QLI, Alation will directly query the system view that

stores the query history every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the

system view. For details, see Grant Permissions for Query Log Ingestion section in Prerequisites.

The following is an example of a custom query for QLI.

SELECT

user_name AS "userName",

CASE WHEN SCHEMA_NAME IS NULL

THEN DATABASE_NAME || '.' || ''

ELSE DATABASE_NAME || '.' || SCHEMA_NAME END AS "defaultDatabases",

TRIM(QUERY_TEXT) AS "queryString",

TRIM(SESSION_ID || '/' || USER_NAME) AS "sessionID",

ROUND(TOTAL_ELAPSED_TIME / 1000, 0) AS "seconds",

FALSE AS "cancelled",

to_char(

start_time, 'YYYY-MM-DD HH:MI:SS.US'

) AS "startTime",

to_char(

start_time, 'YYYY-MM-DD HH:MI:SS.US'

) AS "sessionStartTime"

FROM SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY

WHERE START_TIME BETWEEN STARTTIME AND ENDTIME

AND EXECUTION_STATUS = 'SUCCESS'

AND NOT (

QUERY_TEXT ILIKE 'SHOW%'

OR QUERY_TEXT ILIKE 'CREATE%SCHEMA%'

OR QUERY_TEXT ILIKE 'CREATE%DATABASE%'

OR QUERY_TEXT ILIKE 'GRANT%'

OR QUERY_TEXT ILIKE 'GET%'

OR QUERY_TEXT ILIKE 'DROP%DATABASE%'

OR QUERY_TEXT ILIKE 'REVOKE%'

OR QUERY_TEXT ILIKE 'DESC%'

OR QUERY_TEXT ILIKE 'CREATE%PROCEDURE%'

OR QUERY_TEXT ILIKE 'LIST%'

OR QUERY_TEXT ILIKE 'CALL%'

OR QUERY_TEXT ILIKE 'PUT_FILES%'

OR QUERY_TEXT ILIKE 'REMOVE_FILES%'

OR QUERY_TEXT ILIKE 'EXPLAIN%'

OR QUERY_TEXT ILIKE 'TRUNCATE%'

OR QUERY_TEXT ILIKE 'COMMIT%'

)

(continues on next page)
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(continued from previous page)

AND DATABASE_NAME not in ('SNOWFLAKE')

AND DATABASE_NAME = '<database_name>';

You can customize it by adding, removing, or changing the filter, but the columns and their aliases must remain as is

since the connector expects this query structure.

The query should have <userName, startTime, queryString, defaultDatabases, sessionID,

sessionStartTime, cancelled, seconds> columns in a SELECT statement.

Note:

• Snowflake is a case-sensitive database. You must use quotes around the column aliases in the QLI

view query or the custom QLI query, as is shown in the QLI query examples.

• When using the QLI query example, do not substitute the STARTTIME and ENDTIME parameters in

the WHERE filter. These parameters are not actual column names and should stay as is. They are

expected by the connector and will be substituted with the start and end date of the QLI range selected

in the user interface when QLI is run manually or on schedule.

• Substitute the placeholder <database_name> with a database name.

Provide the Custom Query

1. On the Snowflake data source, go to the Query Log Ingestion tab of the Settings page.

2. Under the Provide the QLI view name section, go to Alternatively, use a custom SQL query.

3. In the Custom QLI Query field, provide a custom query to retrieve the query history.

4. Click Save.

Test the Access and Find the Query History Size

Before you perform the QLI, you must validate that the service account has access to the QLI view and gauge the

approximate size of the query history metadata. The size is estimated based on the average query volume of the last 7

days.

To test the access and find out the approximate size of the query history metadata, perform these steps:

1. On the Settings page of your Snowflake data source, go to the Query Log Ingestion tab.

2. Under the Test access and query history size section, click Test.

A dialog box appears displaying the access validation result and upon successful validation, the size of the query

history is displayed. The size is estimated based on the query volume of the last 7 days.

Note: If the average query size for the last seven days exceeds 500k, a warning message indicates the

same.
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Preview Results

Before performing the QLI, you can preview the queries that are ingested.

1. On the Settings page of your Snowflake data source, click go to the Query Log Ingestion tab.

2. Under the Preview Results section, enter the date range for which you want to generate the preview

of the query history.

3. Click Preview.

4. Click View Results to view the generated preview.

The Preview dialog appears displaying the total number of query statements per user under the User

Queries tab and a detailed query statement under the Statements tab. Click Download to download

the detailed query statement as a JSON file.

Note: You can use this option to run default QLI using just the date-range without using a view-based or

custom query-based QLI.

Run QLI

You can either run QLI manually on demand or configure it to run automatically on a schedule.

Run QLI Manually

To perform QLI manually on demand:

1. On the Settings page of your Snowflake data source, go to the Query Log Ingestion tab.

2. Under the Run QLI section, disable the Enable QLI Schedule toggle.

3. Specify the desired date range using the Date Range calendar widgets. You will need to specify the start date and

the end date separately.

4. Click Import.

A query log ingestion job is initiated.

Schedule QLI

1. On the Settings page of your Snowflake data source, go to the Query Log Ingestion tab.

2. Under the Run QLI section, enable the Enable QLI Schedule toggle.

3. Specify values for the job recurrence and time. The values are set in your local time.
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Note: Here are some of the recommended schedules for better performance:

• Schedule QLI to run for every 12 hours at the 30th minute of the hour

• Schedule QLI to run for every 2 days at 11:30 PM

• Schedule QLI to run every week on the Sunday and Wednesday of the week

• Schedule QLI to run for every 3 months on the 15th day of the month

4. Click Import.

The next QLI runs on the set schedule.

View the Job Status

To view the QLI job status after you run the QLI manually or after Alation triggers the QLI as per the schedule, go to

Query Log Ingestion > QLI Job Status.

The Query log ingestion job status table logs the following status:

• Succeeded - Indicates that the query ingestion was successful.

• Partial Success - Indicates that the query ingestion was successful with warnings. If Alation fails to ingest some

of the objects during the QLI, it skips them and proceeds with the query ingestion, resulting in partial success.

• Failed - Indicates that the query ingestion failed with errors.

Click the View Details link to view a detailed report of query ingestion. Click the View Details link to view a detailed

report of metadata extraction. If there are errors, the Job errors table displays the error category, error message, and a

hint (ways to resolve the issue). Follow the instructions under the Hints column to resolve the error.
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For Old User Interface

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: This section is applicable to all Alation versions and Snowflake OCF Connector versions prior to 2.2.9.

You configure query log ingestion (QLI) on the Query Log Ingestion tab of the Settings page.

Note: Snowflake is a case-sensitive database. You must use quotes around the column aliases in the QLI view query or

the custom QLI query, as is shown in the QLI query examples.

The OCF Snowflake connector supports three configurations for QLI:

• Default QLI

• Table-Based QLI

• Custom Query-Based QLI

Default QLI

The default QLI feature is available from Snowflake OCF connector version 1.2.1. Default QLI does not require

specifying a QLI view name or a QLI query. Just specify a date range for QLI and run or schedule the QLI job. Alation

will run a default QLI query to retrieve query history.

For default QLI to succeed, ensure that the service account has enough permissions to select from the system view. For

details, see Grant Permissions for Query Log Ingestion section in Prerequisites.

On how to run or schedule QLI, see Perform QLI .

Default QLI Query

Note: In the query below, the placeholder parameters STARTTIME and ENDTIME will be substituted by

Alation with the start and end dates of the QLI range selected in the user interface when QLI is run manually

or on schedule.

SELECT

user_name AS "userName",

CASE

WHEN SCHEMA_NAME IS NULL

THEN DATABASE_NAME || '.' || ''

ELSE DATABASE_NAME || '.' || SCHEMA_NAME

END AS "defaultDatabases",

TRIM(QUERY_TEXT) AS "queryString",

TRIM(SESSION_ID) AS "sessionID",

ROUND(TOTAL_ELAPSED_TIME / 1000, 0) AS "seconds",

FALSE AS "cancelled",

TO_CHAR(start_time, 'YYYY-MM-DD HH:MI:SS.US') AS "startTime",

(continues on next page)
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(continued from previous page)

TO_CHAR(start_time, 'YYYY-MM-DD HH:MI:SS.US') AS "sessionStartTime"

FROM

SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY

WHERE

START_TIME BETWEEN STARTTIME AND ENDTIME

AND execution_status = 'SUCCESS' ;

Table-Based QLI

Prerequisite

In Snowflake, create a view on top of the SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY view. Create it in

any suitable schema. You can give the view any name of your choice. After creating the view, grant the Alation service

account the SELECT access to this view (See Grant Permissions for Query Log Ingestion section in Prerequisites.).

CREATE VIEW alation_QLI_view AS

SELECT

user_name as "userName",

CASE

WHEN SCHEMA_NAME IS NULL

THEN DATABASE_NAME ||'.'|| ''

ELSE DATABASE_NAME ||'.'|| SCHEMA_NAME

END AS "defaultDatabases",

TRIM(QUERY_TEXT) AS "queryString",

TRIM(SESSION_ID) AS "sessionID",

ROUND(TOTAL_ELAPSED_TIME/1000,0) AS "seconds",

false AS "cancelled",

TO_CHAR(start_time,'YYYY-MM-DD HH:MI:SS.US') AS "startTime",

TO_CHAR(start_time,'YYYY-MM-DD HH:MI:SS.US') AS "sessionStartTime"

FROM SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY

WHERE execution_status = 'SUCCESS';

Configure Table-Based QLI

To configure table-based QLI:

1. Open the Query Log Ingestion tab of the Settings page of your OCF Snowflake data source.

2. Under Connector Settings > Query Extraction, in the Table Name field, specify the name of the QLI view.

Important: Use the format schema_name.view_name.

3. Click Save.
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Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for custom query-based QLI, Alation will query the system view storing query

history directly every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the

system view. For details, see Grant Permissions for Query Log Ingestion section in Prerequisites.

Find an example of a custom query for QLI below. You can customize it by adding, removing, or changing the filter, but

the columns and their aliases must remain as is since the connector expects this query structure.

Note:

• When using the QLI query example, do not substitute the STARTTIME and ENDTIME parameters in

the WHERE filter. These parameters are not actual column names and should stay as is. They are

expected by the connector and will be substituted with the start and end date of the QLI range selected

in the user interface when QLI is run manually or on schedule.

• Substitute the placeholder <database_name> with a database name.

SELECT

user_name AS "userName",

CASE WHEN SCHEMA_NAME IS NULL

THEN DATABASE_NAME || '.' || ''

ELSE DATABASE_NAME || '.' || SCHEMA_NAME END AS "defaultDatabases",

TRIM(QUERY_TEXT) AS "queryString",

TRIM(SESSION_ID || '/' || USER_NAME) AS "sessionID",

ROUND(TOTAL_ELAPSED_TIME / 1000, 0) AS "seconds",

FALSE AS "cancelled",

to_char(

start_time, 'YYYY-MM-DD HH:MI:SS.US'

) AS "startTime",

to_char(

start_time, 'YYYY-MM-DD HH:MI:SS.US'

) AS "sessionStartTime"

FROM SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY

WHERE START_TIME BETWEEN STARTTIME AND ENDTIME

AND EXECUTION_STATUS = 'SUCCESS'

AND NOT (

QUERY_TEXT ILIKE 'SHOW%'

OR QUERY_TEXT ILIKE 'CREATE%SCHEMA%'

OR QUERY_TEXT ILIKE 'CREATE%DATABASE%'

OR QUERY_TEXT ILIKE 'GRANT%'

OR QUERY_TEXT ILIKE 'GET%'

OR QUERY_TEXT ILIKE 'DROP%DATABASE%'

OR QUERY_TEXT ILIKE 'REVOKE%'

OR QUERY_TEXT ILIKE 'DESC%'

OR QUERY_TEXT ILIKE 'CREATE%PROCEDURE%'

OR QUERY_TEXT ILIKE 'LIST%'

OR QUERY_TEXT ILIKE 'CALL%'

OR QUERY_TEXT ILIKE 'PUT_FILES%'

OR QUERY_TEXT ILIKE 'REMOVE_FILES%'

(continues on next page)
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OR QUERY_TEXT ILIKE 'EXPLAIN%'

OR QUERY_TEXT ILIKE 'TRUNCATE%'

OR QUERY_TEXT ILIKE 'COMMIT%'

)

AND DATABASE_NAME not in ('SNOWFLAKE')

AND DATABASE_NAME = '<database_name>';

Configure Custom Query-Based QLI

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.

Perform QLI

You can either run QLI manually on demand or configure it to run automatically on a schedule.

Run QLI Manually

To perform QLI manually on demand:

1. On the Query Log Ingestion tab of the Settings page of your OCF Snowflake data source, under Automated

and Manual Query Log Ingestion ensure that the Enable Automated Query Log Ingestion toggle is disabled.

2. Specify the desired date range using the Date Range calendar widgets. You will need to specify the start date and

the end date separately.

3. Click the Preview button to preview the queries that will be ingested. This will run a preview job that will fetch a

subset of the queries based on your QLI configuration. The result will be displayed in a table.

4. Click the Import button to run QLI manually. This will run a query log ingestion job.

View Job Status

The status of preview or QLI jobs is logged in the Query Log Ingestion Job Status table at the bottom of the page. In

this table, click the status link or the View Details link for a job to view the details on the progress of this job.

Schedule QLI

To schedule QLI :

1. On the Query Log Ingestion tab, under Automated and Manual Query Log Ingestion, enable the Enable

Automated Query Log Ingestion toggle.

2. In the Automated Query Log Ingestion Time panel that will appear, specify values for the job recurrence and

time. The values are set in your local time.

The next QLI will run on the schedule you set.
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Troubleshooting Query Log Ingestion

Problem

During custom query-based QLI, the preview data does not display any results and the log message displays error

Missing result set column: Username.

Solution

Use the following steps:

1. Sign in to Snowflake with an admin account.

2. If ALTER USER SET QUOTED_IDENTIFIERS_IGNORE_CASE is ``true, set it to false.

3. In Alation, click Preview for QLI one more time and see if it runs successfully. If the issue persists, contact

Alation support.

6.66. Snowflake OCF Connector 2093



Alation User Guide

6.66.8 Configure Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

To configure the use of Compose with your Snowflake OCF data source, go to the Compose tab on the Settings page of

your Snowflake OCF data source. For more details, see Configure Compose for OCF Data Sources.

For information on how to configure OAuth authentication for Compose, see Snowflake OAuth For User Connections.

Incremental Ingestion of Compose Queries

When you run DDL queries in Compose, Alation incrementally ingests the corresponding metadata into the catalog.

There are some requirements for the JDBC URI and the use of object names that ensure that Alation can incrementally

ingest queries from Compose:

1. Both the service account connection JDBC URI and the Compose connection URI must include the database

name parameter (db).

2. To ensure that tables and views created via Compose are ingested into the catalog, use fully qualified table names,

for example:

• Creating a table:

CREATE TABLE <DATABASE>.<SCHEMA>.<TABLE> ({column properties});

• Creating a view:

USE <DATABASE>;

CREATE VIEW <SCHEMA>.<VIEW> AS {view condition};

6.66.9 Configure Sampling and Profiling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Configure Sampling and Profiling for OCF Data Sources.

6.66.10 Enable Lineage

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Lineage is data about the origin of data and its movement through an organization’s data ecosystem. Lineage data

documents how target data objects are created from source data objects.

To know more about lineage, see see Lineage.

The Snowflake data source supports table-level and column-level lineage. Table-level lineage is available by default.

Column-level lineage is an additional paid feature that requires the Snowflake column-level lineage parser add-on.

Contact Alation about purchasing this add-on.
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Enable Column-Level Lineage

To enable column-level lineage:

1. Go to Settings > Feature Configuration.

2. Activate the toggle Automatically extracts Column Level Lineage for Snowflake data sources.

3. Click the Save changes button to save the changes.

4. In the Verify Feature Configuration Change dialog, click the Save Configuration button.

View Column-Level Lineage

When you enable the column-level lineage add-on, Alation will automatically generate column-level lineage data based

on the existing metadata that was previously extracted with MDE, QLI, or ingested from Compose.

Note: Once the feature flag is enabled, the column-level lineage will be automatically generated only for

the view definitions that are complete and already added to table-level lineage.

Complete view definition:

CREATE VIEW adbc_database_01.query_execution_main.table_view AS

SELECT src.*

FROM (SELECT col1, col2, col3 FROM tpch.sf1.customer LIMIT 10) src;

Incomplete view definition:
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SELECT src.* FROM

(SELECT col1, col2, col3 FROM tpch.sf1.customer LIMIT 10) src;

More column-level lineage data will be created after you perform metadata extraction (MDE), query log ingestion (QLI),

and (or) use Compose to run queries that create or update column objects.

To view column-level lineage data:

1. Go to the Lineage tab on the catalog page of a table object that should have column-level lineage.

2. Expand the table or view lineage node to see the columns of the table or view and links to the dataflow object.

When you expand a table or view lineage node and click one of the child columns, the column-level lineage link for that

particular column becomes highlighted.
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Note: If the column-level lineage feature flag is disabled, the column-level lineage links that were generated previously

are not removed. Only the future queries and query history will not be processed.

6.66.11 Troubleshooting

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Troubleshooting.

6.66.12 Snowflake OCF Connector Extraction Queries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The default extraction queries for Snowflake OCF data sources are listed below. You can customize them to better suit

your extraction requirements. Custom queries can be provided on the Metadata Extraction tab of the data source

Settings page under Metadata Extraction Queries.

You can customize all or some of the queries.

If specified, custom extraction queries will take precedence over the default MDE queries.

Important: The database name may or may not be present in the JDBC URI. In this case the default

queries will differ in the operator of the WHERE filter:

• If the database name is present, the WHERE filter will equal CATALOG_NAME to the database name.

• If the database name is not present, the WHERE filter will in most cases use the IN operator and a list

of database names that the service account has access to.
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Catalog

Make sure that your query has a column labeled as CATALOG in the SELECT statement.

Database Name Is Provided in JDBC URI

Version 2.0.0 and Newer

SELECT

DATABASE_NAME AS CATALOG

FROM

SNOWFLAKE.ACCOUNT_USAGE.DATABASES

WHERE

DELETED IS NULL

AND DATABASE_NAME = '<database_name>';

Versions Before 2.0.0

SELECT

DATABASE_NAME AS CATALOG

FROM

SNOWFLAKE.ACCOUNT_USAGE.DATABASES

WHERE

DELETED IS NULL AND DATABASE_NAME = '<database_name>'

ORDER BY

DATABASE_NAME;

Database Name Is Not Provided in JDBC URI

Version 2.0.0 and Newer

SELECT

DATABASE_NAME AS CATALOG

FROM

SNOWFLAKE.ACCOUNT_USAGE.DATABASES

WHERE

DELETED IS NULL;

Versions Before 2.0.0

SELECT

DATABASE_NAME AS CATALOG

FROM

SNOWFLAKE.ACCOUNT_USAGE.DATABASES

WHERE

DELETED IS NULL

AND DATABASE_NAME IN ('<database_name1>', '<database_name2>')

ORDER BY

DATABASE_NAME;
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Schema

Make sure that your query has a column labeled as CATALOG, SCHEMA in the SELECT statement.

Database Name Is Provided in JDBC URI

Version 2.0.0 and Newer

SELECT

CATALOG_NAME AS CATALOG,

SCHEMA_NAME AS SCHEMA,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.SCHEMATA

WHERE

DELETED IS NULL

AND SCHEMA_NAME IN ('<schema_name_1>' , '<schema_name_2>' , '<schema_name_3>')

AND CATALOG_NAME = '<database_name>'

AND TRIM(SCHEMA_NAME) !='';

Versions Before 2.0.0

SELECT

CATALOG_NAME AS CATALOG,

SCHEMA_NAME AS SCHEMA,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.SCHEMATA

WHERE

DELETED IS NULL

AND CONCAT(CATALOG_NAME,'.',SCHEMA_NAME) IN ('<database_name>.<schema_name>')

AND CATALOG_NAME = '<database_name>'

ORDER BY

DATABASE_NAME;

Database Name Is Not Provided in JDBC URI

Version 2.0.0 and Newer

SELECT

CATALOG_NAME AS CATALOG,

SCHEMA_NAME AS SCHEMA,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.SCHEMATA

WHERE

DELETED IS NULL

AND SCHEMA_NAME IN ('<schema_name_1>' , '<schema_name_2>' , '<schema_name_3>')

AND CATALOG_NAME IN ('<database_name_1>, <database_name_2>')

AND TRIM(SCHEMA_NAME) !='';

Versions Before 2.0.0
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SELECT

CATALOG_NAME AS CATALOG,

SCHEMA_NAME AS SCHEMA

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.SCHEMATA

WHERE

DELETED IS NULL

AND CONCAT(CATALOG_NAME,'.',SCHEMA_NAME) IN ('<database_name>.<schema_name>')

AND CATALOG_NAME IN ('<database_name1>', '<database_name2>')

ORDER BY

DATABASE_NAME;

Table

Make sure that your query has columns labeled as CATALOG, SCHEMA, TABLE_NAME, TABLE_TYPE, and REMARKS in the

SELECT statement.

Database Name Is Provided in JDBC URI

Version 2.0.0 and Newer

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME,

'TABLE' AS TABLE_TYPE,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.TABLES

WHERE

DELETED IS NULL

AND TABLE_TYPE = 'BASE TABLE'

AND TABLE_SCHEMA IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

AND TABLE_CATALOG = '<database_name>'

AND TRIM(TABLE_NAME) !='';

Versions Before 2.0.0

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME,

TABLE_TYPE,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.TABLES

WHERE

DELETED IS NULL

AND TABLE_TYPE = 'BASE TABLE'

AND CONCAT(TABLE_CATALOG,'.',TABLE_SCHEMA) IN ('<database_name>.<schema_name>')

(continues on next page)
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AND TABLE_CATALOG = '<database_name>'

AND TRIM(TABLE_NAME) !=''

ORDER BY

TABLE_CATALOG;

Database Name Is Not Provided in JDBC URI

Version 2.0.0 and Newer

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME,

'TABLE' AS TABLE_TYPE,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.TABLES

WHERE

DELETED IS NULL

AND TABLE_TYPE = 'BASE TABLE'

AND TABLE_SCHEMA IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

AND TABLE_CATALOG IN ('<database_name_1>, <database_name_2>')

AND TRIM(TABLE_NAME) !='';

Versions Before 2.0.0

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME,

TABLE_TYPE,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.TABLES

WHERE

DELETED IS NULL

AND TABLE_TYPE = 'BASE TABLE'

AND CONCAT(TABLE_CATALOG,'.',TABLE_SCHEMA) IN ('<database_name>.<schema_name>')

AND TABLE_CATALOG IN ('<database_name1>', '<database_name2>')

AND TRIM(TABLE_NAME) !=''

ORDER BY

TABLE_CATALOG;
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External Table

Database Name Is Provided in JDBC URI

-- get stages from database using INFORMATION_SCHEMA

SELECT

STAGE_URL,

CONCAT('@',TRIM(STAGE_CATALOG),'.',TRIM(STAGE_SCHEMA),'.',TRIM(STAGE_NAME),'/') AS

LOCATION

FROM "<database_name>".INFORMATION_SCHEMA.STAGES

-- get external tables from database using INFORMATION_SCHEMA

SELECT

ET.TABLE_CATALOG AS CATALOG,

ET.TABLE_SCHEMA AS SCHEMA,

ET.TABLE_NAME,

'TABLE' AS TABLE_TYPE,

ET.COMMENT AS REMARKS,

ET.LOCATION AS DATA_LOCATION

FROM "<database_name>".INFORMATION_SCHEMA.EXTERNAL_TABLES ET

WHERE

ET.TABLE_SCHEMA

IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>');

Database Name Is Not Provided in JDBC URI

-- get stages from all databases using INFORMATION_SCHEMA

SELECT

STAGE_URL,

CONCAT('@',TRIM(STAGE_CATALOG),'.',TRIM(STAGE_SCHEMA),'.',TRIM(STAGE_NAME),'/') AS

LOCATION

FROM "<database_name>".INFORMATION_SCHEMA.STAGES

-- get external tables from all databases using INFORMATION_SCHEMA

SELECT

ET.TABLE_CATALOG AS CATALOG,

ET.TABLE_SCHEMA AS SCHEMA,

ET.TABLE_NAME,

'TABLE' AS TABLE_TYPE,

ET.COMMENT AS REMARKS,

ET.LOCATION AS DATA_LOCATION

FROM "<database_name>".INFORMATION_SCHEMA.EXTERNAL_TABLES ET

WHERE ET.TABLE_SCHEMA IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>');
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View

Make sure that your query has columns labeled as DATABASE_NAME, SCHEMA_NAME, NAME, TEXT, IS_MATERIALIZED,

and COMMENT in the SELECT statement.

Note: The default view extraction query does not filter out temporary views. If you don’t want the temporary views

to appear in the catalog, uncomment the condition AND VIEW_DEFINITION not ILIKE '%create or replace

temporary view%' in the WHERE filter.

Database Name Is Provided in JDBC URI

Version 2.0.0 and Newer

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME AS VIEW_NAME,

VIEW_DEFINITION AS VIEW_CREATE_STATEMENT,

'VIEW' AS VIEW_TYPE,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.VIEWS

WHERE

DELETED IS NULL

AND TABLE_SCHEMA IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

AND TABLE_CATALOG = '<database_name>'

AND TRIM(TABLE_NAME) != ''

-- Uncomment the next line to filter out temporary views

-- AND VIEW_DEFINITION not ILIKE '%create or replace temporary view%';

Versions Before 2.0.0

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME AS VIEW_NAME,

VIEW_DEFINITION AS VIEW_CREATE_STATEMENT,

'VIEW' AS VIEW_TYPE,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.VIEWS

WHERE

DELETED IS NULL

AND CONCAT(TABLE_CATALOG,'.',TABLE_SCHEMA) IN ('<database_name>.<schema_name>')

AND TABLE_CATALOG = '<database_name>'

-- Uncomment the next line to filter out temporary views

-- AND VIEW_DEFINITION not ILIKE '%create or replace temporary view%'

ORDER BY

TABLE_CATALOG;
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Database Name Is Not Provided in JDBC URI

Version 2.0.0 and Newer

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME AS VIEW_NAME,

VIEW_DEFINITION AS VIEW_CREATE_STATEMENT,

'VIEW' AS VIEW_TYPE,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.VIEWS

WHERE

DELETED IS NULL

AND TABLE_SCHEMA IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

AND TABLE_CATALOG IN ('<database_name_1>, <database_name_2>')

AND TRIM(TABLE_NAME) != ''

-- Uncomment the next line to filter out temporary views

-- AND VIEW_DEFINITION not ILIKE '%create or replace temporary view%';

Versions Before 2.0.0

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME AS VIEW_NAME,

VIEW_DEFINITION AS VIEW_CREATE_STATEMENT,

'VIEW' AS VIEW_TYPE,

COMMENT AS REMARKS

FROM

SNOWFLAKE.ACCOUNT_USAGE.VIEWS

WHERE

DELETED IS NULL

AND CONCAT(TABLE_CATALOG,'.',TABLE_SCHEMA) IN ('<database_name>.<schema_name>')

AND TABLE_CATALOG IN ('<database_name1>', '<database_name2>')

-- Uncomment the next line if to filter out temporary views

-- AND VIEW_DEFINITION not ILIKE '%create or replace temporary view%'

ORDER BY

TABLE_CATALOG;
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Column

Make sure that your query has columns labeled as CATALOG, SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_-

NAME, ORDINAL_POSITION, IS_NULLABLE, REMARKS, and COLUMN_DEFAULT in the SELECT statement.

Database Name Is Provided in JDBC URI

Version 2.0.0 and Newer

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME,

DECODE(DATA_TYPE,'TEXT','VARCHAR' || '(' || CHARACTER_MAXIMUM_LENGTH || ')','NUMBER',

DATA_TYPE || '(' || NUMERIC_PRECISION ||','|| NUMERIC_SCALE || ')', DATA_TYPE) AS TYPE_

NAME,

DATA_TYPE,

COLUMN_NAME,

ORDINAL_POSITION,

IS_NULLABLE,

COMMENT AS REMARKS,

COLUMN_DEFAULT

FROM

SNOWFLAKE.ACCOUNT_USAGE.COLUMNS

WHERE

DELETED IS NULL

AND TABLE_SCHEMA IN ('<schema_name_1>' , '<schema_name_2>' , '<schema_name_3>')

AND TABLE_CATALOG = '<database_name>'

AND TRIM(COLUMN_NAME) NOT IN ('','SYS_MV_SOURCE_PARTITION','METADATA$ROW_VERSION')

AND TRIM(TABLE_NAME) !='';

Versions Before 2.0.0

.. code-block:: sql

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME,

DECODE(DATA_TYPE,'TEXT','VARCHAR' || '(' || CHARACTER_MAXIMUM_LENGTH || ')',

'NUMBER',DATA_TYPE || '(' || NUMERIC_PRECISION ||','|| NUMERIC_SCALE || ')', DATA_TYPE)

AS TYPE_NAME,

DATA_TYPE,

COLUMN_NAME,

ORDINAL_POSITION,

IS_NULLABLE,

COMMENT AS REMARKS,

COLUMN_DEFAULT

FROM

SNOWFLAKE.ACCOUNT_USAGE.COLUMNS

WHERE

DELETED IS NULL

AND CONCAT(TABLE_CATALOG,'.',TABLE_SCHEMA) IN ('<database_name>.<schema_name>')
(continues on next page)
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AND TABLE_CATALOG = '<database_name>'

AND TRIM(COLUMN_NAME) NOT IN ('','SYS_MV_SOURCE_PARTITION')

AND TRIM(TABLE_NAME) !=''

ORDER BY

TABLE_CATALOG;

Database Name Is Not Provided in JDBC URI

Version 2.0.0 and Newer

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME,

DECODE(DATA_TYPE,'TEXT','VARCHAR' || '(' || CHARACTER_MAXIMUM_LENGTH || ')',

'NUMBER',DATA_TYPE || '(' || NUMERIC_PRECISION ||','|| NUMERIC_SCALE || ')',

DATA_TYPE) AS TYPE_NAME,

DATA_TYPE,

COLUMN_NAME,

ORDINAL_POSITION,

IS_NULLABLE,

COMMENT AS REMARKS,

COLUMN_DEFAULT

FROM

SNOWFLAKE.ACCOUNT_USAGE.COLUMNS

WHERE

DELETED IS NULL

AND TABLE_SCHEMA IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

AND TABLE_CATALOG IN ('<database_name_1>, <database_name_2>')

AND TRIM(COLUMN_NAME) NOT IN ('','SYS_MV_SOURCE_PARTITION','METADATA$ROW_VERSION')

AND TRIM(TABLE_NAME) !='';

Versions Before 2.0.0

SELECT

TABLE_CATALOG AS CATALOG,

TABLE_SCHEMA AS SCHEMA,

TABLE_NAME,

DECODE(DATA_TYPE,'TEXT','VARCHAR' || '(' || CHARACTER_MAXIMUM_LENGTH || ')','NUMBER',

DATA_TYPE || '(' || NUMERIC_PRECISION ||','|| NUMERIC_SCALE || ')', DATA_TYPE) AS TYPE_

NAME,

DATA_TYPE,

COLUMN_NAME,

ORDINAL_POSITION,

IS_NULLABLE,

COMMENT AS REMARKS,

COLUMN_DEFAULT

FROM

SNOWFLAKE.ACCOUNT_USAGE.COLUMNS

WHERE

DELETED IS NULL

(continues on next page)
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AND CONCAT(TABLE_CATALOG,'.',TABLE_SCHEMA) IN ('<database_name>.<schema_name>')

AND TABLE_CATALOG IN ('<database_name1>', '<database_name2>')

AND TRIM(COLUMN_NAME) NOT IN ('','SYS_MV_SOURCE_PARTITION')

AND TRIM(TABLE_NAME) !=''

ORDER BY

TABLE_CATALOG;

Primary and Foreign Keys

If the database name is specified in the JDBC URI, then we use queries SHOW PRIMARY KEYS IN DATABASE

<database_name> and SHOW EXPORTED KEYS IN DATABASE <database_name>.

If the database name is not specified, then we use queries SHOW PRIMARY KEYS IN ACCOUNT and SHOW EXPORTED

KEYS IN ACCOUNT.

Function

Make sure that your query has columns labeled as CATALOG, SCHEMA, FUNCTION_NAME, and REMARKS in the SELECT

statement.

Database Name Is Provided in JDBC URI

Version 2.0.0 and Newer

-- get function arguments

WITH FUNCTION_COLUMNS AS (

SELECT

FUNCTION_CATALOG,

FUNCTION_ID,

FUNCTION_SCHEMA,

FUNCTION_NAME,

DATA_TYPE AS ARG_TYPE,

TRIM(REGEXP_REPLACE(ARGUMENT_SIGNATURE,'(\\()|(\\))')) AS ARGS,

ARGUMENT_SIGNATURE

FROM

SNOWFLAKE.ACCOUNT_USAGE.FUNCTIONS WHERE DELETED IS NULL)

SELECT

FUNCTION_CATALOG AS CATALOG,

FUNCTION_SCHEMA AS SCHEMA,

FUNCTION_NAME,

ARG_TYPE,

SPLIT_PART(TRIM(FUNCTION_COLUMNS_FLATTENED.VALUE::STRING),' ', 0) AS ARG_NAME,

SPLIT_PART(TRIM(FUNCTION_COLUMNS_FLATTENED.VALUE::STRING),' ', 2) AS TYPE_NAME,

FUNCTION_ID

FROM

FUNCTION_COLUMNS, LATERAL FLATTEN(INPUT=>SPLIT(ARGS, ',')) FUNCTION_COLUMNS_FLATTENED

WHERE

FUNCTION_SCHEMA IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

AND FUNCTION_CATALOG = '<database_name>'

(continues on next page)
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-- get function

SELECT FUNCTION_CATALOG AS CATALOG,

FUNCTION_SCHEMA AS SCHEMA,

FUNCTION_NAME,

COMMENT AS REMARKS,

'' AS FUNCTION_DEFINITION,

ARGUMENT_SIGNATURE,

FUNCTION_ID

FROM

SNOWFLAKE.ACCOUNT_USAGE.FUNCTIONS

WHERE

DELETED IS NULL

AND FUNCTION_SCHEMA IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

AND FUNCTION_CATALOG = '<database_name>';

Versions Before 2.0.0

SELECT

FUNCTION_CATALOG AS CATALOG,

FUNCTION_SCHEMA AS SCHEMA,

FUNCTION_NAME,

COMMENT AS REMARKS,

'' AS FUNCTION_DEFINITION,

ARGUMENT_SIGNATURE,

FUNCTION_ID

FROM

SNOWFLAKE.ACCOUNT_USAGE.FUNCTIONS

WHERE

DELETED IS NULL

AND CONCAT(FUNCTION_CATALOG,'.',FUNCTION_SCHEMA) IN ('<database_name>.<schema_name>')

AND FUNCTION_CATALOG = '<database_name>'

ORDER BY

FUNCTION_CATALOG;

Database Name Is Not Provided in JDBC URI

Version 2.0.0 and Newer

-- get function arguments

WITH FUNCTION_COLUMNS AS (

SELECT

FUNCTION_CATALOG,

FUNCTION_ID,

FUNCTION_SCHEMA,

FUNCTION_NAME,

DATA_TYPE AS ARG_TYPE,

TRIM(REGEXP_REPLACE(ARGUMENT_SIGNATURE,'(\\()|(\\))')) AS ARGS,

ARGUMENT_SIGNATURE

FROM

SNOWFLAKE.ACCOUNT_USAGE.FUNCTIONS WHERE DELETED IS NULL)

SELECT

(continues on next page)
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FUNCTION_CATALOG AS CATALOG,

FUNCTION_SCHEMA AS SCHEMA,

FUNCTION_NAME,

ARG_TYPE,

SPLIT_PART(TRIM(FUNCTION_COLUMNS_FLATTENED.VALUE::STRING),' ', 0) AS ARG_NAME,

SPLIT_PART(TRIM(FUNCTION_COLUMNS_FLATTENED.VALUE::STRING),' ', 2) AS TYPE_NAME,

FUNCTION_ID

FROM

FUNCTION_COLUMNS, LATERAL FLATTEN(INPUT=>SPLIT(ARGS, ',')) FUNCTION_COLUMNS_FLATTENED

WHERE

FUNCTION_SCHEMA IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

AND FUNCTION_CATALOG IN ('<database_name_1>, <database_name_2>');

-- get functions

SELECT

FUNCTION_CATALOG AS CATALOG,

FUNCTION_SCHEMA AS SCHEMA,

FUNCTION_NAME,

COMMENT AS REMARKS,

'' AS FUNCTION_DEFINITION,

ARGUMENT_SIGNATURE,

FUNCTION_ID

FROM

SNOWFLAKE.ACCOUNT_USAGE.FUNCTIONS

WHERE

DELETED IS NULL

AND FUNCTION_SCHEMA IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

AND FUNCTION_CATALOG IN ('<database_name_1>, <database_name_2>');

Versions Before 2.0.0

SELECT

FUNCTION_CATALOG AS CATALOG,

FUNCTION_SCHEMA AS SCHEMA,

FUNCTION_NAME,

COMMENT AS REMARKS,

'' AS FUNCTION_DEFINITION,

ARGUMENT_SIGNATURE,

FUNCTION_ID

FROM

SNOWFLAKE.ACCOUNT_USAGE.FUNCTIONS

WHERE

DELETED IS NULL

AND CONCAT(FUNCTION_CATALOG,'.',FUNCTION_SCHEMA) IN ('<database_name>.<schema_name>')

AND FUNCTION_CATALOG IN ('database_name1', 'database_name2')

ORDER BY

FUNCTION_CATALOG;
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Function Definition: Version 2.0.0 and Newer

SELECT get_ddl('FUNCTION','"<database_name>"."<schema_name>"."<function_name>"(FLOAT,

FLOAT)') AS SQL_VIEW_TEXT;

Function Definition: Versions Before 2.0.0

Database Name Is Provided in JDBC URI

WITH FUNCTION_COLUMNS AS

(

SELECT

FUNCTION_CATALOG,

FUNCTION_SCHEMA,

FUNCTION_NAME,

DATA_TYPE AS TYPE_NAME,

TRIM(REGEXP_REPLACE(ARGUMENT_SIGNATURE,'(\\\\()|(\\\\))')) AS ARGS,

ARGUMENT_SIGNATURE

FROM SNOWFLAKE.ACCOUNT_USAGE.FUNCTIONS

WHERE DELETED IS NULL)

SELECT

FUNCTION_CATALOG AS CATALOG,

FUNCTION_SCHEMA AS SCHEMA,

FUNCTION_NAME,

TYPE_NAME,

SPLIT_PART(TRIM(FUNCTION_COLUMNS_FLATTENED.VALUE::STRING),' ', 0) AS ARG_NAME,

SPLIT_PART(TRIM(FUNCTION_COLUMNS_FLATTENED.VALUE::STRING),' ', 2) AS ARG_TYPE

FROM

FUNCTION_COLUMNS,

LATERAL FLATTEN(INPUT=>SPLIT(ARGS, ',')) FUNCTION_COLUMNS_FLATTENED

WHERE

CONCAT(FUNCTION_CATALOG,'.',FUNCTION_SCHEMA) IN ('<database_name>.<schema_name>')

AND FUNCTION_CATALOG = '<database_name>'

ORDER BY FUNCTION_CATALOG;

Database Name Is Not Provided in JDBC URI

WITH FUNCTION_COLUMNS AS

(

SELECT

FUNCTION_CATALOG,

FUNCTION_SCHEMA,

FUNCTION_NAME,

DATA_TYPE AS TYPE_NAME,

TRIM(REGEXP_REPLACE(ARGUMENT_SIGNATURE,'(\\\\()|(\\\\))')) AS ARGS,

ARGUMENT_SIGNATURE

FROM SNOWFLAKE.ACCOUNT_USAGE.FUNCTIONS

WHERE DELETED IS NULL)

SELECT

(continues on next page)
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FUNCTION_CATALOG AS CATALOG,

FUNCTION_SCHEMA AS SCHEMA,

FUNCTION_NAME,

TYPE_NAME,

SPLIT_PART(TRIM(FUNCTION_COLUMNS_FLATTENED.VALUE::STRING),' ', 0) AS ARG_NAME,

SPLIT_PART(TRIM(FUNCTION_COLUMNS_FLATTENED.VALUE::STRING),' ', 2) AS ARG_TYPE

FROM

FUNCTION_COLUMNS,

LATERAL FLATTEN(INPUT=>SPLIT(ARGS, ',')) FUNCTION_COLUMNS_FLATTENED

WHERE

CONCAT(FUNCTION_CATALOG,'.',FUNCTION_SCHEMA) IN ('<database_name>.<schema_name>')

AND FUNCTION_CATALOG IN ('database_name1', 'database_name2')

ORDER BY FUNCTION_CATALOG;

Tags and Tag Links: Version 2.0.0 and Newer

With tag extraction enabled, the Snowflake OCF connector extracts both user-created tags and system tags. You can

only customize the queries for user-created tags that are extracted from the SNOWFLAKE.ACCOUNT_USAGE schema. The

default queries for such tags and tag links are given below.

For information about working with Snowflake tags in Alation, refer to Snowflake Tags in Alation.

System tags are extracted from the SNOWFLAKE.CORE schema. Customization of the system tags query is currently not

supported.

Database Name Is Provided in JDBC URI

Ensure your query has columns labeled as TAG_DATABASE, TAG_SCHEMA, TAG_NAME, TAG_OWNER, CREATED, TAG_-

COMMENT, TAG_ID, DELETED, TAG_ID, SCHEMA, TAG_OWNER, CATALOG, TAG_NAME, CREATED, TAG_ID, TAG_COMMENT,

ALLOWED_VALUES in the SELECT statement.

Note: Starting Snowflake OCF connector version 2.2.9, to extract all the tag values associated with the “ALLOWED_-

VALUES” parameter from the Snowflake data source, Alation recommends that you add ALLOWED_VALUES in the

SELECT statement in custom query. If you do not add ALLOWED_VALUES, Alation will not display all the values

associated with this tag.

Tags

-- Tags

WITH TAG_QUERIES AS

(

SELECT

TAG_DATABASE,

TAG_SCHEMA,

TAG_NAME,

TAG_OWNER,

CREATED,

TAG_COMMENT,

(continues on next page)
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TAG_ID,

DELETED,

ALLOWED_VALUES

FROM SNOWFLAKE.ACCOUNT_USAGE.TAGS

WHERE DELETED IS NULL

AND TRIM(TAG_NAME) != ''

AND (TAG_ID IN

(SELECT TAG_ID

FROM SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

WHERE OBJECT_DATABASE = '<database_name>') OR TAG_DATABASE IN ('<database_name>

'))

)

SELECT

LISTAGG(TAG_OWNER, ', ') AS TAG_OWNER,

TAG_DATABASE AS CATALOG,

TAG_SCHEMA AS SCHEMA,

TAG_NAME,

CREATED,

TAG_ID,

TAG_COMMENT,

ALLOWED_VALUES

FROM TAG_QUERIES

GROUP BY

CATALOG,

SCHEMA,

TAG_NAME,

TAG_ID,

CREATED,

TAG_COMMENT,

ALLOWED_VALUES;

Tag Links

Ensure your query has columns labeled as CATALOG, SCHEMA, TAG_NAME, TAG_VALUE, TAG_ID, OBJECT_DATABASE,

OBJECT_SCHEMA, OBJECT_NAME, DOMAIN, COLUMN_NAME in the SELECT statement.

SELECT

TAG_DATABASE AS CATALOG,

TAG_SCHEMA AS SCHEMA,

TAG_NAME,

TAG_VALUE,

TAG_ID,

OBJECT_DATABASE,

OBJECT_SCHEMA,

OBJECT_NAME,

DOMAIN,

COLUMN_NAME

FROM SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

WHERE OBJECT_DELETED IS NULL

AND DOMAIN IN ('SCHEMA')

AND OBJECT_DATABASE = '<database_name>'
(continues on next page)
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UNION

SELECT

TAG_DATABASE AS CATALOG,

TAG_SCHEMA AS SCHEMA,

TAG_NAME,

TAG_VALUE,

TAG_ID,

OBJECT_DATABASE,

OBJECT_SCHEMA,

OBJECT_NAME,

DOMAIN,

COLUMN_NAME

FROM SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

WHERE OBJECT_DELETED IS NULL

AND DOMAIN IN ('TABLE', 'COLUMN')

AND OBJECT_DATABASE = '<database_name>'

AND OBJECT_SCHEMA IN ('<schema_name_1>' , '<schema_name_2>' , '<schema_name_3>';

Database Name Is Not Provided in JDBC URI

Tags

-- Tags

WITH TAG_QUERIES AS

(

SELECT

TAG_DATABASE,

TAG_SCHEMA,

TAG_NAME,

TAG_OWNER,

CREATED,

TAG_COMMENT,

TAG_ID,

DELETED,

ALLOWED_VALUES

FROM SNOWFLAKE.ACCOUNT_USAGE.TAGS

WHERE DELETED IS NULL

AND TRIM(TAG_NAME) != ''

)

SELECT

LISTAGG(TAG_OWNER, ', ') AS TAG_OWNER,

TAG_DATABASE AS CATALOG,

TAG_SCHEMA AS SCHEMA,

TAG_NAME,

CREATED,

TAG_ID,

TAG_COMMENT,

ALLOWED_VALUES

FROM TAG_QUERIES

GROUP BY

(continues on next page)
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(continued from previous page)

CATALOG,

SCHEMA,

TAG_NAME,

TAG_ID,

CREATED,

TAG_COMMENT,

ALLOWED_VALUES;

Tag Links

SELECT

TAG_DATABASE AS CATALOG,

TAG_SCHEMA AS SCHEMA,

TAG_NAME,

TAG_VALUE,

TAG_ID,

OBJECT_DATABASE,

OBJECT_SCHEMA,

OBJECT_NAME,

DOMAIN,

COLUMN_NAME

FROM SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

WHERE OBJECT_DELETED IS NULL

AND DOMAIN IN ('SCHEMA')

AND OBJECT_DATABASE IN ('<database_name_1>', '<database_name_2')

AND OBJECT_NAME IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

UNION

SELECT

TAG_DATABASE AS CATALOG,

TAG_SCHEMA AS SCHEMA,

TAG_NAME,

TAG_VALUE,

TAG_ID,

OBJECT_DATABASE,

OBJECT_SCHEMA,

OBJECT_NAME,

DOMAIN,

COLUMN_NAME

FROM SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

WHERE OBJECT_DELETED IS NULL

AND DOMAIN IN ('TABLE', 'COLUMN')

AND OBJECT_DATABASE IN ('<database_name_1>', '<database_name_2')

AND OBJECT_SCHEMA IN ('<schema_name_1>' , '<schema_name_2>' , '<schema_name_3>');
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Tags and Tag Links: Versions Before 2.0.0

Note: Tag and tag link extraction using a custom query is available from connector version 1.2.0.5882.

Tags

Ensure your query has columns labeled as TAG_DATABASE, TAG_SCHEMA, TAG_NAME, TAG_OWNER, CREATED, TAG_-

COMMENT, TAG_ID, DELETED, TAG_ID, SCHEMA, TAG_OWNER, CATALOG, TAG_NAME, CREATED, TAG_ID, TAG_COMMENT

in the SELECT statement.

WITH TAG_QUERIES AS

(

SELECT

TAG_DATABASE,

TAG_SCHEMA,

TAG_NAME,

TAG_OWNER,

CREATED,

TAG_COMMENT,

TAG_ID,

DELETED

FROM SNOWFLAKE.ACCOUNT_USAGE.TAGS

WHERE DELETED IS NULL

AND TRIM(TAG_NAME) != ''

AND (TAG_ID IN

(SELECT TAG_ID

FROM SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

WHERE OBJECT_DATABASE = '<database_name>') OR TAG_DATABASE IN ('<database_name>

'))

ORDER BY TAG_DATABASE,

TAG_SCHEMA,

TAG_NAME

)

SELECT

LISTAGG(TAG_OWNER, ', ') AS TAG_OWNER,

TAG_DATABASE AS CATALOG,

TAG_SCHEMA AS SCHEMA,

TAG_NAME,

CREATED,

TAG_ID,

TAG_COMMENT

FROM TAG_QUERIES

GROUP BY

CATALOG,

SCHEMA,

TAG_NAME,

TAG_ID,

CREATED,

TAG_COMMENT

ORDER BY

(continues on next page)
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(continued from previous page)

CATALOG,

SCHEMA,

TAG_NAME;

Tag Links

Ensure your query has columns labeled as CATALOG, SCHEMA, TAG_NAME, TAG_VALUE, TAG_ID, OBJECT_DATABASE,

OBJECT_SCHEMA, OBJECT_NAME, DOMAIN, COLUMN_NAME in the SELECT statement.

(

SELECT

TAG_DATABASE AS CATALOG,

TAG_SCHEMA AS SCHEMA,

TAG_NAME,

TAG_VALUE,

TAG_ID,

OBJECT_DATABASE,

OBJECT_SCHEMA,

OBJECT_NAME,

DOMAIN,

COLUMN_NAME

FROM SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

WHERE OBJECT_DELETED IS NULL

AND DOMAIN IN ('SCHEMA')

AND OBJECT_DATABASE = '<database_name>'

UNION

SELECT

TAG_DATABASE AS CATALOG,

TAG_SCHEMA AS SCHEMA,

TAG_NAME,

TAG_VALUE,

TAG_ID,

OBJECT_DATABASE,

OBJECT_SCHEMA,

OBJECT_NAME,

DOMAIN,

COLUMN_NAME

FROM SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

WHERE OBJECT_DELETED IS NULL

AND DOMAIN IN ('TABLE', 'COLUMN')

AND OBJECT_DATABASE = '<database_name>'

)

ORDER BY

CATALOG,

SCHEMA,

TAG_NAME;
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Extracting Tags and Tag Links for Multiple Databases

To extract tags and tag links for multiple databases, use the IN operator in the WHERE filter, similar to the following

examples:

• tags:

WHERE OBJECT_DATABASE IN ('<database_name1>', '<database_name2>') OR TAG_DATABASE IN

(<database_name1>', '<database_name2>')

• tag links:

WHERE OBJECT_DELETED IS NULL AND DOMAIN IN ('SCHEMA') AND OBJECT_DATABASE IN

(<database_name1>', '<database_name2>')

Policies and Policy Links

Database Name Is Provided in JDBC URI

Policies

WITH POLICIES_QUERIES AS

(

SELECT * FROM

(

SELECT

POLICY_CATALOG,

POLICY_SCHEMA,

POLICY_NAME,

POLICY_OWNER,

'ROW_ACCESS' AS POLICY_TYPE,

POLICY_SIGNATURE,

POLICY_BODY,

POLICY_RETURN_TYPE,

CREATED,

POLICY_COMMENT,

POLICY_ID,

DELETED

FROM SNOWFLAKE.ACCOUNT_USAGE.ROW_ACCESS_POLICIES

WHERE DELETED IS NULL

UNION

SELECT

POLICY_CATALOG,

POLICY_SCHEMA,

POLICY_NAME,

POLICY_OWNER,

'DATA_MASK' AS POLICY_TYPE,

POLICY_SIGNATURE,

POLICY_BODY,

POLICY_RETURN_TYPE,

CREATED,

POLICY_COMMENT,

POLICY_ID,

(continues on next page)
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(continued from previous page)

DELETED

FROM SNOWFLAKE.ACCOUNT_USAGE.MASKING_POLICIES

WHERE DELETED IS NULL

) ALL_POLICIES

WHERE POLICY_ID IN

(SELECT POLICY_ID

FROM SNOWFLAKE.ACCOUNT_USAGE.POLICY_REFERENCES

WHERE REF_DATABASE_NAME = '<database_name>')

OR POLICY_CATALOG IN ('<database_name>')

)

SELECT

LISTAGG(POLICY_OWNER, ', ') AS POLICY_OWNER,

POLICY_CATALOG AS CATALOG,

POLICY_SCHEMA AS SCHEMA,

POLICY_NAME,

POLICY_TYPE,

POLICY_SIGNATURE,

POLICY_BODY,

POLICY_RETURN_TYPE,

CREATED,

POLICY_COMMENT

FROM POLICIES_QUERIES

GROUP BY

POLICY_CATALOG,

POLICY_SCHEMA,

POLICY_NAME,

POLICY_TYPE,

POLICY_SIGNATURE,

POLICY_BODY,

POLICY_RETURN_TYPE,

CREATED,

POLICY_COMMENT;

Policy Links

SELECT

POLICY_DB AS CATALOG,

POLICY_SCHEMA AS SCHEMA,

POLICY_NAME,

CASE

WHEN POLICY_KIND = 'MASKING_POLICY' THEN 'DATA_MASK'

WHEN POLICY_KIND = 'ROW_ACCESS_POLICY' THEN 'ROW_ACCESS'

END AS POLICY_TYPE,

REF_DATABASE_NAME,

REF_SCHEMA_NAME,

REF_ENTITY_NAME,

REF_ENTITY_DOMAIN,

REF_COLUMN_NAME

FROM SNOWFLAKE.ACCOUNT_USAGE.POLICY_REFERENCES

WHERE POLICY_KIND IN ('MASKING_POLICY', 'ROW_ACCESS_POLICY')

(continues on next page)
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(continued from previous page)

AND REF_ENTITY_DOMAIN IN ('TABLE', 'VIEW', 'COLUMN', 'EXTERNAL TABLE')

AND REF_SCHEMA_NAME IN ('<schema_name_1>' , '<schema_name_2>' , '<schema_name_3>')

AND REF_DATABASE_NAME = '<database_name>';

Database Name Is Not Provided in JDBC URI

Policies

WITH POLICIES_QUERIES AS

(

SELECT * FROM

(

SELECT

POLICY_CATALOG,

POLICY_SCHEMA,

POLICY_NAME,

POLICY_OWNER,

'ROW_ACCESS' AS POLICY_TYPE,

POLICY_SIGNATURE,

POLICY_BODY,

POLICY_RETURN_TYPE,

CREATED,

POLICY_COMMENT,

POLICY_ID,

DELETED

FROM SNOWFLAKE.ACCOUNT_USAGE.ROW_ACCESS_POLICIES

WHERE DELETED IS NULL

UNION

SELECT

POLICY_CATALOG,

POLICY_SCHEMA,

POLICY_NAME,

POLICY_OWNER,

'DATA_MASK' AS POLICY_TYPE,

POLICY_SIGNATURE,

POLICY_BODY,

POLICY_RETURN_TYPE,

CREATED,

POLICY_COMMENT,

POLICY_ID,

DELETED

FROM SNOWFLAKE.ACCOUNT_USAGE.MASKING_POLICIES

WHERE

DELETED IS NULL

)

ALL_POLICIES

)

SELECT

LISTAGG(POLICY_OWNER, ', ') AS POLICY_OWNER,

POLICY_CATALOG AS CATALOG,

(continues on next page)
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(continued from previous page)

POLICY_SCHEMA AS SCHEMA,

POLICY_NAME,

POLICY_TYPE,

POLICY_SIGNATURE,

POLICY_BODY,

POLICY_RETURN_TYPE,

CREATED,

POLICY_COMMENT

FROM POLICIES_QUERIES

GROUP BY

POLICY_CATALOG,

POLICY_SCHEMA,

POLICY_NAME,

POLICY_TYPE,

POLICY_SIGNATURE,

POLICY_BODY,

POLICY_RETURN_TYPE,

CREATED,

POLICY_COMMENT;

Policy Links

SELECT

POLICY_DB AS CATALOG,

POLICY_SCHEMA AS SCHEMA,

POLICY_NAME,

CASE

WHEN POLICY_KIND = 'MASKING_POLICY' THEN 'DATA_MASK'

WHEN POLICY_KIND = 'ROW_ACCESS_POLICY' THEN 'ROW_ACCESS'

END AS POLICY_TYPE,

REF_DATABASE_NAME,

REF_SCHEMA_NAME,

REF_ENTITY_NAME,

REF_ENTITY_DOMAIN,

REF_COLUMN_NAME

FROM SNOWFLAKE.ACCOUNT_USAGE.POLICY_REFERENCES

WHERE

POLICY_KIND IN ('MASKING_POLICY', 'ROW_ACCESS_POLICY')

AND REF_ENTITY_DOMAIN IN ('TABLE', 'VIEW', 'COLUMN', 'EXTERNAL TABLE')

AND REF_SCHEMA_NAME IN ('<schema_name_1>', '<schema_name_2>', '<schema_name_3>')

AND REF_DATABASE_NAME IN ('<database_name_1>', '<database_name_2');
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6.66.13 Snowflake OAuth For User Connections

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2020.3

Alation supports the OAuth 2.0 protocol for user connections from Compose and the catalog to Snowflake data sources.

A user connection is established by an individual user who wants to access a data source from Alation, as opposed to

the connection established via the service account to extract metadata, query history, or data samples.

Users need an individual connection to perform these actions:

• Compose

– Execute queries

– Execute queries on a schedule

– Run query forms

– Create Excel Live Reports

• Catalog

– Upload data into the data source

– Perform dynamic sampling of a table or column

– Run a query form

With OAuth enabled and configured for individual connections, users connecting to Snowflake will be redirected to a

login screen of the authorization server (OAuth provider) in a new browser tab. Upon authentication, the login screen

will close, and Alation will establish a connection to the data source.

Note: The OAuth 2.0 protocol provides a secure authorization mechanism for applications and users to

access a resource. Authorization is managed with access tokens issued by an authorization server. The

token holder is allowed to access the resource until the token expires. When an access token has expired, a

refresh token can be requested by the application to retrieve a new access token.

Snowflake offers two methods to configure OAuth-based authentication:

• Snowflake OAuth—Uses the Snowflake built-in authorization server.

• External OAuth—Uses an integration with an external authorization server (OAuth provider).

Alation supports both these configurations for Snowflake data sources. See next:

• Configure OAuth Via Snowflake Built-In OAuth Service

• Configure Authentication Via Snowflake External OAuth
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Configure OAuth Via Snowflake Built-In OAuth Service

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Use the steps in this section if you want Alation users to authenticate via the Snowflake built-in OAuth service when

they run queries in Compose or perform other actions requiring individual connections. This configuration is based on

the capabilities of Snowflake OAuth for Custom Clients. It requires a Snowflake security integration to be created for

Alation on Snowflake prior to configuring OAuth on the data source in Alation.

To configure OAuth via Snowflake built-in OAuth service, follow these steps:

• Create a Snowflake Security Integration for Alation

• Collect Authentication Information

• Configure Your Data Source to Use OAuth

Create a Snowflake Security Integration for Alation

On Snowflake, create a Snowflake OAuth integration, using the CREATE SECURITY INTEGRATION SQL command.

The name of the security integration will be visible to users on the consent screen following authorization.

Important: The redirect URI must refer to the /api/datasource_auth/oauth/callback endpoint on the Alation

instance from which users will be connecting to Snowflake.

Minimal Set of Parameters

The example below shows the minimal required set of parameters for the security integration:

CREATE SECURITY INTEGRATION <integration_name>

TYPE = OAUTH

ENABLED = TRUE

OAUTH_CLIENT = CUSTOM

OAUTH_CLIENT_TYPE = 'CONFIDENTIAL'

OAUTH_REDIRECT_URI = 'https://<alation.company.com>/api/datasource_auth/oauth/callback

';

In this example:

• TYPE

Specifies the type of integration. Must be set to OAUTH.

• ENABLED

Enables or disables the integration. Set to TRUE to enable.

• OAUTH_CLIENT

Specifies the client type. Use the value CUSTOM for integrating with Alation.

• OAUTH_CLIENT_TYPE

Specifies the client type. Use the value required by your environment.

• OAUTH_REDIRECT_URI
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Specifies the client URI. Use the format https://<alation.company.com>/api/datasource_-

auth/oauth/callback.

Extended Set of Parameters

You can optionally use more parameters, depending on the security requirements at your company and your specific use

case. The example below shows an extended configuration for a security integration:

CREATE SECURITY INTEGRATION <integration_name>

TYPE=OAUTH

ENABLED=TRUE

OAUTH_CLIENT = CUSTOM

OAUTH_CLIENT_TYPE='CONFIDENTIAL'

OAUTH_REDIRECT_URI='http://<alation.company.com>/api/datasource_auth/oauth/callback'

OAUTH_ISSUE_REFRESH_TOKENS = TRUE

OAUTH_REFRESH_TOKEN_VALIDITY = 3600

OAUTH_ENFORCE_PKCE = TRUE;

In the extended example:

• Refresh token parameters

Refresh tokens can greatly minimize the frequency with which Compose users must re-authorize with

the Snowflake authorization server. This can be particularly useful for features such as scheduled

queries and Excel Live Reports. You can consider including these refresh token parameters:

– OAUTH_ISSUE_REFRESH_TOKENS—Controls whether refresh tokens can be used to acquire new

access tokens without re-authorization from the user.

– OAUTH_REFRESH_TOKEN_VALIDITY—Configures the lifetime of refresh tokens and defaults to

90 days.

• The PKCE (Proof Key of Code Exchange) parameter

You can consider including the OAUTH_ENFORCE_PKCE parameter to make the OAuth flow more secure.

By default, this is not required by the Snowflake security integration.

Collect Authentication Information

From the Snowflake security integration, collect the authentication information for Alation:

1. Retrieve the client ID and secret generated by Snowflake when the security integration was created. You can use

the SQL command below. For more information this system function in Snowflake, refer to SYSTEM$SHOW_-

OAUTH_CLIENT_SECRETS.

SELECT SYSTEM$SHOW_OAUTH_CLIENT_SECRETS('<integration_name>');

Note: The command will return two client secrets to facilitate uninterrupted rotation. You don’t need

OAUTH_CLIENT_SECRET_2.

2. Retrieve the authorization and token request endpoints by describing the integration:

DESC SECURITY INTEGRATION "<integration_name>";

You’ll need the values of the following properties:
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• OAUTH_AUTHORIZATION_ENDPOINT—OAuth 2.0 authorization endpoint.

• OAUTH_TOKEN_ENDPOINT—OAuth 2.0 token request endpoint.

Configure Your Data Source to Use OAuth

After creating the security integration and retrieving the required information, configure OAuth on your data source in

Alation.

You must have Data Source Admin access for a data source to configure its settings.

To enable OAuth for a Snowflake data source:

1. In Alation, open the data source Settings page.

2. Go to the Compose tab.

3. Locate the OAuth Connection block of settings.

4. Select the checkbox Enable OAuth in Compose. This will reveal the parameters for the OAuth setup.

5. Provide the values.

Property Value

Client ID Use the client ID you retrieved from the Snowflake secu-

rity integration.

Client Secret Use the client secret you retrieved from the Snowflake

security integration.

continues on next page
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Table 37 – continued from previous page

Property Value

Request Refresh Tokens For the built-in Snowflake OAuth, the ability to re-

quest refresh tokens is controlled by the OAUTH_ISSUE_-

REFRESH_TOKENS parameter of the Snowflake security

integration.

Select the Request Refresh Tokens checkbox if you set

the OAUTH_ISSUE_REFRESH_TOKENS property to TRUE

in the security integration.

Enable PKCE For the built-in OAuth, the use of PKCE is controlled by

the OAUTH_ENFORCE_PKCE parameter of the Snowflake

security integration.

Select the Enable PKCE checkbox if the OAUTH_-

ENFORCE_PKCE property of the security integration is

set to TRUE.

Authorization Endpoint Use the value of the property OAUTH_AUTHORIZATION_-

ENDPOINT that you retrieved from the Snowflake se-

curity integration. The authorization endpoint will

look similar to this example: https://my_snowflake.

snowflakecomputing.com/oauth/authorize

Token Request Endpoint Use the value of the property OAUTH_TOKEN_ENDPOINT

that you retrieved from the Snowflake security integration.

The token endpoint will look similar to this example:

https://my_snowflake.snowflakecomputing.

com/oauth/token-request

Default Scope The built-in Snowflake authorization server automati-

cally assigns a default scope if none is specified in the

authorization request. The default scope is determined

by the user’s default role. If no default role is assigned to

the user, the default is PUBLIC.

The scope SESSION:ROLE-ANY cannot be used as role

switching is not supported with Snowflake built-in

OAuth.

Refresh Scope The Refresh Scope field becomes available if you se-

lect the Request Refresh Tokens checkbox. Use value:

refresh_token.

Username Field/Claim Use the value username.

JWT Leave the JWT checkbox clear.

Access token parameter name Leave blank.

OAuth enablers Use the value authenticator=oauth

6. Click Save.

7. Under Compose Connections, edit the default Compose connection to use OAuth or add a new Compose

connection that is OAuth-enabled.

You make a connection OAuth-enabled by adding the query parameter &authenticator=oauth, for

example:

snowflake://my_snowflake.us-east-1.snowflakecomputing.com:443/?

warehouse=DEMO_WH&authenticator=oauth

Note: Enabling OAuth for a Snowflake data source does not prevent you from using basic connections

at the same time. OAuth-enabled Compose connections can coexist with basic connections. We

recommend changing the URI of the default Connection so that users are required to connect via
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OAuth by default.

8. Test the configuration by connecting to your Snowflake data source in Compose and running a query. For

information on how OAuth-enabled connections work in Compose, see Connect with OAuth from Compose.

Configure Authentication Via Snowflake External OAuth

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Use the steps in this section to configure OAuth for your Snowflake data source via an external OAuth provider. You can

find information about the IdPs supported by Snowflake in External OAuth in Snowflake documentation.

Alation supports Snowflake external OAuth through identity providers (IdPs) that support the OAuth 2.0 authorization

code grant type.

The recommendations below are generic for all IdPs. They assume that the required authorization server and the

corresponding security integration have already been created for your instance of Snowflake. To extend this configuration

to Alation as the authentication client, you will need to register Alation as a client app with your IdP and then configure

an OAuth-enabled connection in the settings of your Snowflake data source in Alation:

• Register Alation in the IdP as a Client App

• Configure Your Data Source to Use Compose OAuth

Register Alation in the IdP as a Client App

You will need to add and configure a client application for Alation in the same IdP where you have the authorization

server configured for Snowflake. The steps will differ for each IdP. However, some configuration requirements are

common:

Redirect URL

When registering Alation in the IdP, use the following format for the redirect URL: https://<your_Alation_URL>/

api/datasource_auth/oauth/callback.

Note: Some IdPs may need a trailing slash at the end of the URL:

https://<your_Alation_URL>/api/datasource_auth/oauth/callback/

Scope

We recommend adding the scope SESSION:ROLE-ANY on the authorization server in the IdP so that you don’t have to

add a scope entry for each role. You can then create a policy to allow all users to use this scope. This allows Alation

users to connect to Snowflake using any role to which they have access in Snowflake and to switch roles in Compose

using the USE ROLE statement.

If adding the scope SESSION:ROLE-ANY is not an option in your specific use case, create scopes linked to specific

Snowflake roles and add policies limiting the use of these roles to specific users.
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Collect Information for Alation

For configuration in Alation, collect the values listed below from your OAuth provider environment. These values can

usually be found in the authorization server settings or the metadata file and in Alation’s OAuth client app settings:

• From the client app that you added for Alation, collect:

– Client ID

– Client secret

• From the authorization server in the IdP, collect:

– Authorization endpoint

– Token endpoint

– Scope

– Information if refresh tokens are enabled and the refresh scope

– Information if PKCE is enabled

– The username claim attribute

Assign Snowflake User Roles

For all Alation users who are expected to connect to Snowflake from Alation, the login name specified in the EXTERNAL_-

OAUTH_SNOWFLAKE_USER_MAPPING_ATTRIBUTE parameter in the Snowflake security integration must be correctly

mapped onto the value specified in the EXTERNAL_OAUTH_TOKEN_USER_MAPPING_CLAIM parameter.

Ensure that users are explicitly assigned default roles within Snowflake, as the PUBLIC role is not automatically assigned

to users without a default role when making connections with an external OAuth token.

Note: The default role is not required if a role is specified as Default Scope in Alation or on the

authorization server, including the case when role switching is authorized (scope SESSION:ROLE-ANY).

Example Configurations

The sections listed here provide examples of how to configure OAuth for a Snowflake data source via external OAuth

providers:

• Configuration in Azure Active Directory

• Configuration in Okta

• Configuration in PingFederate
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Configure Your Data Source to Use Compose OAuth

Perform this configuration in Alation after performing the required configuration in Snowflake or the external OAuth

provider. To enable OAuth in Compose for a Snowflake data source:

1. In Alation, open the data source Settings page.

2. Go to the Compose tab.

3. Locate the OAuth Connection block.

4. Select the checkbox Enable OAuth for all Compose Connections. This reveals the parameters for OAuth setup.

5. Specify the values.

Property Value

Client ID Use the client ID of the client application you created in

the IdP.

Client Secret Use the client secret of the client application.

Request Refresh Tokens Select the Request Refresh Tokens checkbox if refresh

tokens were allowed in the configuration of the authoriza-

tion server. This allows offline access and requests for

refresh tokens to acquire new access tokens without re-

authorization of the user. Refresh tokens can greatly min-

imize the frequency with which users must re-authorize

and re-authenticate.

Enable PKCE Select the Enable PKCE checkbox if you configured

PKCE (Proof Key of Code Exchange) on the authoriza-

tion server. PKCE is a way to make a token request more

secure. PKCE will not be possible for some setups. For

example, with Okta’s Web application type, PKCE is not

available.

continues on next page
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Table 38 – continued from previous page

Property Value

Authorization Endpoint The authorization endpoint is used to obtain an authoriza-

tion grant after a user authorizes a client with Snowflake.

The value is usually available in the metadata file of the

IdP if one is provided or in the settings of an authorization

server.

Token Endpoint The token endpoint returns access tokens or refresh to-

kens depending on the request parameters. The value is

usually available in the metadata file of the IdP if one is

provided or in the settings of an authorization server.

Default Scope The Scope parameter limits the operations and the role

permitted by the access token. This field can be used to

specify a default Snowflake role for every user.

The external OAuth provider may allow for specifying

the default scope and for creating policies for assigning

such default scope. It is important that scope for at least

one Snowflake role be specified if Snowflake users do

not have a default role assigned within Snowflake. The

authorization server may only issue authorization for the

default scope specified in the authorization server config-

uration if no other scope is specified during authorization.

Any scope specified in the Default Scope field in the Ala-

tion data source settings takes priority over the default

scope specified on the authorization server.

If you choose to provide a specific role for Default

Scope in Alation, the authorization server may expect

the case to match between the scope specified in the

authorization request and the scope configured for the

authorization server. The authorization server configura-

tion must declare the scope to match the case, for exam-

ple: session:role:ALL_CAPS_ROLE_NAME. The case

of the value specified in Alation must use the matching

case: session:role:PUBLIC.

Refresh Scope Use the Refresh Scope field to specify the scope for Ala-

tion to use during authorization to request refresh tokens

from the authorization server during token request. This

applies only if the Request for Refresh Token checkbox

is enabled.

Different authorization servers may use a different value

or not require refresh scope at all and issue refresh tokens

automatically based on the server configuration.

The authorization server may only issue authorization

for the default scope specified in the authorization server

configuration if no other scope is specified during autho-

rization. Any scope specified in the Refresh Scope or

Default Scope fields in Alation or in the connection URI

can result in none of the default scopes specified on the

authorization server configuration to be applied.

continues on next page
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Table 38 – continued from previous page

Property Value

Username Field/Claim The Username Field/Claim is the property of the top-

level JSON attribute in the Snowflake authorization

server response to a token request that contains the iden-

tity of the authorized Snowflake user.

The claim attribute to be used to retrieve the user re-

questing authorization from the access token. This

is the value of the EXTERNAL_OAUTH_TOKEN_USER_-

MAPPING_CLAIM field of the Snowflake security integra-

tion for the External OAuth provider. The value in Alation

must match the value of a Snowflake user’s login name

as specified by EXTERNAL_OAUTH_SNOWFLAKE_USER_-

MAPPING_ATTRIBUTE in the security integration. The

values of EXTERNAL_OAUTH_TOKEN_USER_MAPPING_-

CLAIM will differ for Okta, Azure AD, PingFederate, or

other custom client authorization servers.

JWT This checkbox must be selected for external OAuth

providers.

For most authorization servers, access tokens are issued

as a JSON Web Token (JWT). The username information

is extracted as a specific claim from the token. Alation

needs to determine the Snowflake user who has been

authorized and is used for the connection for both display

purposes and to enable storage and tracking of multiple

access tokens per user and per connection URI.

When this checkbox is left clear, Alation attempts to

extract the username information as a top-level attribute

of the JSON response returned from the authorization

server upon token request.

Access token parameter name Leave blank or use the value token.

OAuth enablers Use the value authenticator=oauth.

6. Click Save.

7. Edit the default Compose connection to use OAuth or add a new OAuth-enabled connection. To make a connection

string OAuth-enabled, add the query parameter authenticator=oauth to the connection URI with the & symbol

as the separator.

Example:

snowflake://alation_test.us-east-1.snowflakecomputing.com:443/?

warehouse=DEMO_WH&authenticator=oauth

8. Test the configuration in Compose by connecting to your Snowflake data source and running a query. For more

details, see Working with Data Source Connections.
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Configuration in Okta

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Use the recommendations below to configure External OAuth for a Snowflake data source with Okta as the identity

provider (IdP).

Prerequisite

The instructions below assume that the required OAuth authorization server (the External OAuth Authorization Server)

and the corresponding security integration have already been created and are in use for authentication on Snowflake. See

Configure Okta for External OAuth in Snowflake documentation for information on how to create an External OAuth

Authorization Server in Okta and the required security integration in Snowflake

Use the steps below to create an OAuth client application for Alation and to collect the required authentication for the

configuration in Alation:

• Register a Client Application

• Collect the Authentication Information

• Configure OAuth via Okta for Your Snowflake Data Source

Register a Client Application

You must be an Okta administrator to register client applications.

Note: The steps in this section serve as an example of configuring an OAuth client in Okta. You have the flexibility to

adapt the configuration to your specific use case and in accordance with your organization’s policies. These steps are

meant to demonstrate how you can move through the configuration flow and collect the information for the configuration

in Alation.

To register a client application for Alation:

1. Log in to Okta.

2. Go to Applications.

3. Create a new app integration:

• Select OIDC - OpenID Connect as the Sign-in method.

Note: For more details on creating OAuth application integrations in Okta, refer to Create OIDC

app integrations in Okta documentation.

• Select Web Application as the application type.

Note: Selecting Web App allows for both the authorization code grant type and providing the

required client secret to Alation. This is not the case for the Native App type or for the SPA (Single

Page Application) type.

4. On the application settings page, provide the following information:
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• App integration name—Provide a name for the app. The name will be visible to users establishing

individual connections. We recommend indicating that this app is used with Alation, for example: ALATION_-

EXTERNAL_OAUTH_CLIENT.

• Under General Settings > Grant type, select the checkboxes Authorization Code and Refresh Token.

• Under General Settings > Sign-in redirect URIs, add the value https://<your_Alation_URL>/

api/datasource_auth/oauth/callback/. Example: ``https://mycatalog.test.com/api/

datasource_auth/oauth/callback/

– Ensure the URI ends with the trailing slash /.

– If you are using an “HTTP” connection, it can be specified in the URI without having to change any

TLS settings.

• Under General Settings > Assignments, choose an option that is required by your organization’s policies, for

example: Limit access to selected groups. Depending on your choice, you may have to provide additional

information before you can save the app.

5. Click Save in the app editor to save your information and to create the app. You’ll land on your application’s

properties page.

6. Under General Settings > Refresh Token, ensure that the radio button Use persistent token is selected.

7. For the General Settings section of the properties, click Edit.

8. Under LOGIN, locate the field Initiate login URI. Provide your Alation instance URL in the required format and

save. Example: https://<your_Alation_URL>/api/datasource_auth/oauth/callback/

9. Under General > USER CONSENT, ensure that the Require consent checkbox is selected.

10. Assign the users who will need to access Snowflake via Compose to Alation’s client app.

Next, collect the authentication information for Alation.

Collect the Authentication Information

To complete the Alation configuration, you will need to provide the following authentication information from Okta,

which we recommend you store securely in a list:

• Client ID

• Client secret

• OAuth 2.0 endpoints

• Default scope

• Username field/claim

To collect the values:

1. On Alation’s client app properties page, under General > Client Credentials, locate the Client ID property.

Copy it to your list.

2. Under General > CLIENT SECRETS, locate the current client secret and copy it to your list.

3. Obtain the authorization endpoint and token endpoint URLs from the authorization server metadata file. For

details, see Create an OAuth Authorization Server in Snowflake documentation. To locate the file:

a. In the Okta admin interface, in the left-hand menu, select Security, and then select API.

b. Locate the authorization server that you created for Snowflake and open its properties page by clicking on

its name.
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c. Locate the field Metadata URI and copy the URI you find in this field.

d. Paste the URI into a new browser tab to view the authorization server metadata file.

e. Locate the values for the parameters authorization_endpoint and token_endpoint. They will look

similar to the following:

• "authorization_endpoint":"https://my-dev-instance.oktapreview.com/oauth2/

aus464i2xvbt34tTU0h9/v1/authorize"

• "token_endpoint":"https://my-dev-instance.oktapreview.com/oauth2/

aus464i2xvbt34tTU0h9/v1/token"

f. Copy these values and add them to your list.

4. Obtain the available scope values from the authorization server configuration. To view the scopes:

a. On the authorization server properties page, select the Scopes tab. The available scopes will be listed under

this tab.

b. Copy the scope you want to use as the default with Alation and add it to your list. For example:

SESSION:ROLE-ANY.

Note: Consider adding SESSION:ROLE-ANY as a scope to avoid adding a scope entry for each

role. You can create a policy to allow all users’ use of this scope. This allows users to connect to

Snowflake with any role they are assigned in Snowflake and also enable role switching in Compose

with the USE ROLE statement.

In the security integration created for this Okta Authorization Server, to enable role switching, set

the EXTERNAL_OAUTH_ANY_ROLE_MODE field to ENABLE.

5. Obtain the Username Field/Claim value from the Snowflake security integration. Refer to Create a Security

Integration for Okta in Snowflake documentation. To obtain the value:

a. In Snowflake, retrieve the security integration properties using the DESC SECURITY INTEGRATION com-

mand.

b. Locate the property EXTERNAL_OAUTH_TOKEN_USER_MAPPING_CLAIM.

c. Copy the parameter and its value and add them to your list.

Next, configure OAuth via Okta for your Snowflake data source.
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Configure OAuth via Okta for Your Snowflake Data Source

Perform this configuration in Alation after completing these steps:

• register-okta-client

• collect-okta-info

To enable OAuth in Compose for a Snowflake data source:

1. In Alation, open the data source Settings page.

2. Go to the Compose tab.

3. Locate the OAuth Connection block and select the checkbox Enable OAuth 2.0 in Compose. This reveals the

parameters for OAuth setup.

4. Specify the OAuth connection information:
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Property Value

Client ID Use the client ID of the app registration you created for Alation’s OAuth client.

Client Se-

cret

Use the client secret of the OAuth client.

Request

Refresh

Tokens

Select this checkbox.

Enable

PKCE

Leave this checkbox clear if PKCE was not configured. Select it if you configured

PKCE on the Snowflake integration.

Autho-

rization

Endpoint

Provide the value of the authorization_endpoint parameter you obtained from

the authorization server metadata file.

Example: https://my-dev-instance.oktapreview.com/oauth2/

aus464i2xvbt34tTU0h9/v1/authorize

Token Re-

quest End-

point

Provide the value of the token_endpoint parameter you obtained from the autho-

rization server metadata file.

Example: https://my-dev-instance.oktapreview.com/oauth2/

aus464i2xvbt34tTU0h9/v1/token

Default

Scope

Provide the default scope. Example: SESSION:ROLE-ANY.

Refresh

Scope

Use the value offline_access.

Username

Field/Claim

Use the value of the property EXTERNAL_OAUTH_TOKEN_USER_MAPPING_CLAIM of

the Snowflake security integration. Example: sub.

JWT Select this checkbox.

Access to-

ken param-

eter name

Use the value token.

OAuth en-

ablers

Use the value authenticator=oauth.

5. Click Save.
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6. Edit the default Compose connection to use OAuth or add a new OAuth-enabled Compose connection. To make a

connection string OAuth-enabled, add the query parameter authenticator=oauth to the connection URI with

the & symbol as the separator.

Example:

snowflake://alation_test.us-east-1.snowflakecomputing.com:443/?

warehouse=DEMO_WH&db=TEST&authenticator=oauth

7. Test the configuration in Compose by connecting to your Snowflake data source and running a query. For more

details, see Working with Data Source Connections.

Configuration in PingFederate

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Use the recommendations on this page to configure External OAuth for a Snowflake data source with PingFederate as

the authorization server.

Prerequisite

The steps below are an example of how you can configure Compose OAuth via PingFederate. PingFederate can be

configured in multiple ways depending on the security policies and requirements at your organization. You may need to

tailor this configuration to address your specific use case.

Note: These instructions assume that the authorization server for the Snowflake External OAuth already exists in

PingFederate and that OAuth through PingFederate is already in use by Snowflake users. See Configure PingFederate for
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External OAuth in Snowflake documentation for their recommendations on configuring an External OAuth Authorization

Server in PingFederate.

To configure Compose OAuth via PingFederate, follow this workflow:

• Register a Client Application

• Create a Security Integration in Snowflake

• Configure OAuth via PingFederate for Your Snowflake Data Source

Register a Client Application for Alation

You must be a PingFederate administrator to register client applications.

As you configure, we recommend creating a list of the values you’ll need in Alation. Store the list securely.

To register a client application for Alation:

1. In PingFederate, navigate to APPLICATIONS > OAuth Clients.

2. Click Add Client to create a new OAuth Client.

3. Provide unique CLIENT ID, NAME, and DESCRIPTION.

4. For CLIENT AUTHENTICATION, select CLIENT SECRET and generate a new secret.

5. Copy the CLIENT ID and CLIENT SECRET values and paste them to the list.

6. From the REQUEST OBJECT SIGNING ALGORITHM dropdown list, select the algorithm that is required

for your PingFederate authorization server, for example RSA using SHA-256.
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7. Update the JWKS URL field by adding the JWKS URL value of your PingFederate server. Example: https://

pingfederate2.alation-test.com:9031/pf/JWKS

8. Update the REDIRECT URIS field by adding your Alation instance URL as a redirect URI. Use the following

format: https://<your_Alation_URL>/api/datasource_auth/oauth/callback. Example: https://

my-catalog.alation-test.com/api/datasource_auth/oauth/callback

Note: No trailing slash at the end of the URI.
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9. Allow the use of EXCLUSIVE SCOPES by selecting the Allow Exclusive Scopes checkbox and select the

appropriate scopes. Save the scope value that you want to be the default for Alation to the list of values you’re

collecting. Example: SESSION:ROLE-ANY.

10. For the ALLOWED GRANT TYPES parameter, select the checkboxes Authorization Code, Refresh Token,

and Resource Owner Password Credentials.

11. Set DEFAULT ACCESS TOKEN MANAGER to the Token Management Instance that is in use with your

Snowflake resource, for example JSON Web Tokens.

12. For REFRESH TOKEN ROLLING POLICY, leave Use Global Setting selected (default).

13. Under the OPENID CONNECT section, select your signing algorithm, for example, RSA using SHA-256.

14. Select OAuthPlayground as Policy.

15. Leave the rest of the settings default and save.

Next, you’ll need to collect information from PinFederate for the Snowflake security integration.
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Collect Information for the Snowflake Security Integration

1. In PingFederate, locate the certificate that is in use with the Token Management Instance that works with the

Snowflake authorization server:

a. Go to Applications > Access Token Management.

b. Click the name of the appropriate Token Management Instance.

c. Open the Instance Configuration tab of the settings page.

d. Locate the certificate under Certificates.

2. Note down the identifiers of the certificate, such as the serial, that will allow you to identify it in the certificates

list.

3. Go to SECURITY > Signing & Decryption Keys & Certificates.

4. In the list of certificates, find the certificate you located in step 1.

5. For this certificate, in the Action column, click Export and export the certificate using the CERTIFICATE ONLY

export option.

6. From the exported certificate, extract the public key using any method you prefer.

7. Save the public key value to the list of values you are collecting.

Create a Snowflake Security Integration

1. Log in to your Snowflake account.

2. Create an external security integration for Alation’s client using the information in Create a Security Integration

in Snowflake. Use Alation client-specific values for these parameters:

• external_oauth_rsa_public_key—Use the public key you extracted from the certificate in

step 6.

• external_oauth_issuer—Use the OAuth client ID of Alation’s client application.
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The rest of the parameters must be aligned with the parameters you configured for the security

integration for the Snowflake authorization server.

Example:

create or replace security integration external_oauth_alation_pingfed

type = external_oauth

enabled = true

external_oauth_type = ping_federate

external_oauth_rsa_public_key = 'MIIBIjANBgkqhkiG9w0BAQEFAAOCA<...>qQIDAQAB'

external_oauth_issuer = 'ALATIONCOMPOSE'

external_oauth_token_user_mapping_claim = 'username'

external_oauth_snowflake_user_mapping_attribute = 'login_name';

3. As you create the integration, save the value of the external_oauth_token_user_mapping_claim parameter

to the list of values you’re collecting for Alation.

Next, configure OAuth via PingFederate for your Snowflake data source.

Configure OAuth via PingFederate for Your Snowflake Data Source

Perform this configuration in Alation after completing these steps:

• Register a Client Application

• Create a Security Integration in Snowflake

To enable OAuth in Compose for a Snowflake data source:

1. In Alation, open the data source Settings page.

2. Go to the Compose tab.

3. Locate the OAuth Connection block and select the checkbox Enable OAuth 2.0 in Compose. This reveals the

parameters for OAuth setup.

4. Specify the OAuth connection information:
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Property Value

Client ID Use the client ID of the app registration you created for Alation’s OAuth client.

Client Secret Use the client secret of the OAuth client.

Request Re-

fresh Tokens

Select this checkbox if Refresh tokens were allowed in the configuration of the

authorization server.

Enable PKCE Leave this checkbox clear if PKCE was not configured. Select it if you configured

PKCE in the configuration of the authorization server.

Authorization

Endpoint

Provide the value of the authorization endpoint of the PingFederate server.

Example: https://pingfederate.alation-test.com:9031/as/

authorization.oauth2

Token Re-

quest End-

point

Provide the value of the token endpoint parameter of the PingFederate server.

Example: https://pingfederate.alation-test.com:9031/as/token.

oauth2

Default Scope Provide the default scope.

Example: SESSION:ROLE-ANY.

Refresh

Scope

This field will be available if you select the Request Refresh Tokens checkbox.

Use the value offline_access.

Username

Field/Claim

Use the value of the property EXTERNAL_OAUTH_TOKEN_USER_MAPPING_CLAIM

of the Snowflake security integration. Example: username.

JWT Select this checkbox.

Access token

parameter

name

Use the value token.

OAuth en-

ablers

Use the value authenticator=oauth.

5. Click Save.

6. Edit the default Compose connection to use OAuth as described below or add a new OAuth-enabled Compose

connection. To make the connection string OAuth-enabled, add the query parameter authenticator=oauth to

the connection URI with the & symbol as the separator. Example:
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snowflake://alation_test.us-east-1.snowflakecomputing.com:443/?

warehouse=DEMO_WH&db=TEST&authenticator=oauth

7. Test the configuration in Compose by connecting to your Snowflake data source and running a query. For more

details, see Working with Data Source Connections.

Configuration in Azure Active Directory

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Use the recommendations below to configure External OAuth for a Snowflake data source with Azure Active Directory

(AD) as IdP.

Prerequisite

The instructions below assume that the required OAuth authorization server (the External OAuth Authorization Server)

already exists in Azure AD and that the corresponding security integration was already created on Snowflake. See

Configure Microsoft Azure AD for External OAuth in Snowflake documentation for information about creating an

External OAuth Authorization Server in Azure AD and the required security integration in Snowflake.

Use the steps below as an example to create an OAuth client for Alation and to collect the required authentication to

provide in the Alation user interface:

• Register a Client Application

• Collect the Authentication Information

• Configure OAuth via Azure AD for Your Snowflake Data Source

• Allow Role-Specific Connections With Azure AD (optional)

Register a Client Application

You must be an Azure AD admin to register client applications.

Note: The steps in this section serve as an example of configuring an OAuth client in Azure AD. You have the flexibility

to adapt the configuration to your specific needs in accordance with your organization’s policies. These steps are meant

to demonstrate how you can gather the required information for further configuration in Alation.

To register a client application for Alation:

1. Log in to Azure Portal.

2. Go to Active Directory.

3. In Active Directory, from the menu on the left, open App registrations.

4. Click New registration. A new app registration editor will open.

5. In the Name field, provide a name for your app registration. The name will be visible to users establishing

individual connections.
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Note: We recommend indicating that this app is used with Alation, for example: ALATION_-

EXTERNAL_OAUTH_CLIENT.

6. Under Supported account types, select Accounts in this organizational directory only (<directory name>

only - Single tenant).

7. Under Redirect URI (optional), select Web as platform.

8. Provide the Redirect URI in the following format: https://<your_alation_domain>/api/datasource_-

auth/oauth/callback. For example, https://mycatalog.alation.com/api/datasource_auth/

oauth/callback.

Note: No trailing forward slash at the end of the Redirect URI.

9. Click Register. You will land on the properties page of your new registered app.

10. At this point, we recommend creating a list of values you’ll need in Alation using any method you prefer. Store

the list securely.

11. Under Essentials, locate the application (client) ID property. Copy it to your list. You will need to provide this

value when configuring OAuth for your Snowflake data source in Alation.

11. From the menu on the left, select Certificates and secrets. The Certificates and secrets page will open.

12. Click New client secret.

13. In the secret editor that opens, add a description of the secret.

14. Select an expiration value, for example: 180 days (6 months).

15. Click Add.

16. Copy the secret and save it to your list. You will need to provide it when configuring OAuth for your Snowflake

data source in Alation.

Important: Secrets can only be viewed right after creation. Save it before leaving the page.

17. From the menu on the left, select API Permissions.

18. Under Configured permissions, click Add a permission.

19. In the Request API permissions panel that opens, click on My APIs.

20. In the list of applications on My APIs tab, click the authorization server app that you registered for Snowflake as

the OAuth Resource. See Configure the OAuth Resource in Azure AD in Snowflake documentation for information

about what this is.

Note: You’ll only find apps that expose APIs under My APIs if you are the app Owner. If you don’t see the

Snowflake authorization server app, verify that you have been added as an Owner.

21. Click on the Delegated permissions box.

22. Under Select permissions, select the checkbox of the permission that defines the scope that you wish to grant to

Alation’s client, for example: SESSION:ROLE-ANY.

23. Click Add permissions. The permission you selected should appear under API/Permissions name on the API

permissions page of your client app.
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24. Click Grant admin consent for <your directory> and confirm the consent.

Note: You may require another Azure AD admin to confirm the consent.

Next, collect the authentication information from Azure AD that you haven’t collected yet.

Collect the Authentication Information

You will need to provide the following authentication information from Azure AD in Alation:

• Client ID

• Client secret

• OAuth 2.0 endpoints

• Default scope

• Username Field/Claim

Client ID

Use the application (client) ID of the client application registration you created for Alation in Azure AD. See Register

a Client Application for Alation <register-aad_client>.

Client Secret

Use the client secret you generated for Alation’s client application registration.

OAuth 2.0 Endpoints

Find the OAuth 2.0 token endpoint value in the authorization server app (OAuth Resource):

1. In Azure AD, open the Overview page of the authorization server app.

2. Click Endpoints.

3. Copy the values for OAuth 2.0 authorization endpoint (v2) and OAuth 2.0 token endpoint (v2) and store them

securely. The values will look similar to the following:

• Authorize endpoint: https://login.microsoftonline.com/f8e32097-5c65-485f-9eb7-f40149462461/

oauth2/v2.0/authorize

• Token endpoint: https://login.microsoftonline.com/f8e32097-5c65-485f-9eb7-f40149462461/

oauth2/v2.0/token
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Default Scope

You can find the available scopes in the authorization server app (OAuth Resource):

1. Open the properties page of the authorization server app.

2. In the menu on the left, select Expose an API.

3. Click the scope that applies to Alation.

4. Copy the value that you find under the Scope name field in the scope editor and save it to your securely stored

configuration value list.

5. Close the editor.

Note: To pass a Snowflake role in authorization requests to Azure AD, the scope value

must include the Application ID URI, for example: https://my_account.onmicrosoft.com/

52da54a1-9bbc-433c-ba0c-facc3d592016/SESSION:ROLE-ANY.

If the Application ID URI is not specified, the role will be searched in the Microsoft Graph resource,

which is not relevant for this configuration.

Username Field/Claim

You can find out the value of the Username Field/Claim attribute from the corresponding property of the Azure AD

security integration in Snowflake. This is the security integration you created to work with your authorization server app

(OAuth Resource). Refer to Step 4: Create a Security Integration in Snowflake in Snowflake documentation for details.

You can review the properties of a security integration using the following SQL command on your Snowflake database:

DESC SECURITY INTEGRATION "<integration_name>";

Example:

DESC SECURITY INTEGRATION "EXTERNAL_OAUTH_AZURE";

In the results of this query, locate the attribute EXTERNAL_OAUTH_TOKEN_USER_MAPPING_CLAIM. Copy the corre-

sponding property value and save it to your securely stored configuration value list. You’ll use it in Alation as the value

for the Username Field/Claim attribute.
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When you’ve collected all the authentication information you need, you can configure OAuth via Azure AD for your

Snowflake data source.

Configure OAuth via Azure AD for Your Snowflake Data Source

Perform this configuration in Alation after completing these steps:

• Register a Client Application

• Collect the Authentication Information

To enable OAuth in Compose for a Snowflake data source:

1. In Alation, open the data source Settings page.

2. Go to the Compose tab.

3. Locate the OAuth Connection block and select the checkbox Enable OAuth 2.0 in Compose. This reveals the

parameters for OAuth setup.

4. Specify the OAuth connection information:

Property Value

Client ID Use the client ID of the app registration you created for Alation’s OAuth

client.

Client Secret Use the client secret of the OAuth client.

Request Refresh

Tokens

Select this checkbox.

Enable PKCE Leave this checkbox clear if PKCE was not configured.

Select it if you configured PKCE on the Snowflake integration.

Authorization End-

point

Provide the authorization endpoint. See OAuth 2.0 Endpoints.

Token Endpoint Provide the token endpoint.

Default Scope Provide the scope value. See Default Scope.

Refresh Scope Use the value offline_access.

Username

Field/Claim

Provide the claim value. See Username Field/Claim. Example: upn

JWT Select this checkbox.

Access token pa-

rameter name

Use the value token.

OAuth enablers Use the value authenticator=oauth.
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5. Click Save.

6. Edit the default Compose connection to use OAuth as described below or add a new Compose connec-

tion that is OAuth-enabled. For making the connection string OAuth-enabled, add the query parameter

authenticator=oauth to the connection URI with the & symbol as the separator.

Example:

snowflake://alation_test.us-east-1.snowflakecomputing.com:443/?

warehouse=DEMO_WH&db=TEST&authenticator=oauth

7. Test the configuration in Compose by connecting to your Snowflake data source and running a query. For more

details, see Working with Data Source Connections.

Allow Role-Specific Connections With Azure AD

Compose users have the flexibility to open role-specific connections to Snowflake by including the

role property to the connection URI. An example of a Compose connection URI with the role prop-

erty included would be: snowflake://my_snowflake.us-east-1.snowflakecomputing.com:443/?

warehouse=TEST&db=NEW&authenticator=oauth&role=%22ANALYST%22

With Azure AD as the IdP, enabling the use of the role property in the URI requires adjusting an alation_conf parameter

on the Alation server. This configuration is only required for Azure AD due to the specifics of configuring scopes in an

Azure AD OAuth client. You do not need to do this for other OAuth providers supported by Alation, such as Okta or

PingFederate.

To allow users to specify a role in the Compose connection URI, change the value of the parameter alation.

datasource_auth.oauth.snowflake.role_switching.add_uri_role_scope to False.

On how to use alation_conf, see Using alation_conf . No restart is required when you change this parameter.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.
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Root Cause

When configuring Alation’s OAuth client in Azure AD, you create an Application ID URI that is to be prepended to

the value of the scope you configure in the settings of the data source in Alation. Example: https://alation.com/

1f356099-752d-4ad5-b3a8-68463e4bbcf5/SESSION:ROLE-ANY.

Passing a Compose role to Azure AD is expected in the format <application_id_uri>/session:role:ANALYST;

however, the format in the URI is role=%22YOUR_ROLE%22, and an attempt to connect will fail.

Setting the parameter alation.datasource_auth.oauth.snowflake.role_switching.add_uri_role_scope

to False stops Alation from passing the role in the URI in the authorization request to Azure AD, and the access token

can be retrieved successfully. The user is allowed to connect with the desired role as it is passed to Snowflake, but not to

Azure AD.

Role Switching with Snowflake OAuth

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Snowflake Built-In OAuth

Role switching is not supported with Snowflake built-in OAuth. With built-in OAuth, Compose users can connect with

either of the following:

• The role they provided in the Connection URI

• The role specified in the Default Scope in the OAuth configuration parameters in Alation

• If neither of the above is specified, then the connection will be established with the default role assigned to them

in Snowflake. If no default role is assigned, the connection uses the role PUBLIC.

Snowflake External OAuth

Role switching is supported with the External OAuth configuration. This means the USE ROLE statement in Compose

can be used to switch to any role accessible to the Snowflake user.

Note: Role switching needs the Default Scope to be set to SESSION:ROLE-ANY.

To apply the Default Scope SESSION:ROLE-ANY, ensure that the EXTERNAL_OAUTH_ANY_ROLE_MODE field

is set to ENABLE in the Snowflake security integration used in the External OAuth configuration.

Even if the Default Scope for the data source includes SESSION:ROLE-ANY, any role specified by the user in the

connection URI will still validly result in additional scope specified in the authorization request. For example, Okta

issues an access token valid for both scopes.

If the Default Scope for the data source includes a specific Snowflake role, the more permissive role is assigned as the

current role when the connection is initiated even if the user’s default role is less permissive. In this case, role switching

is not allowed as it is only enabled with the SESSION:ROLE-ANY value specified in the Default Scope.
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Case-Sensitive Roles or Roles with Special Characters

Applies from version 2021.3

Snowflake roles that are case-sensitive or contain special characters require double-quoted identifiers in order to be

resolved. An example can be a role defined in Snowflake as role.name:

CREATE ROLE IF NOT EXISTS "role.name"

A user may have such a role assigned as their default role. If not, they should follow the recommendations below to

switch to such a role.

External OAuth

Switch roles with the USE ROLE statement and using the double-quoted identifiers.

Built-in Snowflake OAuth

Specify the role in the connection URI, using URL-encoding for the role name, for example:

role=%22role.name%22

URI Example

snowflake://your_domain.snowflakecomputing.com:443/?warehouse=DEMO&

authenticator=oath&role=%22role.name%22

Connect with OAuth from Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Compose users can connect to an OAuth-enabled Snowflake data source using the Connection Settings dialog. Refer to

Working with Data Source Connections for information on how to establish Compose connections.

OAuth-Enabled Connection URI

In order to create a connection that uses OAuth, the URI must include the authenticator=oauth query parameter.

For example:

snowflake://account.snowflakecomputing.com:443/?warehouse=WH1&authenticator=oauth
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Specify a Role for Connection

Compose users can specify a role in the Connection URI:

snowflake://alation_partner.us-east-1.snowflakecomputing.com:443/?warehouse=DEMO_-

WH&authenticator=oauth&role=<role_name>

When a role is specified, the connection allows querying Snowflake within the scope of this role.

If role-switching is configured, then users can switch to a different role available to them in Snowflake with the USE

ROLE statement.

OAuth Authorization Flow in Compose

The following query execution features are supported in Compose using OAuth connections:

• Run Full Query

• Run Current Statement

• Run Full Query as Script

• Run Full Query & Ignore Errors

• Run & Export Full Query

• Run & Export Current Statement

• Run & Export as Script

Each query execution operation is performed in the context of a connection URI and may require authorization before

the connection can be established. Authorization is required when the connection is established for the first time.

Re-authorization is required when both the access and refresh tokens have expired. Separate authorization is required

for each Snowflake account used to authorize connections with the same URI.

When a user connects from Compose, a new browser tab will open with the authorization server login screen. For

example, in the case of the Snowflake built-in OAuth service, Snowflake will be the authorization server. In the case of

external OAuth, it will be the login screen of the external identity provider.

Example of authentication with the Snowflake built-in OAuth service is given below.

1. User logs in via Snowflake.
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2. User is presented with a consent screen if this is the first time they are connecting using this Snowflake role:

3. After authorization and consent have been completed, this browser tab closes, and the user is returned to Compose

where they will see confirmation of successful connection.

Authorization Error Messages

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In case the OAuth configuration is incorrect and does not match the Authorization Server configurations, you may

get authorization errors in Alation. The error usually contains details about possible causes and may include some

troubleshooting tips.
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Authorization Errors

Error Description

Authorization terminated unexpect-

edly.

This message is shown:

• If the redirect browser window or tab is manually closed before

authorization completes;

• The Client ID specified in the OAuth configuration may be incor-

rect;

• The authorization endpoint may be incorrect.

Check the OAuth configuration in Alation and ensure that you are passing

the correct Client ID, authorization endpoint.

The authorization server reported a

failed authorization attempt:

If authorization fails, the authorization server may respond with error

details which will be listed after such an error message. Examples:

• Invalid scope defined as Default Scope in the data source OAuth

configuration;

• Invalid scope defined as Refresh Scope in the data source OAuth

configuration;

• A Snowflake role is specified in the connection URI and does not

map to an allowed scope on the authorization server;

• The authorization step is canceled by some UI control on an au-

thorization, authentication, or consent screen;

• The authorization step is canceled due to an authentication failure.

Check the OAuth configuration in Alation and ensure that you are passing

the correct property values.

Token request failed following suc-

cessful authorization.

In some cases after successful authorization, the request for tokens can

fail. This message will be followed by further details and troubleshooting

tips, for example:

• Please check that the PKCE, client secret, and other OAuth settings

for the data source are correct

• Please check the authorization server token request endpoint and

other OAuth settings for the data source

• Please check the OAuth settings for the data source

There was a problem extracting user-

name information following success-

ful authorization and token retrieval.

Please check the OAuth settings for

the data source.

Username extraction failure. After a successful authorization and subse-

quent token request, Alation attempts to extract username information

from the authorization server response. If this fails, this error is issued.

Possible causes:

• The OAuth configuration specifies that the username should be

extracted as a JWT claim and:

– the access token can not be decoded as a JWT;

– no JWT claim is specified in the OAuth configuration;

– the specified claim does not exist in the token’s claim set;

• The OAuth configuration specifies that the username should not

be extracted as a JWT claim and:

– no username field is specified in the OAuth config;

– the specified field does not exist in the response returned

from the authorization server upon token request.
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Post-Authorization Errors

In some cases, authorization completes successfully and a connection is attempted but an error immediately results.

These errors may be caused by an issue with:

• Snowflake configuration

• Snowflake access controls

• Some incompatibility to:

– assigned scopes and policies within the authorization server or

– assigned scopes specified in the Alation configuration.

These errors will be shown when a connection is made during query execution but will not necessarily be shown when

testing authorization at the time of configuring connections for the other features (query scheduling, dynamic profiling,

and others). Instead, a generic error will be shown: Error verifying credentials. Please check your username and

password. A more specific error may be shown when the connection is established later; for instance, if a scheduled

query fails due to one of these errors, the notification email will contain the details.

Some examples of the more specific errors and causes are below.

Error Description

No default role has been assigned

to the user, contact a local system

administrator to assign a default role

and retry.

Displayed if there is no default role assigned to the user in Snowflake

and none is specified in the connection URI.

Role <role_name> specified in the

connect string is not granted to this

user. Contact your local system ad-

ministrator, or attempt to login with

another role, e.g. PUBLIC.

Displayed if the role is not accessible to the user and this role is specified

in the connection URI and is authorized either explicitly in the scope or

via SESSION:ROLE-ANY scope.

The role requested in the connection

or the default role if none was re-

quested in the connection (‘SYSAD-

MIN’) is not listed in the Access To-

ken or was filtered. Please specify

another role, or contact your OAuth

Authorization server administrator.

Displayed if either:

• the role is assigned as the default role to a user but this role is not

authorized because it is not specified in the URI or in the Default

Scope;

• the role is specified in the connection URI but the user does not

have access to that role.

User’s configured default role

‘SYSADMIN’ is not granted to this

user. Contact your local system

administrator, or attempt to login

using a CLI client with a connect

string selecting another role, e.g.

PUBLIC.

Displayed if the role is not accessible to the user in Snowflake but this

role is authorized either via Default Scope by Alation or a role-related

scope on the authorization server.
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Other Errors

The following errors require troubleshooting beyond configuration changes.

Missing Code Verifier

If Alation is unable to retrieve the code verifier it cached prior to authorization redirect when PKCE is enabled when it

is needed for token request, an error reading A PKCE code verifier for the token request could not be found will be

issued.

Unknown Authorization Failure

If at any time during the authorization redirect flow an unexpected, unclassifiable error occurs then one of two errors

may be shown:

• if the error occurs in preparation for the redirect to the authorization server: There was a problem preparing

redirection to the authorization server

• if the error occurs following successful authorization: Token request failed following successful authorization

Connection Errors

When there is a problem reaching Alation’s database connector component: Could not connect to database When the

user’s Alation log-in has expired: You have been logged out of Alation. Please refresh and try again

OAuth-Related

The following errors may be issued apart from authorization when a database connection is attempted when pressing

“Connect” on the Connection dialog:

• OAuth access token not found. Authorization may not have been performed or has failed to complete successfully.

• OAuth access token expired and refresh failed.

• OAuth access token unavailable or expired while refresh token is either unavailable or expired. Either re-

authorization is required or prior authorization attempt failed.

Log Location

The log entries for OAuth authorization are to be found in /opt/alation/site/logs/uwsgi.log (path inside the

Alation shell).

6.66. Snowflake OCF Connector 2155



Alation User Guide

6.67 SQL Server OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for SQL Server. This connector

can be used to catalog metadata from SQL Server and Azure SQL Managed Instance.

6.67.1 SQL Server OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

February 28, 2024

SQL OCF Connector: Version 1.4.0

Enhancements

Docker CIS Benchmark Compliance

SQL OCF connector versions 2.3.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

January 10, 2024

SQL Server OCF Connector: Version 1.3.10

Fixed Issues

VIEW Columns Fail to Display the Column Length

VIEW columns in SQL OCF connector do not display the column length or limit along with the data type name.

January 03, 2024

SQL Server OCF Connector: Version 1.3.9

Fixed Issues

QLI Jobs Display Incorrect Job Status for Errors

A QLI is completed with Partial Success status even when there are errors and the error message is displayed only in the

connector logs.
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December 20, 2023

SQL Server OCF Connector: Version 1.3.8

Fixed Issues

SQL Server Connection Error Soft Deletes Cataloged Objects

In SQL Server OCF Connector, an error in the SQL server connection caused an empty stream of data, which was

treated as a successful MDE and resulted in the soft deletion of all the extracted metadata.

Alation now ensures that such configuration and connection errors result in metadata extraction failure instead of an

empty data stream.

November 8, 2023

SQL Server OCF Connector Version 1.3.7

Compatible Alation version: 2022.2 or higher

Fixed Issues

Connection Test Fails When Using SSL with NTLM Authentication

Fixed an issue when the connection test failed when SSL was enabled with NTLM authentication. The test resulted in

the following error:

Caused by: sun.security.validator.ValidatorException: PKIX path building failed:

sun.security.provider.certpath.SunCertPathBuilderException:

unable to find valid certification path to requested target

To use SSL with NTLM, basic, or Kerberos authentication, use the following JDBC URL format:

sqlserver://<Host_Name>:<Port_Number>;encrypt=true;hostNameInCertificate=<certificate_

name>;

This JDBC URI includes the following additional SSL related parameters:

• encrypt=true

• hostNameInCertificate=<certificate_name>

You can run the command below to verify your certificate name. In the result, check for the value after CN=. That’s the

certificate name.

openssl x509 -noout -subject -in <certificate_name>.crt;

Example:

sqlserver://10.13.82.165:1433;encrypt=true;hostNameInCertificate=abc.corp.net;
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6.67.2 SQL Server Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Overview

The OCF connector for SQL Server was developed by Alation and is available as a Zip file that can be uploaded

and installed in the Alation application. The connector is compiled together with the required database driver, so no

additional effort is needed to procure and install the driver.

To download the SQL Server OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog SQL Server and/or Azure SQL Managed Instance as a data source in Alation.

The connector catalogs SQL Server objects such as tables, columns, views, primary keys, foreign keys, functions, and

function definitions. It enables end-users to search and find SQL Server objects from the Alation user interface.

Team

The following administrators are required to install this connector:

• Alation administrator

– Installs the connector

– Creates and configures the SQL Server data source in the catalog.

• SQL Server administrator

– Creates a service account for Alation

– Provides the JDBC URI to access metadata

– Provides access to schemas to extract metadata

– Assists in configuring query log ingestion (QLI).

Scope

The table below shows what features are covered by the connector. For version support information, refer to Support

Matrix.

Feature SQL Server (EC2) SQL Server (RDS) SQL Server on
Azure VM

Azure SQL Man-
aged Instance

Authentication

Basic (username and

password)

✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Kerberos ✓✓✓ x x x

SSL ✓✓✓ ✓✓✓ x x

NTLM ✓✓✓ x x x

Metadata Extraction (MDE)

Default MDE ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

continues on next page
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Table 41 – continued from previous page

Feature SQL Server (EC2) SQL Server (RDS) SQL Server on
Azure VM

Azure SQL Man-
aged Instance

Query-based MDE ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Extracted metadata objects

Schemas ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Tables ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Views ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Columns ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Primary keys ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Foreign keys ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Functions ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Function Definitions ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Synonyms ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Source comments x x x x

Sampling and profiling

Table sampling ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Query-based table

sampling

✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Query-based column

profiling

✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Dynamic profiling ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Query Log Ingestion

Table-based QLI ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Query-based QLI ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

JOINs and filters ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Predicates ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Lineage

Auto-lineage ✓✓✓ ✓✓✓* ✓✓✓ ✓✓✓

Column-level lineage ✓✓✓ ✓✓✓* ✓✓✓ ✓✓✓

Compose

On-prem Alation ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Alation Cloud Ser-

vice **

✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Basic authentication

in Compose

✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

SSO authentication in

Compose

x x x x

* — Lineage uses query logs from Compose.

** — Compose for data sources connected via Alation Agent is supported from connector version 1.1.6.2173.
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6.67.3 SQL Server Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Configuration

Open outbound TCP port 1433 to SQL Server (default).

Note: SQL Server instances can listen on non-standard ports. If you connect Alation to a SQL Server instance, then

open the appropriate outbound TCP ports from the Alation server.

Service Account

Alation supports both SQL Server authentication and Windows authentication.

For Windows authentication, SQL Server must be configured for Kerberos, SQL Server default, or instance SPNs must

be registered with Active Directory. The following information is required during configuration if SQL Server uses

Windows authentication:

• Active Directory realm

• Active Directory server IP or DNS name

To verify that the SQL Server is configured for Kerberos, run the following command from a Windows CMD prompt.

The command must be run on a computer in the same realm as SQL Server:

setspn -L [SQL-server-hostname]

The following screenshot is an example output of the setspn command showing SPNs for a SQL Server default instance:

We recommend using an Active Directory service account. This enables Alation to read log files generated by extended

events. A SQL Server username and password also reads log files generated by extended events.

Grant Permissions for Metadata Extraction

Grant Access to Databases, Schemas, and Tables

Grant the service account access to the database(s), schema(s), and table(s) that you want to be cataloged in Alation

after metadata extraction:
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Grant Permissions on Database(s)

Grants the permissions to see the definitions of structures in the database, including tables, views, or stored procedures.

Set the connection to the desired database by using the following query:

USE <database_name>

After that, run the following query:

GRANT VIEW DEFINITION TO <alation_user>;

Note: Use this query for every database in an instance.

Grant Permissions on Specific Schema(s)

GRANT VIEW DEFINITION ON SCHEMA::<schema> TO <alation_user>;

Grant Permissions on Definitions of Any Object

Grant permissions to see the definition of any object, such as endpoints, in any database users have at the server level:

Use master;

GRANT VIEW ANY DEFINITION TO <alation_user>;

GRANT SELECT or VIEW ANY DEFINITION at Database or Schema level to alation (service

account)

JDBC URI

Depending on the type of your SQL Server deployment, Alation may support the following authentication types:

• Basic authentication

• NTLM authentication

• Kerberos authentication

• SSL authentication

Refer to SQL Server Connector: Overview for details on which authentication methods are supported.

When building the URI, include the required components depending on the authentication method.

Note: Starting in version 1.1.4.1957, the connector uses a SQL Server driver that assumes that the SSL

mode is enabled by default unless the value encrypt=false is explicitly passed in the JDBC URI.

The only exception is the Azure SQL Managed Instance data source, where basic authentication will work

with or without explicitly including the parameter encrypt=false into the URI.
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Basic/NTLM Authentication

• Hostname or IP of the instance

• Port number

• Database name (optional)

• The parameter encrypt=false to indicate that you are not using an SSL-enabled connection

• Instance name (This parameter only applies when using SQL Server instances)

Applies from connector version 1.1.4:

NTLM + SSL Authentication is supported from connector version 1.3.7.7492

Append the parameter encrypt=false to the URI.

Format

sqlserver://<Host_Name>:<Port_Number>;instanceName=<instance_name>;databaseName=<db_name>

;encrypt=false

Example

sqlserver://10.13.47.231:1433;instanceName=EDWSQL;databaseName=SQL;encrypt=false

Note: For an Azure Managed Instance data source, both formats will work: sqlserver://<hostname or

ip>:<port>;encrypt=false or sqlserver://<hostname or ip>:<port>.

NTLM Authentication for Dynamic Port

For dynamic port, leave the option Enable NTLM unchecked and don’t specify a port number.

Format

sqlserver://<hostname or ip>;domain=<domain name>;authenticationScheme=NTLM;

integratedSecurity=true;encrypt=false

Example

sqlserver://10.13.80.247;domain=al100794.test.local;authenticationScheme=NTLM;

integratedSecurity=true;encrypt=false
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Kerberos Authentication

• Hostname or IP of the instance

• Port number

• Server SPN (optional)

• The parameter encrypt=false to indicate that you are not using an SSL-enabled connection

Note: Kerberos authentication requires the krb5.conf file to be uploaded in the General Settings >

Connector Settings section when configuring the data source settings.

Applies from connector version 1.1.4:

Append the parameter encrypt=false to the URI.

Format

sqlserver://<Host_name>:<Port_Number>;ServerSpn=<Server_SPN>;integratedSecurity=true;

authenticationScheme=JavaKerberos;encrypt=false

Example

sqlserver://10.13.47.231:1433;ServerSpn=MSSQLSvc/EC2DRTS-7FA6452.al94278.test.local;

integratedSecurity=true;authenticationScheme=JavaKerberos;encrypt=false

SSL Authentication

• Hostname or IP of the instance

• Port number

• The SSL-related parameters, such as

– encrypt=true

– hostNameInCertificate=<CN name>

∗ To get the CN name, run the below command and use the value after CN=

∗ openssl x509 -noout -subject -in <certificate_name>.crt

Note: The SSL certificate must be uploaded in the General Settings > Connector Settings section when

configuring the data source settings.

NTLM + SSL Authentication is supported from connector version 1.3.7.7492

Applies from connector version 1.1.4:

Append the parameter encrypt=true to the URI.
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Format

sqlserver://<Host_Name>:<Port_Number>;encrypt=true;hostNameInCertificate=<CN name>

Example

sqlserver://10.13.82.165:1433;encrypt=true;hostNameInCertificate=abc.corp.net

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.
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Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

The name of this connector is SQL Server OCF Connector.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.
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Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Enable Kerberos

authentication

Select this checkbox if using Kerberos authentication and upload the krb5.conf file using the

upload link under the checkbox.

Use keytab Select this checkbox if using keytabs and upload the keytab file for the service account using the

upload link under the checkbox.

Enable SSL Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link below.

Truststore pass-

word

Specify the password for the SSL certificate.

The password will be deleted if the data source connection is deleted.

Enable NTLM Select this checkbox to use NTLM. The connector will enable NTLM while establishing the

JDBC connection.

Domain Name Specify the Domain Name if NTLM authentication is used.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > SQL Server OCF Connector.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.
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Deleting the Data Source

You can delete your data source from the General Settings tab. Under Delete Data Source, click Delete to delete the

data source connection.
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Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The default queries that the connector uses to extract metadata can be found in Extraction Queries for SQL Server. You

can customize these queries to adjust extraction to your specific needs.

Metadata Extraction from Compose

If a table is created from Compose, users will be able to see the relevant table metadata on the catalog page without

re-running MDE.

Users should use the following query format to create tables in Compose:

CREATE TABLE [CATALOG_NAME].[SCHEMA_NAME].[TABLE_NAME] ({column properties});

For creating view, catalog name needs to be included in the Compose JDBC URI on the General Settings page as

database=<Catalog_Name>.

Use following query to create VIEW:

USE [CATALOG_NAME]

CREATE VIEW [SCHEMA_NAME].[TABLE_NAME] AS {view condition}

Note:

• When you create a view from Compose, the MDE job will get triggered automatically and fail with the error

EmptyStreamException. Alternately, MDE can be run manually after creating the view to extract the view on the

relevant catalog page.

• For lineage to be generated successfully for View, fully qualified name of the table needs to be mentioned in the

view condition.

• For Drop table scenario, table will be removed from catalog page and automated MDE job will not be triggered.

It is an expected behaviour.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Compose

On the Compose tab, an admin can enable the use of the Compose tool for this data source.

1. Before you enable Compose, provide the JDBC URI in the Default Connection field which Compose will use as

a default connection and Save.
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2. Enable the Enabled in Compose toggle to enable Compose for this data source. Select Compose Connection

Sharing option based on the description in the table below:

Compose Connec-
tion Option

Description

Shared connections

across tabs

This option lets users use the same connection across multiple Compose

tabs.

Separate connection

per tab

Users can use different connections for each Compose tab, which enables

them to run multiple queries at the same time.

3. Select a Data Uploader option based on the description below:

Data Uploader Description

Use Global Setting

(True)

or

Use Global Setting

(False)

Use the global setting option that is set in alation_conf using alation.data_up-

loader.enabled flag.

Users can upload data if the flag is set to true or if the flag is set to false, users cannot

upload the data for any data source.

Enable for this data

source

Use this option to enable the data upload for this data source and override the global

setting if the global setting in alation_conf if it is set to false.

Disable for this data

source

Use this option to disable the data upload for this data source and override the global

setting in alation_conf if it is set to true.

Note: OAuth connection is not supported for this data source.
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Query Log Ingestion

See SQL Server Connector: Query Log Ingestion.

For SQL Server RDS QLI, see SQL Server RDS: Query Log Ingestion.

Troubleshooting

Refer to Troubleshooting.

6.67.4 Extraction Queries for SQL Server

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Catalog

Make sure that your query has a column labeled as CATALOG in the SELECT statement.

SELECT NAME AS 'CATALOG'

FROM sys.databases

WHERE NAME NOT IN ('''')

AND NAME NOT IN ('msdb', 'model', 'resource', 'tempdb');

Schema

Make sure that your query has a column labeled as CATALOG, SCHEMA in the SELECT statement.

SELECT

CATALOG_NAME AS 'CATALOG',

SCHEMA_NAME AS 'SCHEMA'

FROM

INFORMATION_SCHEMA.SCHEMATA

WHERE SCHEMA_NAME NOT IN ('''')

AND SCHEMA_NAME NOT IN (

'sys', 'guest', 'INFORMATION_SCHEMA',

'db_accessadmin', 'db_backupoperator',

'db_datareader', 'db_datawriter', 'db_ddladmin',

'db_denydatareader', 'db_denydatawriter',

'db_owner', 'db_securityadmin',

'mdw', 'ssisdb', 'pdw', 'QTables');
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Table

Make sure that your query has columns labeled as CATALOG, SCHEMA, TABLE_NAME, TABLE_TYPE, and REMARKS in the

SELECT statement.

SELECT

t.NAME AS TABLE_NAME,

t.CREATE_DATE as CREATED_DATE,

t.MODIFY_DATE as ALTER_TIME,

s.NAME AS 'SCHEMA',

SUM(a.USED_PAGES) AS TABLE_SIZE,

CASE WHEN t.TYPE = 'AF' THEN 'Aggregate function (CLR)'

WHEN t.TYPE = 'C' THEN 'CHECK constraint'

WHEN t.TYPE = 'D' THEN 'DEFAULT (constraint or stand-alone)'

WHEN t.TYPE = 'F' THEN 'FOREIGN KEY constraint'

WHEN t.TYPE = 'FN' THEN 'SQL scalar function'

WHEN t.TYPE = 'FS' THEN 'Assembly (CLR) scalar-function'

WHEN t.TYPE = 'FT' THEN 'Assembly (CLR) table-valued function'

WHEN t.TYPE = 'IF' THEN 'SQL inline table-valued function'

WHEN t.TYPE = 'IT' THEN 'INTERNAL TABLE'

WHEN t.TYPE = 'P' THEN 'SQL Stored Procedure'

WHEN t.TYPE = 'PC' THEN 'Assembly (CLR) stored-procedure'

WHEN t.TYPE = 'PG' THEN 'Plan guide'

WHEN t.TYPE = 'PK' THEN 'PRIMARY KEY constraint'

WHEN t.TYPE = 'R' THEN 'Rule (old-style, stand-alone)'

WHEN t.TYPE = 'RF' THEN 'Replication-filter-procedure'

WHEN t.TYPE = 'S' THEN 'SYSTEM TABLE'

WHEN t.TYPE = 'SN' THEN 'Synonym'

WHEN t.TYPE = 'SO' THEN 'Sequence object'

WHEN t.TYPE = 'U' THEN 'TABLE'

WHEN t.TYPE = 'V' THEN 'VIEW'

WHEN t.TYPE = 'EC' THEN 'Edge constraint'

WHEN t.TYPE = 'SQ' THEN 'Service queue'

WHEN t.TYPE = 'TA' THEN 'Assembly (CLR) DML trigger'

WHEN t.TYPE = 'TF' THEN 'SQL table-valued-function'

WHEN t.TYPE = 'TR' THEN 'SQL DML trigger'

WHEN t.TYPE = 'TT' THEN 'Table type'

WHEN t.TYPE = 'UQ' THEN 'UNIQUE constraint'

WHEN t.TYPE = 'X' THEN 'Extended stored procedure'

ELSE t.TYPE

END AS 'TABLE_TYPE',

CONVERT(VARCHAR(MAX), SEP.VALUE) AS REMARKS,

DB_NAME() AS 'CATALOG'

FROM sys.objects t

LEFT OUTER JOIN sys.indexes i

ON t.OBJECT_ID = i.OBJECT_ID

LEFT OUTER JOIN sys.partitions p

ON i.OBJECT_ID = p.OBJECT_ID

AND i.INDEX_ID = p.INDEX_ID

LEFT OUTER JOIN sys.allocation_units a

ON p.PARTITION_ID = a.CONTAINER_ID

LEFT OUTER JOIN sys.schemas s

ON t.SCHEMA_ID = s.SCHEMA_ID

(continues on next page)
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(continued from previous page)

LEFT JOIN sys.extended_properties SEP

ON t.OBJECT_ID = SEP.MAJOR_ID

AND SEP.minor_id = 0

AND SEP.name = 'MS_Description'

WHERE s.NAME NOT IN (

'sys', 'guest', 'INFORMATION_SCHEMA',

'db_accessadmin', 'db_backupoperator',

'db_datareader', 'db_datawriter', 'db_ddladmin',

'db_denydatareader', 'db_denydatawriter',

'db_owner', 'db_securityadmin',

'mdw', 'ssisdb', 'pdw', 'QTables')

AND s.NAME NOT IN ('''')

AND t.type IN ('U')

GROUP BY

t.NAME,

s.NAME,

p.ROWS,

t.CREATE_DATE,

t.MODIFY_DATE,

t.TYPE,

SEP.VALUE;

View

Make sure that your query has columns labeled as CATALOG, SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, 'VIEW'

AS VIEW_TYPE, and REMARKS in the SELECT statement.

SELECT

TABLE_CATALOG AS 'CATALOG',

TABLE_SCHEMA AS 'SCHEMA',

TABLE_NAME AS 'VIEW_NAME',

VIEW_DEFINITION AS 'VIEW_CREATE_STATEMENT',

'VIEW' AS 'VIEW_TYPE',

SEP.VALUE AS 'REMARKS'

FROM INFORMATION_SCHEMA.VIEWS

LEFT JOIN sys.extended_properties SEP

ON OBJECT_ID(TABLE_NAME) = SEP.MAJOR_ID

AND SEP.minor_id = 0

AND SEP.name = 'MS_Description'

WHERE TABLE_SCHEMA NOT IN ('''')

AND TABLE_SCHEMA NOT IN (

'sys', 'guest', 'INFORMATION_SCHEMA',

'db_accessadmin', 'db_backupoperator',

'db_datareader', 'db_datawriter', 'db_ddladmin',

'db_denydatareader', 'db_denydatawriter',

'db_owner', 'db_securityadmin',

'mdw', 'ssisdb', 'pdw', 'QTables');
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Column

Make sure that your query has columns labeled as CATALOG, SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_-

NAME, ORDINAL_POSITION, IS_NULLABLE, REMARKS, and COLUMN_DEFAULT in the SELECT statement.

SELECT

t.name as TABLE_NAME,

SCHEMA_NAME(schema_id) as 'SCHEMA',

c.name as COLUMN_NAME,

c.max_length as MAX_LENGTH,

c.precision as PRECISION,

c.scale as SCALE,

DB_NAME() as 'CATALOG',

(CASE

WHEN TYPE_NAME(c.user_type_id) = 'char' THEN CONCAT(TYPE_NAME(c.user_

type_id), '(', c.max_length, ')')

WHEN TYPE_NAME(c.user_type_id) = 'varchar' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ')')

WHEN TYPE_NAME(c.user_type_id) = 'nchar' THEN CONCAT(TYPE_NAME(c.user_

type_id), '(', c.max_length, ')')

WHEN TYPE_NAME(c.user_type_id) = 'nvarchar' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ')')

WHEN TYPE_NAME(c.user_type_id) = 'decimal' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ',', c.scale, ')')

WHEN TYPE_NAME(c.user_type_id) = 'numeric' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ',', c.scale, ')')

WHEN TYPE_NAME(c.user_type_id) = 'binary' THEN CONCAT(TYPE_NAME(c.user_

type_id), '(', c.max_length, ')')

WHEN TYPE_NAME(c.user_type_id) = 'varbinary' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ')')

Else TYPE_NAME(c.user_type_id)

END ) AS TYPE_NAME,

TYPE_NAME(c.user_type_id)as DATA_TYPE,

c.column_id as ORDINAL_POSITION,

CONVERT(varchar(max),

sep.value) AS REMARKS,

null as COLUMN_DEF,

CASE

WHEN c.is_nullable = 1 THEN 'true'

ELSE 'false'

END AS IS_NULLABLE,

NULL as COLUMN_DEFAULT

FROM

sys.tables AS t

INNER JOIN sys.columns c ON

t.object_id = c.object_id

LEFT JOIN sys.extended_properties sep ON

t.object_id = sep.major_id

AND c.column_id = sep.minor_id

WHERE

CONCAT(DB_NAME(), '.', SCHEMA_NAME (t.schema_id))

NOT IN ('''')

AND SCHEMA_NAME (t.schema_id) NOT IN ( 'sys' , 'guest' , 'INFORMATION_SCHEMA'

, 'db_accessadmin' , 'db_backupoperator' , 'db_datareader' , 'db_datawriter
(continues on next page)
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db_accessadmin' , 'db_backupoperator' , 'db_datareader' , 'db_datawriter' , 'db_

ddladmin' , 'db_denydatareader

db_ddladmin' , 'db_denydatareader' , 'db_denydatawriter' , 'db_owner' , 'db_

securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables

')

UNION

SELECT

t.name as TABLE_NAME,

SCHEMA_NAME(schema_id) as 'SCHEMA',

c.name as COLUMN_NAME,

c.max_length as MAX_LENGTH,

c.precision as PRECISION,

c.scale as SCALE,

DB_NAME() as 'CATALOG',

(CASE

WHEN TYPE_NAME(c.user_type_id) = 'char' THEN CONCAT(TYPE_NAME(c.user_

type_id), '(', c.max_length, ')')

WHEN TYPE_NAME(c.user_type_id) = 'varchar' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ')')

WHEN TYPE_NAME(c.user_type_id) = 'nchar' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ')')

WHEN TYPE_NAME(c.user_type_id) = 'nvarchar' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ')')

WHEN TYPE_NAME(c.user_type_id) = 'decimal' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ',', c.scale, ')')

WHEN TYPE_NAME(c.user_type_id) = 'numeric' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ',', c.scale, ')')

WHEN TYPE_NAME(c.user_type_id) = 'binary' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ')')

WHEN TYPE_NAME(c.user_type_id) = 'varbinary' THEN CONCAT(TYPE_NAME(c.

user_type_id), '(', c.max_length, ')')

Else TYPE_NAME(c.user_type_id)

END ) AS TYPE_NAME,

TYPE_NAME(c.user_type_id)as DATA_TYPE,

c.column_id as ORDINAL_POSITION,

CONVERT(varchar(max),

sep.value) as REMARKS,

null as COLUMN_DEF,

CASE

WHEN c.is_nullable = 1 THEN 'true'

ELSE 'false'

END AS IS_NULLABLE,

NULL as COLUMN_DEFAULT

FROM

sys.views AS t

INNER JOIN sys.columns c ON

t.object_id = c.object_id

LEFT JOIN sys.extended_properties sep ON

t.object_id = sep.major_id

AND c.column_id = sep.minor_id

WHERE

CONCAT(DB_NAME(), '.', SCHEMA_NAME (t.schema_id))

(continues on next page)
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NOT IN ('''')

AND SCHEMA_NAME (t.schema_id) NOT IN ( 'sys' , 'guest' , 'INFORMATION_SCHEMA'

, 'db_accessadmin' , 'db_backupoperator' , 'db_datareader' , 'db_datawriter

db_accessadmin' , 'db_backupoperator' , 'db_datareader' , 'db_datawriter' , 'db_

ddladmin' , 'db_denydatareader

db_ddladmin' , 'db_denydatareader' , 'db_denydatawriter' , 'db_owner' , 'db_

securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

Primary Key

Make sure that your query has columns labeled as CATALOG, SCHEMA, TABLE_NAME, and COLUMN_NAME in the SELECT

statement.

SELECT

KCU.TABLE_CATALOG AS 'CATALOG',

KCU.TABLE_NAME AS 'TABLE_NAME',

KCU.COLUMN_NAME AS 'COLUMN_NAME',

KCU.TABLE_SCHEMA AS 'SCHEMA'

FROM INFORMATION_SCHEMA.TABLE_CONSTRAINTS TC

JOIN INFORMATION_SCHEMA.KEY_COLUMN_USAGE KCU

ON KCU.CONSTRAINT_SCHEMA = TC.CONSTRAINT_SCHEMA

AND KCU.CONSTRAINT_NAME = TC.CONSTRAINT_NAME

AND KCU.TABLE_SCHEMA = TC.TABLE_SCHEMA

AND KCU.TABLE_NAME = TC.TABLE_NAME

WHERE TC.CONSTRAINT_TYPE = 'PRIMARY KEY'

AND KCU.TABLE_SCHEMA NOT IN ('''')

AND KCU.TABLE_SCHEMA NOT IN (

'sys', 'guest', 'INFORMATION_SCHEMA',

'db_accessadmin', 'db_backupoperator',

'db_datareader', 'db_datawriter', 'db_ddladmin',

'db_denydatareader', 'db_denydatawriter',

'db_owner', 'db_securityadmin',

'mdw', 'ssisdb', 'pdw', 'QTables');

Foreign Key

Make sure that your query has columns labeled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_CATALOG,

FK_SCHEMA, FK_TABLE, and FK_COLUMN in the SELECT list.

SELECT

KF.TABLE_CATALOG AS FK_CATALOG,

KP.TABLE_CATALOG AS PK_CATALOG,

RC.CONSTRAINT_NAME FK_Name,

KF.TABLE_SCHEMA FK_Schema,

KF.TABLE_NAME FK_Table,

KF.COLUMN_NAME FK_Column,

RC.UNIQUE_CONSTRAINT_NAME PK_Name,

KP.TABLE_SCHEMA PK_Schema,

KP.TABLE_NAME PK_Table,

KP.COLUMN_NAME PK_Column

(continues on next page)
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FROM INFORMATION_SCHEMA.REFERENTIAL_CONSTRAINTS RC

JOIN INFORMATION_SCHEMA.KEY_COLUMN_USAGE KF

ON RC.CONSTRAINT_NAME = KF.CONSTRAINT_NAME

JOIN INFORMATION_SCHEMA.KEY_COLUMN_USAGE KP

ON RC.UNIQUE_CONSTRAINT_NAME = KP.CONSTRAINT_NAME

JOIN INFORMATION_SCHEMA.TABLE_CONSTRAINTS TC

ON KP.CONSTRAINT_SCHEMA = TC.CONSTRAINT_SCHEMA

WHERE TC.CONSTRAINT_TYPE = 'FOREIGN KEY'

AND KF.TABLE_SCHEMA NOT IN ('''')

AND KF.TABLE_SCHEMA NOT IN (

'sys', 'guest', 'INFORMATION_SCHEMA',

'db_accessadmin', 'db_backupoperator',

'db_datareader', 'db_datawriter', 'db_ddladmin',

'db_denydatareader', 'db_denydatawriter',

'db_owner', 'db_securityadmin',

'mdw', 'ssisdb', 'pdw', 'QTables');

Function

Make sure that your query has columns labeled as CATALOG, SCHEMA, FUNCTION_NAME, and REMARKS in the SELECT

list.

SELECT

isr.SPECIFIC_CATALOG AS 'CATALOG',

isr.SPECIFIC_NAME AS FUNCTION_NAME,

isr.SPECIFIC_SCHEMA AS 'SCHEMA',

sep.value AS REMARKS,

ssm.definition AS FUNCTION_DEFINITION

FROM

INFORMATION_SCHEMA.ROUTINES isr

JOIN

sys.sql_modules ssm

ON

ssm.object_id = object_id(CONCAT(isr.SPECIFIC_CATALOG,'.',isr.SPECIFIC_SCHEMA,'.',

isr.SPECIFIC_NAME))

LEFT JOIN

sys.extended_properties sep

ON

ssm.object_id = sep.major_id

WHERE

CONCAT(SPECIFIC_CATALOG,'.',SPECIFIC_SCHEMA)

NOT IN ('''') AND SPECIFIC_SCHEMA NOT IN ( 'sys' , 'guest' , 'INFORMATION_SCHEMA' ,

'db_accessadmin' , 'db_backupoperator' , 'db_datareader' , 'db_datawriter

db_accessadmin' , 'db_backupoperator' , 'db_datareader' , 'db_datawriter' , 'db_

ddladmin' , 'db_denydatareader

db_ddladmin' , 'db_denydatareader' , 'db_denydatawriter' , 'db_owner' , 'db_

securityadmin' , 'mdw' , 'ssisdb' , 'pdw' , 'QTables');

6.67. SQL Server OCF Connector 2177



Alation User Guide

Function Definition

Make sure that your query has columns labeled as CATALOG, SCHEMA, FUNCTION_NAME, ARG_NAME, TYPE_NAME, ARG_-

TYPE, ARG_DEF, and COLUMN_TYPE in the SELECT list.

SELECT

DB_NAME() AS 'CATALOG',

isr.SPECIFIC_SCHEMA AS 'SCHEMA',

isr.SPECIFIC_NAME AS 'FUNCTION_NAME',

isr.ROUTINE_DEFINITION AS 'ARG_DEF',

isp.DATA_TYPE AS 'TYPE_NAME',

isp.DATA_TYPE AS 'ARG_TYPE',

CASE isp.PARAMETER_NAME WHEN NULL THEN '@RETURN_VALUE'

WHEN '' THEN '@RETURN_VALUE'

ELSE isp.PARAMETER_NAME

END AS 'ARG_NAME',

CASE WHEN (isp.PARAMETER_MODE = 'OUT' AND isp.IS_RESULT = 'YES') THEN 5

WHEN (isp.PARAMETER_MODE = 'OUT' AND isp.IS_RESULT = 'NO') THEN 4

WHEN (isp.PARAMETER_MODE = 'IN' AND isp.IS_RESULT = 'NO') THEN 1

ELSE 3

END AS COLUMN_TYPE

FROM INFORMATION_SCHEMA.ROUTINES AS isr

JOIN sys.objects AS so

ON (type_desc LIKE '%FUNCTION%' OR type_desc LIKE '%PROCEDURE%')

AND so.name = isr.specific_name

JOIN INFORMATION_SCHEMA.PARAMETERS AS isp

ON isp.SPECIFIC_SCHEMA = isr.SPECIFIC_SCHEMA

AND isp.SPECIFIC_NAME = isr.SPECIFIC_NAME

WHERE isr.SPECIFIC_SCHEMA NOT IN ('''')

AND isr.SPECIFIC_SCHEMA NOT IN (

'sys', 'guest', 'INFORMATION_SCHEMA',

'db_accessadmin', 'db_backupoperator',

'db_datareader', 'db_datawriter', 'db_ddladmin',

'db_denydatareader', 'db_denydatawriter',

'db_owner', 'db_securityadmin',

'mdw', 'ssisdb', 'pdw', 'QTables')

UNION

SELECT

DB_NAME() AS 'CATALOG',

isr.SPECIFIC_SCHEMA AS 'SCHEMA',

isr.SPECIFIC_NAME AS 'FUNCTION_NAME',

isr.ROUTINE_DEFINITION AS 'ARG_DEF',

isp.DATA_TYPE AS 'TYPE_NAME',

isp.DATA_TYPE AS 'ARG_TYPE',

'@RETURN_VALUE' AS 'ARG_NAME',

5 AS COLUMN_TYPE

FROM INFORMATION_SCHEMA.ROUTINES AS isr

JOIN sys.objects AS so

ON (type_desc LIKE '%FUNCTION%' OR type_desc LIKE '%PROCEDURE%')

AND so.name = isr.specific_name

JOIN INFORMATION_SCHEMA.PARAMETERS AS isp

ON isp.SPECIFIC_SCHEMA = isr.SPECIFIC_SCHEMA

AND isp.SPECIFIC_NAME = isr.SPECIFIC_NAME

(continues on next page)
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AND NOT EXISTS(

SELECT 1

FROM INFORMATION_SCHEMA.PARAMETERS AS isp

WHERE isp.IS_RESULT = 'YES'

AND isp.SPECIFIC_NAME = isr.SPECIFIC_NAME

AND isp.SPECIFIC_SCHEMA = isr.SPECIFIC_SCHEMA)

WHERE isr.SPECIFIC_SCHEMA NOT IN ('''')

AND isr.SPECIFIC_SCHEMA NOT IN (

'sys', 'guest', 'INFORMATION_SCHEMA',

'db_accessadmin', 'db_backupoperator',

'db_datareader', 'db_datawriter', 'db_ddladmin',

'db_denydatareader', 'db_denydatawriter',

'db_owner', 'db_securityadmin',

'mdw', 'ssisdb', 'pdw', 'QTables');

Synonyms

Ensure your query has columns labelled as SYNONYM_CATALOG, SYNONYM_SCHEMA, SYNONYM_NAME, TABLE_CATALOG,

TABLE_SCHEMA, TABLE_NAME, REMARKS in the SELECT list. The fully qualified name for the synonym base table is

required.

SELECT

DB_NAME() AS SYNONYM_CATALOG,

SCHEMA_NAME(schema_id) AS SYNONYM_SCHEMA,

name AS SYNONYM_NAME,

COALESCE (PARSENAME (base_object_name, 3), DB_NAME (DB_ID ())) AS TABLE_CATALOG,

PARSENAME (base_object_name, 1) AS table_name,

COALESCE (PARSENAME (base_object_name, 2), SCHEMA_NAME (SCHEMA_ID ())) AS TABLE_SCHEMA,

CREATE_DATE,

MODIFY_DATE,

IS_PUBLISHED,

BASE_OBJECT_NAME,

object_id AS SYN_OBJECT_ID,

OBJECT_ID(BASE_OBJECT_NAME) AS BASE_OBJECT_ID,

'' AS 'REMARKS'

from sys.synonyms

WHERE HAS_PERMS_BY_NAME ( BASE_OBJECT_NAME,

N'OBJECT',

N'SELECT' )= 1

AND SCHEMA_NAME(schema_id) NOT IN ('''')

AND SCHEMA_NAME(schema_id) NOT IN ( 'sys' , 'guest' , 'INFORMATION_SCHEMA' ,

'db_accessadmin' , 'db_backupoperator' , 'db_datareader' ,

'db_datawriter', 'db_ddladmin' , 'db_denydatareader',

'db_denydatawriter' , 'db_owner' , 'db_securityadmin' ,

'mdw' , 'ssisdb' , 'pdw' , 'QTables');
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Synonym Columns

Make sure that your query has columns labeled as SYNONYM_CATALOG, SYNONYM_SCHEMA, SYNONYM_NAME, TABLE_-

CATALOG, TABLE_SCHEMA``, TABLE_NAME, and REMARKS in the SELECT list. Fully qualified name for synonym base

table will be required.

DECLARE @TEMPPERMISSIONTABLE AS TABLE(

dbname VARCHAR(128) collate DATABASE_DEFAULT,

owner VARCHAR(128) collate DATABASE_DEFAULT,

DboOnly Int,

ReadOnly Int,

SingleUser Int,

Detached Int,

Suspect Int,

Offline Int,

InLoad Int,

EmergencyMode Int,

StandBy Int,

ShutDwn Int,

InRecovery Int,

NotRecovered Int);

INSERT INTO @TEMPPERMISSIONTABLE

EXECUTE sp_MShasdbaccess;

DECLARE @TABLECOLUMNSSQL NVARCHAR(MAX)

SET

@TABLECOLUMNSSQL = N '';

SELECT

@TABLECOLUMNSSQL = @TABLECOLUMNSSQL + N '

UNION ALL

SELECT ''' + QUOTENAME(name) + N ''' collate DATABASE_DEFAULT AS CATALOG,

t.NAME collate DATABASE_DEFAULT AS TABLE_NAME,

t.object_id AS table_object_id,

SCHEMA_NAME(schema_id) collate DATABASE_DEFAULT AS TABLE_SCHEM,

c.name collate DATABASE_DEFAULT AS COLUMN_NAME,

c.max_length AS MAX_LENGTH,

c.precision AS PRECISION,

c.scale AS SCALE,

TYPE_NAME(c.user_type_id) collate DATABASE_DEFAULT AS TYPE_NAME,

TYPE_NAME(c.user_type_id) collate DATABASE_DEFAULT AS DATA_TYPE,

c.column_id AS ORDINAL_POSITION,

CONVERT(varchar(max), sep.value) collate DATABASE_DEFAULT AS REMARKS,

null AS COLUMN_DEF,

CASE WHEN c.is_nullable = ''1'' THEN ''true''

ELSE ''false''

END collate DATABASE_DEFAULT AS IS_NULLABLE

FROM ' + QUOTENAME(name) + '.sys.tables AS t

INNER JOIN ' + QUOTENAME(name) + '.sys.columns c

ON t.OBJECT_ID = c.OBJECT_ID

LEFT JOIN ' + QUOTENAME(name) + '.sys.extended_properties sep

ON t.object_id = sep.major_id

(continues on next page)
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AND c.column_id = sep.minor_id

AND sep.name = ''MS_Description''' collate DATABASE_DEFAULT

FROM sys.databases sys_dbs

INNER JOIN @TEMPPERMISSIONTABLE tmp_2

ON sys_dbs.name collate DATABASE_DEFAULT = tmp_2.dbname collate DATABASE_DEFAULT;

SET

@TABLECOLUMNSSQL = STUFF(@TABLECOLUMNSSQL, 1, 10, N '');

DECLARE @VIEWCOLUMNSSQL NVARCHAR(MAX)

SET

@VIEWCOLUMNSSQL = N '';

SELECT

@VIEWCOLUMNSSQL = @VIEWCOLUMNSSQL + N '

UNION ALL

SELECT ''' + QUOTENAME(name) + N ''' collate DATABASE_DEFAULT as TABLE_CAT,

t.NAME collate DATABASE_DEFAULT AS TABLE_NAME,

t.object_id AS table_object_id,

SCHEMA_NAME(schema_id) collate DATABASE_DEFAULT AS TABLE_SCHEM,

c.name collate DATABASE_DEFAULT AS COLUMN_NAME,

c.max_length AS MAX_LENGTH,

c.precision AS PRECISION,

c.scale AS SCALE,

TYPE_NAME(c.user_type_id) collate DATABASE_DEFAULT AS TYPE_NAME,

TYPE_NAME(c.user_type_id) collate DATABASE_DEFAULT AS DATA_TYPE,

c.column_id AS ORDINAL_POSITION,

null AS REMARKS,

null AS COLUMN_DEF,

CASE WHEN c.is_nullable = ''1'' THEN ''true''

ELSE ''false''

END collate DATABASE_DEFAULT AS IS_NULLABLE

FROM ' + QUOTENAME(name) + '.sys.views AS t

INNER JOIN ' + QUOTENAME(name) + '.sys.columns c

ON t.OBJECT_ID = c.OBJECT_ID' collate DATABASE_DEFAULT

FROM sys.databases sys_dbs

INNER JOIN @TEMPPERMISSIONTABLE tmp_2

ON sys_dbs.name collate DATABASE_DEFAULT = tmp_2.dbname collate DATABASE_DEFAULT;

SET

@VIEWCOLUMNSSQL = STUFF(@VIEWCOLUMNSSQL, 1, 10, N '');

DECLARE @TABLECOLUMNS AS TABLE(

TABLE_CAT VARCHAR(128) collate DATABASE_DEFAULT,

TABLE_NAME VARCHAR(128) collate DATABASE_DEFAULT,

TABLE_OBJECT_ID INT,

TABLE_SCHEM VARCHAR(128) collate DATABASE_DEFAULT,

COLUMN_NAME VARCHAR(128) collate DATABASE_DEFAULT,

MAX_LENGTH INT,

PRECISION INT,

SCALE INT,

TYPE_NAME VARCHAR(128) collate DATABASE_DEFAULT,

(continues on next page)
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DATA_TYPE VARCHAR(128) collate DATABASE_DEFAULT,

ORDINAL_POSITION INT,

REMARKS VARCHAR(129) collate DATABASE_DEFAULT,

COLUMN_DEF VARCHAR(1024) collate DATABASE_DEFAULT,

IS_NULLABLE VARCHAR(1024) collate DATABASE_DEFAULT)

INSERT INTO @TABLECOLUMNS EXEC sp_executesql @TABLECOLUMNSSQL;

DECLARE @VIEWCOLUMNS AS TABLE(

TABLE_CAT VARCHAR(128) collate DATABASE_DEFAULT,

TABLE_NAME VARCHAR(128) collate DATABASE_DEFAULT,

TABLE_OBJECT_ID INT,

TABLE_SCHEM VARCHAR(128) collate DATABASE_DEFAULT,

COLUMN_NAME VARCHAR(128) collate DATABASE_DEFAULT,

MAX_LENGTH INT,

PRECISION INT,

SCALE INT,

TYPE_NAME VARCHAR(128) collate DATABASE_DEFAULT,

DATA_TYPE VARCHAR(128) collate DATABASE_DEFAULT,

ORDINAL_POSITION INT,

REMARKS VARCHAR(129) collate DATABASE_DEFAULT,

COLUMN_DEF VARCHAR(1024) collate DATABASE_DEFAULT,

IS_NULLABLE VARCHAR(1024) collate DATABASE_DEFAULT)

INSERT into @VIEWCOLUMNS EXEC sp_executesql @VIEWCOLUMNSSQL;

SELECT

syn.name collate DATABASE_DEFAULT AS TABLE_NAME,

schema_name(syn.schema_id) collate DATABASE_DEFAULT AS 'SCHEMA',

base_table.COLUMN_NAME collate DATABASE_DEFAULT AS COLUMN_NAME,

base_table.MAX_LENGTH AS MAX_LENGTH,

base_table.PRECISION AS PRECISION,

base_table.SCALE AS SCALE,

COALESCE (PARSENAME (syn.base_object_name, 3), DB_NAME (DB_ID ()))

collate DATABASE_DEFAULT AS 'CATALOG',

base_table.TYPE_NAME collate DATABASE_DEFAULT AS TYPE_NAME,

base_table.TYPE_NAME collate DATABASE_DEFAULT AS DATA_TYPE,

base_table.ORDINAL_POSITION AS ORDINAL_POSITION,

base_table.REMARKS collate DATABASE_DEFAULT AS REMARKS,

base_table.COLUMN_DEF collate DATABASE_DEFAULT AS COLUMN_DEF,

base_table.IS_NULLABLE AS IS_NULLABLE,

NULL as COLUMN_DEFAULT

FROM sys.synonyms syn

INNER JOIN @TABLECOLUMNS base_table

ON base_table.TABLE_OBJECT_ID = object_id(syn.base_object_name)

AND PARSENAME(base_table.TABLE_CAT,

= ISNULL(PARSENAME(syn.base_object_name, 3),

COALESCE (PARSENAME (syn.base_object_name, 3),

DB_NAME (DB_ID ())

)

)

WHERE HAS_PERMS_BY_NAME(

syn.base_object_name, N 'OBJECT', N 'SELECT')= 1

UNION

(continues on next page)
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SELECT

syn.name collate DATABASE_DEFAULT AS TABLE_NAME,

schema_name(syn.schema_id) collate DATABASE_DEFAULT AS 'SCHEMA',

base_table.COLUMN_NAME collate DATABASE_DEFAULT AS COLUMN_NAME,

base_table.MAX_LENGTH AS MAX_LENGTH,

base_table.PRECISION AS PRECISION,

base_table.SCALE AS SCALE,

COALESCE (

PARSENAME (syn.base_object_name, 3),

DB_NAME (DB_ID ())

) collate DATABASE_DEFAULT AS 'CATALOG',

base_table.TYPE_NAME collate DATABASE_DEFAULT AS TYPE_NAME,

base_table.TYPE_NAME collate DATABASE_DEFAULT AS DATA_TYPE,

base_table.ORDINAL_POSITION AS ORDINAL_POSITION,

base_table.REMARKS collate DATABASE_DEFAULT AS REMARKS,

base_table.COLUMN_DEF collate DATABASE_DEFAULT AS COLUMN_DEF,

base_table.IS_NULLABLE AS IS_NULLABLE,

NULL AS COLUMN_DEFAULT

FROM sys.synonyms syn

INNER JOIN @VIEWCOLUMNS base_table

ON base_table.TABLE_OBJECT_ID = object_id(syn.base_object_name)

AND PARSENAME(base_table.TABLE_CAT = ISNULL(

PARSENAME(syn.base_object_name, 3),

COALESCE (

PARSENAME (syn.base_object_name, 3),

DB_NAME (DB_ID ())

)

)

WHERE HAS_PERMS_BY_NAME(

syn.base_object_name, N 'OBJECT', N 'SELECT')= 1;

Index

Ensure your query has columns labelled as CATALOG, SCHEMA, TABLE_NAME, COLUMN_NAME, INDEX_NAME, TYPE,

ORDINAL_POSITION in the SELECT list.

SELECT

DB_NAME() as 'CATALOG',

SCHEMA_NAME(t.schema_id) as 'SCHEMA',

t.name as TABLE_NAME,

COL_NAME(ic.object_id,

ic.column_id) AS COLUMN_NAME,

i.name as INDEX_NAME,

i.type_desc as TYPE,

i.filter_definition as FILTER_CONDITION,

null as ASC_OR_DESC,

ic.key_ordinal as ORDINAL_POSITION

FROM sys.indexes as i

INNER JOIN sys.index_columns AS ic

ON i.object_id = ic.object_id

AND i.index_id = ic.index_id

(continues on next page)
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LEFT OUTER JOIN sys.objects t

ON t.OBJECT_ID = i.OBJECT_ID

WHERE SCHEMA_NAME (t.schema_id) NOT IN ('''')

AND SCHEMA_NAME (t.schema_id) NOT IN

( 'sys' , 'guest' , 'INFORMATION_SCHEMA' ,

'db_accessadmin' , 'db_backupoperator' ,

'db_datareader' , 'db_datawriter',

'db_ddladmin' , 'db_denydatareader',

'db_denydatawriter' , 'db_owner' ,

'db_securityadmin' , 'mdw' , 'ssisdb' ,

'pdw' , 'QTables');

6.67.5 SQL Server Connector: Query Log Ingestion

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

To ingest query logs into the catalog, you can either create a table or view for Alation to retrieve the query logs from or

create a custom query to read the logs from SQL Server.

Before running query log ingestion (QLI) in Alation, perform the preliminary QLI setup on SQL Server.

Note: For information on how to configure query log ingestion (QLI) for Azure SQL Managed Instance,

see Query Log Ingestion for Azure SQL Managed Instance.

For SQL Server, Alation supports various methods of query ingestion. Select one of the options below.

Option 1: Extended Events

Using extended events is the preferred QLI method that has less performance impact on the SQL Server system than

other methods. An extended events session is created that logs queries to files. Alation reads those files through SQL

queries sent to SQL Server and ingests them. The volume of events may be high, so the configuration described below

limits logging to only a sample of events and tries to filter out as many queries as possible that aren’t useful to Alation.

We suggest starting with this setup and adjusting the sampling later, working with the sampled logs.

To use this option, make sure your Alation service account has the required permissions. If the Alation service account

is a local SQL Server account, it must have the sysadmin role. If an Active Directory account is used, the sysadmin role

is not required.

The SQL Server account (not the Alation service account) must have the read/write access to the directory that stores

the logs.

Note: For reference on extended events, see Quickstart: Extended events in SQL Server in SQL Server

documentation.
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Configuration

1. Grant the Alation service account the VIEW SERVER STATE permission. This is needed as Alation will run

the sys.fn_xe_file_target_read_file command to read the logged .xel files that are created by extended

events. The VIEW SERVER STATE permissions is required to use the command.

USE master;

GRANT VIEW SERVER STATE TO <service_account>;

2. Grant the Alation service account permission to run the stored procedure xp_dirtree. This is needed as Alation

will read the list of logged .xel files that it is going to ingest. This stored procedure lists files in a directory.

USE master;

GRANT EXECUTE ON xp_dirtree TO <service_account>;

3. Create and turn on an extended events session that logs queries. To configure, see Appendix A.1a SQL Server

Extended Events Session Creation for the SQL code. You will need to change the file path to log files and can

optionally change some of the other parameters like the buffer size.

4. When you first turn on the session, monitor it for a few days to see that it is working and assess the volume of log

files. If the volume is small—only a few log files per day—you can edit the extended events SQL code to turn

down or remove the sampling. See the comments in the SQL code.

5. Configure the data source settings in the Alation user interface to point to the files that are being logged. Ensure

that you include the trailing slashes at the end of the path or you will get partial success with the no logs to ingest

warning.

Note: If you run XEvents for SQL Server, enter the file path in the format C:\\Users\\Public\\

Documents\\.
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Option 2: Server Side Trace

Alation can use the server side trace to capture the query history log. By default, the server side trace can log a lot of

unwanted queries like system queries, or backup and maintenance queries that can occupy a lot of disk space. To limit

disk usage, it is important to limit the traced queries to only the important ones that support your use case. For example:

• Model queries from data analysts that can be used for reference and knowledge sharing.

• Queries on a subset of DBs to compute object popularity in a DB.

If filtering doesn’t help limit the size of the query history log, a trace script can be run for a short interval anywhere

from two to four hours to capture a subset of queries.

Refer to Appendix A.1c SQL Server Trace Script for an example trace script. The script should be run directly on the

server.
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Option 3: SQL Profiler

SQL Server environments with light infrequent loads can use the client side profiling with SQL Profiler to capture the

query history log. The following steps show how to to set up query history logging using Profiler.

1. Launch SQL Server Profiler and create a new Template called AlationQueryLog:

2. Click the Events Selection tab and pick the following events:

• Stored Procedures -> SP:StmtCompleted

• TSQL -> SQL:StmtCompleted
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3. For the SP:StmtCompleted and SQL:StmtCompleted events, select the following columns:

• ApplicationName

• CPU

• DatabaseName

• Duration

• EndTime

• LoginName

• NTUserName

• Reads

• RowCounts

• SPID

• StartTime

• TextData

• Writes
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4. Set Filters to log only the important queries (for example, exclude routine maintenance queries). This step is optional.

Click the Column Filters button on the Events Selection tab:

For example, to exclude queries from MaintenanceApp, set the ApplicationName Not Like filter to

MaintenanceApp%.

5. Set filters on other columns as you see fit to limit logging to useful queries only.

6. Save the template.

7. Start a trace using the AlationQueryLog template.

8. Select Save To Table. Select Set maximum rows and define a limit based on the workload in your environment and

the disk space on the server.
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9. Observe the trace and adjust the column filters as needed (after pausing the trace).

10. Set up a job to periodically copy rows from the trace table into another archive table where you maintain history for

three or four days.

11. Grant the SELECT privileges to the Alation database account on the archive table to read query history.

Option 4: SQL Server Audit

Query history information can be captured from the SQL Server Audit database.

Note: Auditing only stores the first 4000 characters of the query in a row. So, a truncated query will be

shown in the query history after QLI if the query has more than 4000 characters.

Note: For specific details about SQL Server Audit, refer to the SQL Server documentation for the relevant

SQL Server version:

• SQL Server Audit (Database Engine)

• CREATE DATABASE AUDIT SPECIFICATION (Transact-SQL)

• SQL Server Audit Action Groups and Actions

Prerequisites

To use SQL Server Audit for QLI in Alation:

1. Create a Server Audit to log query events for Alation QLI. FILEPATH is the path to the directory to store the audit

files:

CREATE SERVER AUDIT test_audit

TO FILE ( FILEPATH =

'C:\Users\Public\Documents\' );
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2. Create a Database Audit Specification that defines which events to audit for Alation. Audit groups specify the

type of queries to be logged:

CREATE DATABASE AUDIT SPECIFICATION test_audit_spec

FOR SERVER AUDIT test_audit

ADD( DATABASE_OBJECT_CHANGE_GROUP),

ADD( SELECT ON DATABASE::db_name BY <role>))

WITH (STATE = ON);

3. Allow some time for users to query the database before performing QLI in Alation. Alation recommends to have

2 to 3 weeks of query history logs in the database for QLI to render meaningful results. Logs will be stored in the

file path you have set up in the .sqlaudit format.

4. To list the files that currently exist in the file path, you can run the following command:

EXEC xp_dirtree 'C:\Users\Public\Documents', 0, 1;

5. Create a QLI View for Alation with the data from the audit files:

CREATE VIEW Alation_QLI_View AS (

SELECT

server_principal_name as userName,

(server_principal_name + '/' + CONVERT(varchar(16), server_principal_

sid)) as SessionId,

statement as queryString,

database_name as defaultDatabases,

duration_milliseconds as seconds,

event_time as sessionStartTime,

event_time as StartTime,

'N' as cancelled

FROM fn_get_audit_file('C:\Users\Public\Documents\*',default,default)

);

6. Grant the SELECT privileges on the created QLI view to the Alation service account.

Other Methods

Alation can also support ingestion from a custom table (not recommended).

Configure QLI in Alation

Table-Based QLI

Provide the view name created for QLI in Option 4: SQL Server Audit section in the Table Name field.
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Custom Query-Based QLI

When you cannot create a table or view, you can use a custom QLI query to perform QLI. Provide the expected query

structure as shown below and click Save:

SELECT

<userNameColumn> AS userName,

<textColumn> as queryString,

<defaultDatabases> AS defaultDatabases,

<sessionIdColumn> AS sessionId,

<sessionStartTimeColumn> AS sessionStartTime,

<StartTimeColumn> AS startTime,

<QueryCancelledColumn> AS cancelled,

<milliSecondsColumn> AS seconds,

FROM <object_name>

WHERE startTime BETWEEN 'STARTTIME' and 'ENDTIME'

ORDER BY sessionId, startTime;

Note: <object_name> can be a view, table or procedure.

Extended Events Method

If Extended Events method is used to ingest query logs in Alation:

1. Select the Use XEvents checkbox.

2. In the Absolute Path on Server field, provide the absolute path of the .xel files on the server. If this field is blank,

the default path C:\Users\Public\Documents\ will be used.

3. In the Prefix of the XEL Files field, provide the prefix of the .xel files. If this field is blank, the default prefix

alation_query_log will be used.

Automated and Manual QLI

Users can either perform query log ingestion manually on demand or enable automated query log ingestion.

1. To perform manual query log ingestion, make sure that the Enable Automated Query Log Ingestion toggle is

Off. Click the Import button to start query log ingestion.

2. To perform the automated query log ingestion, set the Enable Automated Query Log Ingestion toggle to On

and set a schedule in the corresponding fields of the schedule section, specifying the values for week, day, and

time. The next query log ingestion job will run automatically on ths schedule.

Note: Hourly schedule for automated QLI is not supported.
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6.67.6 SQL Server RDS: Query Log Ingestion

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation supports the SQL Server Audit method to log queries for ingestion into Alation.

QLI Setup for SQL Server RDS

Perform the following steps to configure the prerequisites for SQL Server RDS QLI:

1. In the AWS console, go to Amazon RDS > Option groups > Create option group.

2. Provide the values in the following fields and click Create.

• Name

• Description

• Engine

• Major Engine Version

Note: The values of Engine and Major Engine Version must be the same values that were selected

while creating the database.
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3. Go to Option groups and select the newly created option group.

4. Click Add Option and update the following parameters with the values below:

Pa-
rame-
ter

Value

Option Name

Op-

tion

name

SQLSERVER_AUDIT

Amazon S3 Destination

S3

Bucket

Choose the S3 bucket where you want to store the audit log files.

S3

Prefix

(Op-

tional)

Specify a file path prefix without forward slash if you want to store the audit files in a

folder in the bucket.

IAM Role

IAM

Role

Choose the appropriate IAM role which has access to the S3 bucket or select Create a

new role.

Additional Configuration (Optional)

En-

able

com-

pres-

sion

Select the Enable compression checkbox.

En-

able

reten-

tion

Select the Enable retention checkbox.

The retention window value depends on how often you plan to run the stored procedure

that reads the audit logs into the QLI table. If you plan to run the stored procedure once a

day, then set the value to 25 (24 hours + 1 hour for overlap).
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5. Go to RDS > Databases and select the database to which you want to attach the auditing.

6. Associate the option group with the RDS instance. Click Modify > Additional Configuration > Database

options and select the Option group.
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7. Select Apply immediately and click Modify DB Instance. The option group should now be attached to the

database.

Note: Applying immediately will restart the database. If the modification are done immedi-

ately the database will show status as Modifying and it will not be available for a minute till

the status changes to Available.
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Configuration on SQL Server

1. The following permissions must be granted to the user to create the SERVER AUDIT and DATABASE

AUDIT SPECIFICATION:

USE master;

GRANT ALTER ANY SERVER AUDIT TO <user>;

GO

USE <database>;

GRANT ALTER ANY DATABASE AUDIT TO <user>;

GO

2. Run the following script to create the SERVER AUDIT.

Note: The audit name must contain the word alation.

USE [master]

GO

-- FILEPATH is the path to where the audit files will be written

-- It CANNOT be changed for Amazon RDS SQL Server!

/* The predicates are optimized; not using a leading '%' (e.g. %DELETE%)

** is intentional. Add any additional schemas(s) or server principal

** names that you want to filter out.

*/

CREATE SERVER AUDIT [alation_qli_server_audit] TO FILE

( -- do NOT change the file path!

-- do not configure MAX_ROLLOVER_FILES or MAX_FILES

FILEPATH = N'D:\rdsdbdata\SQLAudit\'

,MAXSIZE = 30 MB

,RESERVE_DISK_SPACE = OFF

)

WITH

( QUEUE_DELAY = 10000

-- do not change ON_FAILURE value!

,ON_FAILURE = CONTINUE

)

WHERE

( [schema_name] <> 'sys'

AND

[schema_name] <> ''

AND

[schema_name] <> 'public'

AND

[database_name] <> ''

AND

-- [server_principal_name <> '<insert_name>'

AND

(continues on next page)
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(continued from previous page)

(

[statement] LIKE 'SELECT%FROM%'

OR

[statement] LIKE ';WITH%SELECT%FROM%' OR

[statement] LIKE 'WITH%SELECT%FROM%' OR

[statement] LIKE 'DELETE%' OR

[statement] LIKE 'INSERT%SELECT%' OR

[statement] LIKE 'UPDATE%FROM%' OR

[statement] LIKE 'MERGE%' OR

[statement] LIKE ';WITH%DELETE%' OR

[statement] LIKE 'WITH%DELETE%' OR

[statement] LIKE ';WITH%INSERT%SELECT%' OR

[statement] LIKE 'WITH%INSERT%SELECT%' OR

[statement] LIKE ';WITH%UPDATE%FROM%' OR

[statement] LIKE 'WITH%UPDATE%FROM%' OR

[statement] LIKE ';WITH%MERGE%' OR

[statement] LIKE 'WITH%MERGE%' OR

[statement] LIKE 'CREATE%TABLE%' OR

[statement] LIKE 'CREATE%VIEW%' OR

[statement] LIKE 'ALTER%TABLE%' OR

[statement] LIKE 'ALTER%VIEW%' OR

[statement] LIKE 'DROP%TABLE%' OR

[statement] LIKE 'DROP%VIEW%' OR

[statement] LIKE 'TRUNCATE%' OR

[statement] LIKE 'USE%'

)

);

GO

-- enables the server audit; comment out to not enable it

ALTER SERVER AUDIT [alation_qli_server_audit] WITH (STATE = ON);

GO

3. Run the following script to create the DATABASE AUDIT SPECIFICATION.

Note: The audit name must contain the word alation.

-- insert the DB name for the database

-- you want to audit queries

USE [<insert_your_database_name>]

GO

-- verify the audit specification name contains the work 'alation'

CREATE DATABASE AUDIT SPECIFICATION [alation_qli_database_audit_spec]

FOR SERVER AUDIT [alation_qli_server_audit]

ADD (SCHEMA_OBJECT_CHANGE_GROUP),

ADD (SELECT ON DATABASE::[<insert_your_database_name>] BY [public])

WITH (STATE = ON)

GO
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4. Run the following script in the database to create the stored procedure.

USE [<insert_your_database_name>]

GO

SET ANSI_NULLS ON

GO

SET QUOTED_IDENTIFIER ON

GO

CREATE OR ALTER PROC [dbo].[extract_audit_logs_sp] @ingestionlag SMALLINT =

2

AS

/*** @ingestionlag at minimum should match the alation_conf setting

value

*** alation.query_ingestion.auto_ingestion_lag_days

*** (default value is 2).

*/

DECLARE @filepath_current NVARCHAR(128);

DECLARE @filepath_transmitted NVARCHAR(128);

SET XACT_ABORT, NOCOUNT ON;

SET @ingestionlag = -ABS(@ingestionlag) -- sets lag to negative

number

SET @filepath_transmitted = 'D:\rdsdbdata\SQLAudit\transmitted\

*alation*.sqlaudit'

SET @filepath_current = 'D:\rdsdbdata\SQLAudit\*alation*.sqlaudit'

BEGIN TRY

-- first create table to hold audit logs if doesn't exist

IF OBJECT_ID('dbo.alation_audit_logs','U') IS NULL

BEGIN

CREATE TABLE dbo.alation_audit_logs (

event_time

DATETIME2(2) NOT NULL

,sequence_group_id

VARBINARY(85) NOT NULL

,sequence_number INT

NOT NULL

,[statement]

NVARCHAR(4000) NULL

,server_principal_name NVARCHAR(128)

NULL

,session_id

SMALLINT NOT NULL

,[database_name]

NVARCHAR(128) NULL

,[schema_name]

NVARCHAR(128) NULL

(continues on next page)
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(continued from previous page)

,database_schema

NVARCHAR(128) NULL

,application_name

NVARCHAR(128) NULL

,duration_milliseconds BIGINT

NULL

);

END;

-- drop first index for upcoming INSERT...SELECT min logging

IF EXISTS

(

SELECT 1 FROM sys.indexes

WHERE [object_id] = OBJECT_ID('dbo.alation_audit_logs

','U')

AND name = 'CLIX_audit_logs_seq_id_seq_num'

)

BEGIN

DROP INDEX CLIX_audit_logs_seq_id_seq_num ON

dbo.alation_audit_logs;

END;

-- delete old logs but not those in the ingestion lag

BEGIN

DELETE FROM dbo.alation_audit_logs

WHERE event_time < CAST(CAST(DATEADD(dd,

@ingestionlag, sysutcdatetime()) AS DATE) AS DATETIME2(2));

END

-- delete is done now drop index

IF EXISTS

(

SELECT 1 FROM sys.indexes

WHERE [object_id] = OBJECT_ID('dbo.alation_audit_logs

','U')

AND name = 'NCIX_audit_logs_event_time'

)

BEGIN

DROP INDEX NCIX_audit_logs_event_time ON dbo.

alation_audit_logs;

END;

-- first read the logs from the transmitted folder

BEGIN

INSERT INTO dbo.alation_audit_logs WITH

(TABLOCK) (

event_time

,sequence_group_id

,sequence_number

,[statement]

,server_principal_name

,session_id

,[database_name]

,[schema_name]

,database_schema

,application_name

(continues on next page)
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,duration_milliseconds

)

SELECT

event_time

,sequence_group_id

,sequence_number

,[statement]

,server_principal_name

,session_id

,[database_name]

,[schema_name]

-- fixes issue of non qualified and

partially qualified table names

-- not being resolved

,[database_name] +

CASE

WHEN [schema_name] IS NULL OR

[schema_name] = ''

THEN ''

ELSE ('.' + [schema_name])

END

,application_name

,duration_milliseconds

-- get all the logs with date greater than

max datetime from last extraction

FROM msdb.dbo.rds_fn_get_audit_

file(@filepath_transmitted,default,default)

WHERE event_time > ISNULL((SELECT MAX(event_

time) FROM dbo.alation_audit_logs),'1900-01-01');

END

-- second read logs from the current log file

BEGIN

INSERT INTO dbo.alation_audit_logs WITH

(TABLOCK) (

event_time

,sequence_group_id

,sequence_number

,[statement]

,server_principal_name

,session_id

,[database_name]

,[schema_name]

,database_schema

,application_name

,duration_milliseconds

)

SELECT

event_time

,sequence_group_id

,sequence_number

,[statement]

,server_principal_name

(continues on next page)
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,session_id

,[database_name]

,[schema_name]

-- fixes issue of non qualified and

partially qualified table names

-- not being resolved

,[database_name] +

CASE

WHEN [schema_name] IS NULL OR

[schema_name] = ''

THEN ''

ELSE ('.' + [schema_name])

END

,application_name

,duration_milliseconds

-- get all the logs with date greater than

max datetime from last extraction

FROM msdb.dbo.rds_fn_get_audit_

file(@filepath_current,default,default)

WHERE event_time > ISNULL((SELECT MAX(event_

time) FROM dbo.alation_audit_logs),'1900-01-01');

END

BEGIN

-- add index to speed up query concatenation

CREATE CLUSTERED INDEX CLIX_audit_logs_seq_id_seq_num

ON dbo.alation_audit_logs (sequence_group_id

ASC, sequence_number ASC);

-- for deletes and view optimization datetime index

CREATE NONCLUSTERED INDEX NCIX_audit_logs_event_time

ON dbo.alation_audit_logs (event_time);

END;

END TRY

BEGIN CATCH

IF @@TRANCOUNT > 0 ROLLBACK TRANSACTION -- should not

be > 0

DECLARE @msg NVARCHAR(2048) = ERROR_MESSAGE()

RAISERROR (@msg, 16, 1)

RETURN 1

END CATCH

GO

5. Run the following script to create a VIEW for QLI.

USE [<insert_your_database_name>]

GO

CREATE OR ALTER VIEW alation_qli_view

AS

SELECT

-- the following columns and values are required

cat.server_principal_name as userName,

(continues on next page)
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cat.session_id as sessionId,

cat.event_time as startTime,

TRIM(seq.TextData) as queryString,

cat.duration_milliseconds / 1000 as seconds,

cat.database_name as defaultDatabases,

cat.event_time as sessionStartTime,

'N' as cancelled

FROM dbo.alation_audit_logs cat

-- SQL Server audit stores queries in a NVARCHAR(4000) wide column.

-- Longer queries are broken up and stored with a sequencer. This JOIN

-- puts them back together again before importing into Alation so

-- they don't get discarded.

INNER JOIN (

SELECT sequence_group_id,

STRING_AGG(CONVERT(NVARCHAR(max),statement),'') WITHIN GROUP

(ORDER BY sequence_number ASC) AS TextData

FROM dbo.alation_audit_logs

GROUP BY sequence_group_id

) seq

ON cat.sequence_group_id = seq.sequence_group_id;

-- date range to pull will be controlled by Alation.

-- If manual will be range selected by user, if scheduled will

-- be last import date to ingestion lag date (typically 2 days lag)

GO

Schedule the Stored Procedure

The stored procedure must be scheduled to refresh the table using the following methods:

SSMS SQL Server Agent

Schedule the stored procedure in SQL Server Management Studio, refer to Create a Schedule.

Compose Scheduled Query

Perform the following query in Compose to schedule the stored procedure:

1. In Compose, connect to the Amazon RDS account that will call the stored procedure.

2. Execute the following query:

EXEC [test].[dbo].[extract_audit_logs_sp] @ingestionlag = 2;

3. Schedule the query to not run at the same time the queries are being imported.
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Configure QLI in Alation

Make sure that the Use XEvents checkbox is unchecked as the Extended Events method is not supported.

Connector Settings

Table-Based QLI

Provide the view name created for QLI in Configuration on SQL Server section in the Table Name field.

Custom Query-Based QLI

When you cannot create a table or view, you can use a Custom QLI Query to perform QLI. Provide the expected query

structure as shown below and click Save:

SELECT

-- the following columns and values are required

cat.server_principal_name as userName,

cat.session_id as sessionId,

cat.event_time as startTime,

TRIM(seq.TextData) as queryString,

cat.duration_milliseconds / 1000 as seconds,

cat.database_name as defaultDatabases,

cat.event_time as sessionStartTime,

'N' as cancelled

FROM dbo.alation_audit_logs cat

-- SQL Server audit stores queries in a NVARCHAR(4000) wide column.

-- Longer queries are broken up and stored with a sequencer. This JOIN

-- puts them back together again before importing into Alation so

-- they don't get discarded.

INNER JOIN (

SELECT sequence_group_id,

STRING_AGG(CONVERT(NVARCHAR(max),statement),'') WITHIN GROUP (ORDER BY

sequence_number ASC) AS TextData

FROM dbo.alation_audit_logs

GROUP BY sequence_group_id

) seq

ON cat.sequence_group_id = seq.sequence_group_id

WHERE cat.event_time BETWEEN (STARTTIME) AND (ENDTIME);

Note: For Automated QLI, the stored procedure must be run once before performing the QLI.
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6.67.7 Query Log Ingestion for Azure SQL Managed Instance

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Query log ingestion (QLI) configuration for an Azure SQL Managed Instance data source uses Azure SQL Managed

Instance auditing.

To configure QLI for an Azure SQL Managed Instance (MI) data source, follow the steps below.

Enable Auditing for your Azure SQL MI

Use the steps below to enable auditing for your instance.

1. In Azure portal, go to your storage account.

2. Use the steps in Get started with Azure SQL Managed Instance auditing in Microsoft documentation to create a

container and generate a SAS token.

3. Copy the container URL and the SAS token.

4. Run the following queries, substituting the placeholder values with your actual values:

• <container_URL>—Your storage container URL

• <your_SAS_token>—Your SAS token

• <your_audit_name>—Your QLI audit name

• <your_server_specification>—Your server specification for QLI audit

• <your_db_specification>—Your database audit specification

• <database_name>—Your database name

CREATE CREDENTIAL [<container_URL>]

WITH IDENTITY='SHARED ACCESS SIGNATURE',

SECRET = '<your_SAS_token>';

CREATE SERVER AUDIT [<your_server_audit_name>]

TO URL ( PATH ='<container_URL>' , RETENTION_DAYS = 5 );

CREATE SERVER AUDIT SPECIFICATION <your_specification>

FOR SERVER AUDIT <your_server_audit_name> WITH (STATE=ON);

CREATE DATABASE AUDIT SPECIFICATION <your_db_specification>

FOR SERVER AUDIT [<your_server_audit_name>]

ADD (INSERT, SELECT, UPDATE, DELETE ON DATABASE::[<database_name>] BY

[public]) WITH (STATE = ON);

Important: The query that creates the database-specific audit specification has to be run on all

databases in the data source. For each database you are cataloging, use the appropriate <database_-

name>.

7. Use the following command to enable the server audit:

ALTER SERVER AUDIT [<your_server_audit_name>] WITH (STATE=ON);

6.67. SQL Server OCF Connector 2205

https://learn.microsoft.com/en-us/azure/azure-sql/managed-instance/auditing-configure?view=azuresql


Alation User Guide

8. To test your configuration, run some queries on the database(s) that you have enabled auditing for. After that,

ensure that the .xel audit files have been generated in the container you specified when creating the server audit.

Create View for Table-Based QLI

If you select the table-based QLI option, create a table or a view on your database to retrieve the query history data from.

You will need to specify the name of this view in the Alation user interface when configuring query log ingestion in

your data source settings.

Use the query format below to create a view and flush the query history from the database. Substitute <schema.

alation_qli> with your view name and <qli_URL> with the URL of the folder from which you want to ingest the

query history.

Note: For information about the supported formats of the URL, see QLI URL Format below.

CREATE VIEW <schema.alation_qli> AS

SELECT

server_principal_name AS userName,

event_time AS startTime,

[statement] AS queryString,

session_id AS sessionID,

event_time AS sessionStartTime,

duration_milliseconds AS milliseconds,

'N' AS cancelled,

database_name AS defaultDatabases

FROM sys.fn_get_audit_file('<qli_URL>', default, default);

QLI URL Format

Audit files are created in separate folders for the dates on which audit logs are generated in your storage container. QLI

can be configured to use a specific folder level by using the corresponding format of the audit file URL.

Ingesting Query History from a Specific File

If you want to ingest a specific file only, use the full URL of the file.

Example:

https://test90595.blob.core.windows.net/audit/sqlmanagedtest/master/QLI_AUDIT/2022-07-18/

10_42_36_692_0.xel
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Ingesting Query History for a Specific Date

If you want to ingest query history for a specific date only, you can truncate the full URL to the level of the folder that

corresponds to this date.

Example:

https://test90595.blob.core.windows.net/audit/sqlmanagedtest/master/QLI_AUDIT/2022-07-18/

Ingesting Query History for Multiple Dates

To ingest full query history, you can truncate the URL at the server level. Alation supports partial URL matching.

Example:

https://test90595.blob.core.windows.net/audit/sqlmanagedtest/ or https://test90595.blob.

core.windows.net/audit/sql.

When this format is used, Alation will read all the audit logs from folders under sqlmanagedtest or from folders

starting with sql, which, in this case, are the first three letters of the server name.

Configure QLI in Alation

On the Query Log Ingestion tab, you can select QLI options for your data source and schedule the QLI job if necessary.

You can choose to use table-based or custom query-based QLI.

Configure Table-Based QLI

In the Table Name field, specify the name of the table or view in which the query logs are available. Make sure that

the service account has the permissions to access this table or view. The table name must be provided in the following

format: database.schema.table or database.schema.view.

Custom Query-Based QLI

When for some reason you cannot create a table or view on your database, you can use a custom QLI query to perform

QLI. In the Custom QLI Query field, specify the expected query structure as shown below, substituting <qli_URL>

with the URL of the storage container you created to store the audit files, and click Save.

SELECT

server_principal_name AS userName,

event_time AS startTime,

[statement] AS queryString,

session_id AS sessionID,

event_time AS sessionStartTime,

duration_milliseconds AS milliseconds,

'N' AS cancelled,

database_name AS defaultDatabases

FROM sys.fn_get_audit_file('<qli_URL>', default, default);
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Automated and Manual QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

6.68 SSRS OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the SSRS OCF connector.

6.68.1 SSRS OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for SSRS was developed by Alation and is available as a Zip file that can be uploaded and installed

in the Alation application.

To download the SSRS OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog SSRS as a BI source on Alation on-prem and Alation Cloud Service instances.

It extracts and catalogs such SSRS objects as folders, datasources, datasets, and reports. After the metadata is extracted,

it is represented in the data catalog as a hierarchy of catalog pages under the parent BI source. Alation users can leverage

the full catalog functionality to search for and find the extracted metadata, curate the corresponding catalog pages, create

documentation about the data source, and exchange information about it.
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Team

The following administrators are required to install this connector:

• Alation Administrator:

– Install the connector

– Creates and configures a SSRS data source in the Catalog

• SSRS Administrator:

– Creates a service account for Alation

– Provides access to public folders to extract metadata

– Provides the JDBC URI to access metadata

Scope

The table below shows what features are covered by the connector.

Feature Scope Availabil-
ity

SSRS instance The SSRS instance represented as a BI source Yes

Folders Folders and sub-folders in SSRS Yes

Filter folders Ability to include or exclude certain folders Yes

SSRS reports and paginated re-

ports

Reports and paginated reports in a folder Yes

SSRS reports from different fold-

ers

Reports that are created from datasets from different folders Yes

SSRS report object data sources Datasets used by report objects Yes

Datasource object lineage Lineage of the datasource objects Yes

Report object lineage Lineage of a report to a datasource object Yes

SSRS dashboards Dashboards in a folder Yes

SSRS datasets Datasets Yes

Datasets without reports Datasets which does not have reports Yes

Dataset fields Fields of datasets Yes

Report owner Owners or authors who created a report Yes

Image previews Ability to preview thumbnail images of reports and dashboards Yes

Popularity Popularity of dashboards & reports. SSRS API does not provide

this info

No

Folder description Description of a folder Yes

Filter reports Ability to include or exclude certain reports. No

SSRS Object Hierarchy

The following diagram shows the hierarchy of SSRS objects and how they are cataloged in Alation:
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SSRS API Endpoints

The following table lists the SSRS APIs used by this connector to extract metadata from SSRS:

Type API Endpoint Description

Folder ListChildren Projects metadata extraction

Datasource ListChildren Datasource extraction

Reports, Sub Reports(Dashboards) ListChildren GetItemDefinition Report extraction

Dataset ListChildren GetItemDefinition Dataset extraction

Report preview(Image) LoadReport SetExecutionParameters Render Preview extraction

6.68.2 SSRS OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prerequisites

Ports

Make sure that the connector can access ports ports 80 (HTTP) and 443 (HTTPS) are available for SOAP API

communication on the SSRS server.

Service Account

Perform the steps in the following sections to create a service account and assign it the required roles.
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Create a Windows User

Create a Windows user account for SSRS. For details, refer to Microsoft Account in Microsoft documentation.

Assign Roles

Perform the following steps to assign the requried roles to the Windows user:

1. Log in to the SSRS web portal with the Administrator account.

2. Go to Settings > Site Settings.

3. On the Security tab, click Add group or user.

4. In the Group or user field, type the Windows user name and select the System User role. Click Ok.

5. Go to Home > Manage Folder.

6. On the Security tab, click Add group or user.

7. In the Group or user field, type the Windows user name and select the Browser role. Click Ok.
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8. Navigate to the folder that you want to provide access. Go to Manage Folder > Security tab and

click Use same security as parent folder.

Setup SSL with SSRS

Perform the following steps to set up SSL with SSRS:

Note: This configuration is required only if SSL authentication is used.

Generate a Self-Signing Certificate using Powershell

1. Run the nslookup command for SSRS instance IP. From the result, note down the dns-name.

nslookup command example - nslookup 10.12.9.76 Dns-name example - ip-10-12-9-76.

alation-test.com

2. Run the following command. Replace the dns-name parameter with the dns-name generated in the previous

step.

New-SelfSignedCertificate -CertStoreLocation cert:\LocalMachine\my -dnsname {dns-

name}

$pwd=ConvertTo-SecureString "password1" -asplainText -force

$file="C:\temp\ssrs_cert.pfx" # ensure folder C:\temp exists

Export-PFXCertificate -cert cert:\LocalMachine\My\<Thumbprint produced during first

command> -file $file -Password $pwd

Import-PfxCertificate -FilePath $file cert:\LocalMachine\root -Password $pwd
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Configure the Web Service URL

1. Open Reporting Services Configuration Manager and click Connect.

2. On the Web Site URL tab, click the HTTPS Certificate drop-down box and select the certificate you installed.

Click Apply.
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Update Authentication Configuration for Report Server

1. Locate and open the rsreportserver.cofig file from the SSRS folder on the machine that has SSRS installed.

2. Make the following changes in the rsreportserver.cofig and restart the report server.

• Change Authentication type from the default RSWindowsNTLM to RSWindowsBasic

• Set RSWindowsExtendedProtectionLevel property to allow

• Set RSWindowsExtendedProtectionScenario to Direct

<Authentication>

<AuthenticationTypes>

<RSWindowsBasic/>

</AuthenticationTypes>

<RSWindowsExtendedProtectionLevel>allow</

RSWindowsExtendedProtectionLevel>

<RSWindowsExtendedProtectionScenario>Direct</

RSWindowsExtendedProtectionScenario>

<EnableAuthPersistence>true</EnableAuthPersistence>

</Authentication>
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Export Certificate

1. Go to Control Panel > Manage computer certificates.

2. Select the certificate at Personal/Certificates.

3. Right click on the certificate and select All Tasks > Export.
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4. Click Next.

5. Select the option No, do not export the private key and Click Next.
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6. Make sure that the DER encoded binary X.509 (.CER) is selected and click Next.
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7. Select a location to save the certificate and click Next.

8. Click Finish.

Important: Make sure your firewall is set to allow incoming connections on port 443.

JDBC URI

BI Server URI Format

<Host or IP_Name>:<Port>/Report_Manager_Virtual_Directory_Name

Note: Port number must be included in the URI only if any custom port is used apart from the default ports 80 or 443.

Example:

http://10.13.81.180/reports
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BI Connection URI Format

<Host or IP_Name>:<Port>

Note: Port number must be included in the URI only if any custom port is used apart from the default ports 80 and 443.

Example:

http://10.13.81.180

Installation

Step 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.
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Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Step 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click BI Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

The name of this connector is SSRS OCF.
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Access

Configure Access

Applies from release 2023.3.5

On the Access tab, set the BI source visibility as follows:

• Public BI Server—The BI source will be visible to all users of the catalog.

• Private BI Server—The BI Source will be visible to users that have been assigned the BI

Server Admin or Viewer role. It will be hidden for all other users.

You can add more BI Admins or Viewers in the BI Server Admins section if required.

For more information, see Configure Access to OCF BI Sources

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.
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Application Settings

Specify Application Settings if applicable. Save the changes after providing the information by clicking Save.

Parameter Description

Enable Raw Dump or Replay The options in this drop list can be used to dump the

extracted metadata into files in order to debug extraction

issues before ingesting the metadata into Alation. This

feature can be used during testing in case there are is-

sues with MDE. It breaks extraction into two steps: first,

the extracted metadata is dumped into files and can be

viewed; and second, it can be ingested from the files into

Alation. It is recommended to keep this feature enabled

only if debugging is required.

• Enable Raw Metadata Dump: Select this op-

tion to save extracted metadata into a folder

for debugging purposes. The dumped data

will be saved in four files (attribute.dump, func-

tion.dump, schema.dump, table.dump) in folder

opt/alation/site/tmp/ inside Alation shell.

• Enable Ingestion Replay: Select this option to in-

gest the metadata from the dump files into Alation.

• Off : Disable the Raw Metadata Dump or Replay

feature. Extracted metadata will be ingested into

Alation.

Disable Automatic Lineage Generation Select the Disable Automatic Lineage Generation

checkbox to skip the creation of automatic Lineage af-

ter extraction. When automatic Lineage generation is

disabled, during extraction Alation does not calculate

Lineage data for this BI source.

For more information, see Disable Automatic Lineage

Generation.

Disable Permission Enforcement Not applicable. Leave the default setting (selected).

Disable Certification Not applicable. Leave the default setting (selected).

Server URI Provide the Server URI to access the SSRS server from

the catalog page. Refer BI Server URI Format.

Connector Settings

Server Connection

Populate the BI source connection information and save the values by clicking Save in this section.
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Parameter Description

Data Source Connection

JDBC URI Specify the URI in the required format.

Note:

Report manager virtual directory name is not required for this URI which will be used for

extraction.

Username Specify the service account username.

Password Specify the service account password.

Extract SQL Server

Reporting Services

(SSRS) Version

Specify the SSRS version. The default version supported is 2019.

Report Server Virtual

Directory

Specify the report server virtual directory name. The default value is ReportServer.

Additional Settings

Enable SSL Certifica-

tion

Enable or disable SSL authentication by selecting or clearing the Enable SSL Certification

checkbox.

If the Enable SSL Certification checkbox is enabled, upload the SSL certificate using the

upload link below this checkbox.

Report Manager Vir-

tual Directory

Specify the report manager virtual directory name. The default value is Reports.

Enable Preview Ex-

traction

Enable or disable preview extraction by selecting or clearing the Enable preview extraction

checkbox.

Note:

If the preview extraction is enabled it will eventually increase the MDE time.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Application Settings

Not applicable.

Obfuscate Literals

Obfuscate Literals — Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.
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Test Connection

Under Test Connection, click Test to validate network connectivity.

Extraction Settings

Selective Extraction

Under Selective Extraction, you can select the projects to include or exclude from extraction. Selective extraction

settings are used to apply a filter to include or exclude a list of projects.

To configure selective extraction:

1. Enable the Selective Extraction toggle if you want only a subset of projects to be extracted.

2. Click Get List of Projects to first fetch the list of projects. The status of the Get Projects action will

be logged in the Extraction Job Status table at the bottom of the Metadata Extraction page.

2. When project synchronization is complete, a drop-down list of the projects will become enabled.

3. Select one or more projects as required.

4. Check if you are using the desired filter option. Available filter options are described below:

Filter Option Description

Extract all Projects ex-

cept

Extract metadata from all projects except from the selected

projects.

Extract only these

projects

Extract metadata only from the selected projects.

5. Click Run Extraction Now to extract metadata. The status of the extraction action is also logged in

the Job History table at the bottom of the page.

Note: Once you have extracted, if you notice any mismatch between the folders in the SSRS instance and in Alation,

make sure that your connector is updated to version 1.2.0.

Automated and Manual Extraction

If you wish to automatically update the metadata extracted into the Catalog, under Automated and Manual Extraction,

turn on the Enable Automated Extraction switch and select the day and time when metadata must be extracted. The

metadata extraction will be automatically scheduled to run on the selected schedule.
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Troubleshooting

Refer to Troubleshooting.

Migration from Native to OCF

You can migrate your existing SSRS BI source that is cataloged using the built-in (GBMv1) connector for SSRS to the

SSRS OCF connector.

Prerequisites

1. Before you begin the migration, make sure you do the Alation backup to restore back to the last working stage

incase of migration failure.

2. Make sure you have the SSRS migration scripts provided by Alation with the connector zip file. For Alation

version < 2022.4, contact Alation Support for the migration scripts.

3. Install the SSRS OCF connector. Do not configure the new BI source as the migration script supplied by Alation

will migrate the native (GBMv1) BI source to OCF BI source.

4. Find out the ID of the BI source you want to migrate. See How to Find Data Source ID.

Migration

Perform the following steps:

1. Copy the migration scripts provided by alation to the tmp directory. Substitute the placeholder

<ssh-user>@{alation-instance-ip} with the actual value.

scp copy_ssrs_gbmv1_logical_data_to_ocf.py <ssh-user>@{alation-instance-ip}:/

tmp

scp taskserver.py <ssh-user>@{alation-instance-ip}:/tmp

2. Use SSH to connect to the Alation server.

3. Stage the migration scripts in the one_off_scripts directory.

sudo cp /tmp/copy_ssrs_gbmv1_logical_data_to_ocf.py /opt/alation/alation/opt/

alation/django/rosemeta/one_off_scripts

sudo cp /tmp/taskserver.py /opt/alation/alation/opt/alation/django/bi_metadata/

models/bi_server/strategies/v2

4. Enter the Alation shell and navigate to one_off_scripts directory.

sudo /etc/init.d/alation shell

sudo su alation

cd opt/alation/django/rosemeta/one_off_scripts/

5. Run the command given below to find out the ID of the OCF connector that will be used for this

migration:

alation_ypireti list --fields id name
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This command returns a list of IDs and names of the OCF connectors that are currently running

on the Alation host. Locate the ID of the connector that you need.

6. Run the migration scripts using the following command. Substitute the placeholders {Native(GBMv1)

SSRS Datasource Server Id}, {SSRS OCF Connector Id} with actual values.

python copy_ssrs_gbmv1_logical_data_to_ocf.py --source_id {Native(GBMv1) SSRS

Datasource Server Id} --id {SSRS OCF Connector Id} --confirm

Example:

[root@df33fe74ea7f one_off_scripts]# python copy_ssrs_gbmv1_logical_data_to_o

cf.py --source_id 2 --id 1 --confirm

7. Run full metadata extraction for folder hierarchies and to view the parent to child relationship of the

folders. The full extraction is required as the parent to child relationship of the folders is not supported

in the native connector.

6.69 Starburst Trino OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for Starburst Trino.

6.69.1 Starburst Enterprise (Trino) OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

December 13, 2023

Starburst Enterprise (Trino) OCF Connector: Version 1.3.1

Compatible Alation Version - 2022.4 or higher
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Enhancements

JDBC Driver Upgrade

The JDBC driver for Starburst OCF connector is upgraded from trino-jdbc-380.jar to trino-jdbc-430.jar.

Support for New Starburst Enterprise Version

Starburst OCF connector now supports the new Starburst Enterprise version 413-e LTS.

Note: Alation will continue to support the Starburst Enterprise (Trino) version 380-e LTS (EOL version).

6.69.2 Starburst Trino OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF Connector for Starburst Trino was developed by Alation and is available on demand as a Zip file.

To download the Starburst Trino OCF connector package, go to the Alation Connector Hub available from the Customer

Portal. Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector can be used to catalog Starburst Trino assets in Alation. The connector catalogs such objects as schemas,

tables, columns, and views. It enables end-users to search and find Starburst Trino objects from the Alation user interface.

Team

You will need the assistance of your DBA to configure this data source.

Starburst Trino administrator:

• Creates a service account for Alation and grants it the privileges for metadata extraction (MDE), sampling and

profiling, and query log ingestion (QLI).

• Provides a JDBC URI to access metadata.

• Provides authentication information for Kerberos authentication.

• Provides the SSL certificate.

Alation Server Admin:

• Installs the connector.

• Creates and configures a Starburst Trino data source.

• Tests the connection and performs extraction, preparing the data source for catalog users.

6.69. Starburst Trino OCF Connector 2227



Alation User Guide

Scope

The table below lists the catalog functionality supported by the connector.

Feature Scope Availability

Authentication

Basic authentication Authentication with a service ac-

count created on the database that

uses a username and password

Yes

LDAP Authentication with a database ser-

vice account that is an LDAP account

in an organization’s network

No

SSL Database connection over SSL Yes

Kerberos Support for Kerberos authentication Yes

Keytab Support for Kerberos with keytabs Yes

SSO SSO authentication via an identity

provider application

No

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

No

Extracted metadata objects

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments

• Source comments for table ob-

jects are not extracted.

• Source comments for column

objects are extracted.

• Comments can’t be added for

schemas (not supported in

(Trino)

Yes

Primary keys Primary key information for ex-

tracted tables

No

Foreign keys Foreign key information for extracted

tables

No

Functions Function metadata No

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

continues on next page
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Table 42 – continued from previous page

Feature Scope Availability

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on

a table or view that contains query

history data

Yes

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

** View SQL is not extracted during

MDE. As a result, lineage informa-

tion will not be available for views

ingested during MDE. Lineage for

views will be available from ingest-

ing DDL queries during QLI or from

Compose.

Yes**

Direct lineage Direct lineage relies on metadata ex-

traction (MDE) and does not require

query log ingestion (QLI).

No

Compose

Customer-managed (on-prem) Ala-

tion instances

Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose with Agent is supported

from connector version 1.1.0.4553.

Yes

Basic authentication in Compose Authentication in Compose with

username and password of a user ac-

count

Yes

SSO authentication in Compose Authentication in Compose with

SSO credentials

No
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Limitations

• Kerberos authentication is not supported in Compose (Compose is not available for a kerberized database).

• Custom query-based metadata extraction is currently not supported for this data source.

• The profiling query templates for profiling numeric and non-numeric columns on the Custom Settings tab of the

data source Settings page are currently not supported for this data source.

6.69.3 Starburst Trino OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Configuration

• Open the inbound TCP port that corresponds with the port you have configured in Starburst Trino.

For example, 8080 for an HTTP connection, 443 for TLS-enabled clusters, or 7778 if the database

uses Kerberos authentication.

SSL Certificate

To configure the connection over SSL, obtain the SSL certificate file for your Starburst Trino server. You will need to

upload the SSL certificate when configuring your data source in Alation.

Service Account

Create a user with Starburst Trino:

• Create a user for the Alation service account.

• Create a role for the Alation service account:

CREATE ROLE <alation_role>;

• Grant the role to the user:

GRANT <alation_role> TO USER <alation>;

Permissions for Metadata Extraction

Grant the role <alation_role> permissions for these system schemas:

• system.jdbc.schemas

• system.jdbc.catalogs

• system.jdbc.table_types

• system.jdbc.tables

• system.jdbc.columns
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SQL examples

GRANT SELECT TO <alation_role>;

GRANT USAGE ON SCHEMA system.jdbc.schemas TO <alation_role>;

GRANT USAGE ON SCHEMA system.jdbc.catalogs TO <alation_role>;

GRANT USAGE ON SCHEMA system.jdbc.table_types TO <alation_role>;

GRANT USAGE ON SCHEMA system.jdbc.tables TO <alation_role>;

GRANT USAGE ON SCHEMA system.jdbc.columns TO <alation_role>;

Permissions for Profiling

To perform table and column sampling and column profiling, the service account needs the SELECT permissions on the

tables that need to be profiled, for example:

GRANT SELECT ON <database>.<schema_name>.<table_name> TO ROLE <alation_role>;

Permissions for Query Log Ingestion

Permissions for Query Log Ingestion (QLI) depend on the type of QLI you will be configuring:

• For table-based QLI, the service account must have the SELECT permission for the QLI view.

• For custom query-based QLI, the service account must have the SELECT permission for the system.runtime.

queries table, with GRANT OPTION:

GRANT SELECT ON system. runtime.queries TO ROLE <alation_role> WITH GRANT

OPTION;

Find more information about QLI, see Query Log Ingestion.

JDBC URI

The JDBC URI can include a specific catalog name. If it’s included, then Alation will only extract schemas from that

specific catalog. If the URI does not include a catalog name, Alation will extract schemas from all catalogs.

Note: The ability to extract schemas from a specific catalog is available from connector version 1.2.6.

Format

Extract Schemas from All Catalogs

jdbc:trino://host:port

Example

trino://ip-10-13-82-39.alation-test.com:8080
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Extract Schemas from One Catalog

jdbc:trino://host:port/catalog_name

Example

trino://ip-10-13-82-39.alation-test.com:7778/hive

Authentication

The OCF connector for Starburst Trino supports basic authentication and authentication via Kerberos.

Basic Authentication

Basic authentication requires the username and password of the Service Account you created for Alation.

Kerberos Authentication

If your database is kerberized, prepare the following information and files:

• Username and password of the service account

• Kerberos configuration file (krb5.conf)

• The keytab file if keytabs are used

• Trino coordinator Kerberos service name

• Kerberos Principal

Connection Over SSL

The OCF connector for Starburst Trino supports SSL connections. You will need to obtain the SSL certificate for your

database and upload it in the settings of the data source you create in Alation (see Application Settings below).

Connector versions older than 1.2.4 only support the .cer certificate format. Convert the .jks file into .cer before

uploading in Alation.

Connector versions 1.2.4 and newer, support the .jks format, but not .cer.

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.
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2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Starburst Trino OCF connector.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab.

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.
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Connector Settings

Populate the data source connection information and save the values by clicking Save in this section.

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Enable Kerberos au-

thentication

Select this checkbox if using Kerberos authentication and upload the krb5.conf file using

the upload link under the checkbox.

Use keytab Select this checkbox if using keytabs and upload the keytab file for the service account using

the upload link under the checkbox.

Trino coordinator

Kerberos service

name

If using Kerberos authentication, provide the name of your Trino coordinator service.

Enable SSL Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link

below.

Truststore password Specify the password for the SSL certificate.

The password will be deleted if the data source connection is deleted.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > Starburst Trino OCF connector.

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.
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Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Sampling and Profiling

Alation supports a number of ways to retrieve data samples and column profiles. For details, see Configure Sampling

and Profiling for OCF Data Sources.

Column Profiling Queries for Starburst

Alation uses these default queries for deep column profiling of the Starburst data source. You can customize them to

better suit your needs. If using these examples, provide a value instead of the placeholder <limit>.

Numeric Data Types

SELECT

MIN({column_name}) AS Minimum,

MAX({column_name}) AS Maximum,

AVG({column_name}) AS Average,

APPROX_PERCENTILE(CAST({column_name} AS double),0.5) AS Median,

SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END) AS "#NULL",

(100.0 * (COUNT(*) - COUNT({column_name})) / NULLIF (COUNT(*),0)) AS "%NULL"

FROM {table_name} LIMIT <limit>

Non-Numeric Data Types

SELECT

SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END) AS "#NULL",

(SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END) / COUNT(*)) * 100 AS "%NULL"

FROM {table_name} LIMIT <limit>
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Query Log Ingestion

A Starburst Trino OCF data source supports table-based or query-based QLI:

• Table-Based QLI—You will need to create a view on top of the system table that stores query history. Alation

will query the view to retrieve query information into the catalog.

• Custom query-based QLI—If you cannot create the QLI view due to access restrictions or other reasons, you can

bring in query history by querying the system table directly.

Table-Based QLI

Create the QLI View

On Starburst Trino, create a view on top of the system table system.runtime.queries to store query history. Grant

the Alation service account the SELECT permissions for this view.

Note: If the JDBC URI you provided in Alation includes a catalog name, then the connector will apply the

catalog filter when querying the view and only retrieve query history for the source that equals the catalog

name in the URI.

CREATE OR REPLACE VIEW <view_name> AS

SELECT

user,

query,

source,

created,

started,

"end",

query_id,

state

FROM system.runtime.queries

WHERE state = 'FINISHED';

Configure Table-Based QLI in Alation

To configure table-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF Starburst Trino data source.

2. Under Connector Settings > Query Extraction, specify the name of the QLI view in the Table Name field.

Important: Use the format schema_name.view_name.

3. Click Save.
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Custom Query-Based QLI

If you cannot create the view for QLI due to access restrictions, you can use a custom QLI query to extract query history

into Alation. The template for the QLI query is given below. You can customize the template by adding, removing, or

changing the filter, but the columns and their aliases must remain as is since Alation expects this query structure.

To use query-based QLI, ensure that the service account has the SELECT permission with GRANT OPTION for the

system table system.runtime.queries. See an example in Permissions for Query Log Ingestion.

QLI Query Template

When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE filter.

These parameters are not actual column names and should stay as is. They are expected by the connector and will be

substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on

schedule.

SELECT

user AS userName,

query AS queryString,

source AS defaultDatabases,

False AS sessionId,

created AS sessionStartTime,

started AS startTime,

False AS cancelled,

date_diff('second',"started", "end") AS seconds,

query_id AS sequence

FROM system.runtime.queries

WHERE state ='FINISHED'

AND started BETWEEN timestamp STARTTIME AND timestamp ENDTIME;

Configure Query-Based QLI in Alation

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF Starburst Trino data source.

2. Under Connector Settings > Query Extraction, specify the QLI query in the Custom QLI Query field.

3. Click Save.

Run QLI Manually

To perform QLI manually on demand:

1. On the Query Log Ingestion tab of the Settings page of your OCF data source, under Automated and Manual

Query Log Ingestion, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

2. Specify the desired date range using the Date Range calendar widgets. The start and end dates are specified

separately.

3. Click the Preview button to preview the queries that will be ingested. This will run a preview job that will fetch a

subset of the queries based on your QLI configuration. The result will be displayed as a table.

4. Click the Import button to run QLI manually. This will run a query log ingestion job.
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View Job Status

The status of preview or QLI jobs will be logged in the Query Log Ingestion Job Status table at the bottom of the

page. In this table, click the status link or the View Details link for a job to view the details on the progress of this job.

Schedule QLI

To schedule QLI :

1. On the Query Log Ingestion tab, under Automated and Manual Query Log Ingestion, enable the Enable

Automated Query Log Ingestion toggle.

2. In the Automated Query Log Ingestion Time panel that will appear, specify values for the job recurrence and

time. The values are set in your local time.

Note: The hourly schedule for automated QLI is not supported.

The next QLI will run on the schedule you set.

Lineage

Lineage information will be generated automatically during query log ingestion (QLI) and when users run Data Definition

Language queries in Compose, such as CREATE VIEW or CREATE OR REPLACE VIEW.

Note: View SQL is currently not extracted during metadata extraction.

Troubleshooting

Refer to Troubleshooting.

6.70 Tableau OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the OCF connector for Tableau.

6.70.1 Tableau OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation
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February 28, 2024

Tableau OCF Connector: Version 1.8.0

Enhancements

Docker CIS Benchmark Compliance

Tableau OCF connector versions 1.8.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

January 10, 2024

Tableau OCF Connector: Version 1.7.1

Enhancements

Tableau OCF Displays SQL Queries

Tableau OCF connector now displays SQL queries for custom SQL-based Tableau datasources. For detail, see Tableau

OCF Connector.

Fixed Issues

Extraction for Multiple Sites Results in Missing Metadata

When extracting from multiple sites, the metadata extraction results in Tableau API failures, NullPointerException, and

missing metadata.

Connections to Tableau Remain Open

The Tableau OCF connector fails to close the connections to Tableau.

Connector Initiates Duplicate API Calls

The Tableau OCF connector initiates duplicate API calls to fetch metadata.
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Connector Fails to Stop Upon Encountering a Fatal Error

When the Tableau server is under maintenance, the MDE becomes unresponsive.

Permission Mirroring Issues

Permission mirroring issues related to site administrator and non-administrator Tableau users are now fixed.

6.70.2 Tableau OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Tableau OCF connector was developed by Alation and is available as a Zip file that can be uploaded and installed in

Manage Connectors.

To download the Tableau OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog Tableau Server or Tableau Cloud as a BI source in Alation. It extracts Tableau

objects such as sites, projects, workbooks, views (worksheets, dashboards), fields, data sources, data source fields,

databases, and tables. Users will be able to find Tableau metadata using the Search features, curate Tableau object pages,

and understand the business transformation (lineage) of their data from the Alation user interface.

Note: For Alation Cloud Service customers, Alation offers additional capabilities with the Tableau OCF

connector. See Alation Anywhere for Tableau for more details.

Team

The following administrators are required to install this connector:

• Alation Server Admin

– Installs the connector

– Creates a Tableau BI source

– Provisions Alation API tokens

• Tableau user with the site administrator role

– On Tableau Server, enables the Metadata API

Note: On Tableau Online, this API is enabled by default.

– Provides host and authentication information
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Scope

The table below lists the features available with this connector:

Feature Description Tableau Server Tableau Online

Authentication

Basic authentication Authentication to Tableau using a service

account (username and password)

✓ x

SSL Authentication using the SSL protocol ✓ ✓

Personal access token Authentication with a personal access token ✓ ✓

Active Directory Authentication with Active Directory as the

identity store

✓ ✓

LDAP, MFA, SAML LDAP, MFA, or SAML authentication x x

Extracted metadata objects

Sites Catalog sites ✓ ✓

Site filtering Ability to include or exclude specific sites ✓ ✓

Projects Catalog projects in a site ✓ ✓

Project filtering Ability to include or exclude specific

projects

✓ ✓

Workbooks Catalog workbooks ✓ ✓

Dashboards and re-

ports

Catalog reports (views)—sheets and dash-

boards

✓ ✓

Tableau stories and

flows

Ability to catalog tableau stories and flows x x

Report filtering Ability to include or exclude specific reports x x

Report columns Catalog dimensions, measures, and measure

expressions

✓ ✓

Report owner Owner or author who created the report ✓ ✓

Data sources or Pub-

lished data sources

Catalog published data sources used in re-

ports

✓ ✓

Embedded Data

sources or Unpub-

lished data sources

Catalog unpublished or embedded data

sources used in reports

✓ ✓

Data source columns Catalog data source columns (fields) ✓ ✓

Databases and tables Extract information about databases and ta-

bles used as data sources

✓ ✓

Users Extracts users that have the same username

in Tableau as they do in Alation

✓ ✓

Permissions Extract read permissions information for

Tableau objects

✓ ✓

Applications Catalog applications x x

Dataflows Catalog dataflows x x

Datasets Catalog datasets ✓ ✓

Source comments Catalog source comments (descrip-

tions)—available from Alation version

2022.3

Source comments are supported for projects,

workbooks, published data sources, report

columns, and data source columns

✓ ✓

continues on next page

2242 Chapter 6. Open Connector Framework



Alation User Guide

Table 43 – continued from previous page

Feature Description Tableau Server Tableau Online

Owner Owner or author who created a workbook,

view, data source, or project. The Owner

value is extracted from connector version

1.5.0.

Note: Project owner value is extracted

from connector version 1.6.1

✓ ✓

Alation catalog features

Metadata extraction Ability to extract the metadata ✓ ✓

Extract image pre-

views

Ability to show a thumbnail image of work-

books and reports

✓ ✓

Report lineage Ability to auto-generate lineage for reports.

Alation Version 2023.1.1 and connector ver-

sion 1.4.0 or newer supports column-level

lineage.

✓ ✓

Report popularity Display the popularity value for extracted

report objects

✓ ✓

Workbook popularity Display the popularity value for extracted

workbooks

✓ ✓

Security replication Replicate access control to reports and dash-

boards (permission mirroring)

✓ ✓

Multi-domain user ex-

traction

Extract permission information for users in

different domains

✓ ✓

Tableau Object Mapping

The following diagram shows how extracted Tableau objects map onto Alation objects:
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Popularity

Report Popularity :

• Report Popularity in Alation is calculated using the “Views“ column in Tableau UI (as shown in the

image). Views in Tableau is the number of the times a View or a Sheet was viewed by a user.

• Popularity of a view(calculated within a workbook) is calculated as [ (View-count of the view)/(View-

count of the view with maximum view-count in the workbook) ] * 100.

• View popularity in Alation

• View counts in Tableau
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Workbook popularity:

• Workbook popularity is supported from Tableau OCF Connector version 1.6.8.

• The view count of workbook in Tableau is calculated as the sum of the view counts of the individual

view within the workbook.

• Popularity of a workbook(calculated within a project(project-level)) is calculated as [ (View-count of

the workbook)/(View-count of the workbook with maximum view-count in the project) ] * 100.

• Workbook popularity in Alation

• Workbook view counts in Tableau
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Display the SQL Query Under the Connections Tab for CustomSQL-Based Data Source

• Extracting and displaying the SQL query that references a DatabaseTable or BIConnection is supported from

Tableau OCF Connector version 1.7.1

• If the table or connection is referenced in multiple SQL queries, all the SQL queries will be is displayed.

• The SQL query is displayed under the Connections tab of the BI Source catalog page in Alation.

• Supported RDBMS data sources are SQL Server, PostgreSQL, MySQL, Oracle, and Snowflake. Cross-System

Lineage is supported for all the supported RDBMS data sources except Snowflake.

– For Snowflake, the Metadata API does not return a database hostname which is required by the

Lineage-Service to generate Cross-System Lineage.
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– The table names used in the custom SQL queries must be fully qualified. Example - <schema_-

name>.<table_name> OR <database_name>.<schema_name>.<table_name>.

– If the table names are not fully qualified, TMP will be displayed on the RDBMS table or Cross-

System Lineage generation will be failed.

– Custom SQL query for Postgres with schema in the query.

– Custom SQL query for Postgres without schema in the query.
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– Column-Level-Lineage is not supported for CustomSQL-based Data Sources. This is a limitation

in the Tableau Metadata API, which does not return the database table or connection column.

6.70.3 Tableau OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Tableau OCF connector can be used to catalog objects from Tableau Server or Tableau Cloud. Follow these steps to

perform the required configuration on the Tableau side and in Alation.

Prerequisites

Enable Metadata API for Tableau Server

Refer to Enable metadata-services. Enabling Metadata API may take up to 48 hours depending on the volume of

metadata.

Note: The Metadata API is enabled by default for Tableau Cloud.

Enable Sensitive Lineage Data Setting

In Tableau:

1. Go to Site Settings > General > Sensitive Lineage Data.

2. Make sure that Show complete lineage (default) is selected.

Note: If this option is not selected, some Tableau objects will not be extracted.

This setting is applicable for both Tableau Server and Tableau Cloud.
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Required Information

URI

Use the URL of Tableau Server or Tableau Cloud.

Example: https://tableau2021.alationcatalog.com

Site ID

A site ID is the text after the #/site/ part of the URL of a Tableau page, in front of the next slash. In the example

below Sales is the site ID:

https://prod-useast-a.online.tableau.com/#/site/Sales/explore

You can specify multiple site IDs separated with commas.

Tableau Server

The Tableau Server site ID information is used for authentication. You can provide a single valid site ID and the

connector will discover all the other sites that the service account has access to. If the field is left empty, the connector

will use the default site.

Tableau Cloud

For Tableau Cloud, Alation will only extract metadata from the sites with the IDs you have specified. If the field is left

empty, the test connection will fail and no metadata will be extracted.

SSL Certificate

If connecting over SSL, obtain the SSL certificate. It will need to be uploaded in the Tableau BI source settings in

Alation.

Authentication

The Tableau OCF connector requires a service account with site administrator privileges. Authentication can be

configured on the BI source Settings page.

The following authentication types are supported by Alation:

• Basic authentication with a username and password

Note: Basic authentication is supported only on Tableau Server.

• Personal access token

– Each token can only be used for a single metadata extraction. If the token is used for multiple extractions in

parallel, only the first extraction will work; for others an authentication error message will be displayed.

The Tableau OCF connector does not support SSO authentication to Tableau.
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Note: For Tableau Cloud, if multi-factor authentication (MFA) is enabled, personal access token authenti-

cation is the only choice.

Authentication with Active Directory

Authentication with Active Directory is supported through basic authentication (username and password). Use the

following format for the username when configuring the Tableau BI source settings in Alation:

• For Username, use domain_name\ADusername, where ADusername stands for the Active Directory username.

• For Password, use the Active Directory password of the Active Directory username.

Extracting User Permissions Information from Multiple Domains

When permissions mirroring is enabled for a Tableau BI data source, Alation can extract user permissions information

from multiple domains. To make extraction from multiple domains possible, perform the following configuration in

Tableau and Active Directory:

• In Active Directory, make sure that the domains you will extract from have bi-directional trust with the AD server

that has Tableau installed. Users must be able to log into the Tableau instance using the credentials from another

AD server.

• Ensure that the Active Directory groups are imported and set up in Tableau.

Configuration in Alation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New BI Server Source

This configuration requires the role of Server Admin.

To add a new BI server source:

1. Log in to the Alation instance.

2. From the Apps menu on top right, select Sources. The Sources page will open.

3. On the upper right, click Add and in the list that opens, select BI Server. The Register a Business Intelligence

Server screen will open.

4. From the Select a Business Intelligence Server type list, select the OCF connector for Tableau. The connector

name appears in this list only after it was installed.
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5. Specify a Title and a Description (optional) for your Tableau OCF BI source.

4. Click Add. You will be navigated to your new BI Server source Settings page.

Configure Tableau OCF BI Source

Perform the configuration. Save the values in each section of the settings by clicking Save.

Access

Applies from release 2023.3.5

On the Access tab, set the BI source visibility as follows:

• Public BI Server—The BI source will be visible to all users of the catalog.

• Private BI Server—The BI Source will be visible to users that have been assigned the BI

Server Admin or Viewer role. It will be hidden for all other users.

You can add more BI Admins or Viewers in the BI Server Admins section if required.

For more information, see Configure Access to OCF BI Sources
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General Settings

Note: This section describes configuring settings for credentials and connection information stored in the

Alation database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold

such information, the user interface for the General Settings page will change to include the following icons

to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential

information, you enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Application Settings
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Parameter Description

Enable Raw Dump or Replay The options in this drop list can be used to dump

the extracted metadata into files in order to debug

extraction issues before ingesting the metadata into

Alation. This feature can be used during testing in

case there are issues with extraction. It breaks ex-

traction into two steps: first, the extracted metadata

is dumped into files and can be viewed; and second,

it can be ingested from the files into Alation. We

recommend to use this feature for debugging only.

• Enable Raw Metadata Dump: Select

this option to save extracted metadata

into a folder for debugging purposes.

The dumped data will be saved in four

files (attribute.dump, function.dump,

schema.dump, table.dump) in folder

opt/alation/site/tmp/ inside Alation shell.

• Enable Ingestion Replay: Select this option

to ingest the metadata from the dump files

into Alation.

• Off: Disable the Raw Metadata Dump or

Replay feature. Extracted metadata will be

ingested into Alation.

Disable Automatic Lineage Generation Select the Disable Automatic Lineage Genera-

tion checkbox to skip the creation of lineage data

automatically.

When automatic lineage generation is disabled, dur-

ing extraction Alation does not calculate lineage

data for this BI source during extraction.

For more information, see Automatic Lineage Gen-

eration FAQ.

Disable Permission Enforcement Select this checkbox to disregard user permissions

on Tableau server and to not perform permission

enforcement. This setting does not disable permis-

sion extraction by the connector. By default this

checkbox is selected, and Alation will not mirror

Tableau permissions.

Disable Certification Select this checkbox to disable the Tableau Certifi-

cation feature. If selected, Alation will not propa-

gate flag information to the Tableau server.

Server URI Enter the server URI to access the Tableau objects.
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Connector Settings

Parameter Description

Server Connection

URI Enter the URI to access the Tableau instance.

Username In case of basic authentication, specify the username of the Tableau service account.

For Active Directory, specify the username in the following format: domain_name\

ADusername

Password In case of basic authentication, specify the password of the Tableau service account.

For Active Directory, use the Active Directory password.

Tableau site ID Provide site IDs separated with commas. See Site ID for more details.

Tableau Online/Only Ex-

tract from SiteIDs above

Select this checkbox if connecting to Tableau Cloud or if you want to limit extraction

from Tableau Server to the specified site IDs.

Enable Personal Access

Access Token for authenti-

cation

Enable this checkbox to use the Personal Access Token and Personal Access Token

Secret for authentication instead of username and password.

Token name Provide the personal access token.

Token secret Provide the personal access token secret.
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Additional Settings

Pa-
rame-
ter

Description

Dis-

able

Permis-

sion

Extrac-

tion

Select this checkbox to disregard user permissions in Tableau and to not perform permission extraction.

By default this checkbox is clear, and Alation will extract Tableau permissions.

Dis-

able

SSL

Certifi-

cation

Select this checkbox if not connecting using SSL.

Server

SSL

Certifi-

cate

If connecting over SSL, upload the SSL certificate for Tableau Server.

Dis-

able

pre-

view

extrac-

tion

Select this checkbox for not to extract previews. By default this checkbox is clear, and Alation will extract

previews, such as thumbnails, PNG images, and CSV files.

Dis-

able

high

reso-

lution

pre-

view

extrac-

tion

Select this checkbox to disable extraction of PDFs for reports and dashboards.

Auto-

extract

Alation-

certified

projects

Select this checkbox to automatically add Alation-certified projects to the list of projects to extract.

User

do-

main

name

Domain name for Tableau users that Alation should extract the permissions for when permissions mirroring

is enabled. This is the value of the name attribute of the domains table in Tableau PostgreSQL database.

Alation supports extraction from multiple domains. When specifying multiple domains in this field,

separate them with commas.

Ensure you have performed the required configuration in Active Directory: Extracting User Permissions

Information from Multiple Domains.

Project

extrac-

tion

batch

size

This parameter sets the batch size for workbook extraction. Note that although this parameter is defined

for workbooks, the batch is formed based on the number of projects. In this parameter, you are setting the

number of projects for which Alation will extract ALL workbooks in one extraction batch.

For example, if you set this parameter to 5, it would mean that workbooks will be extracted in several

batches, each batch being “all workbooks from first five projects”, then “all workbooks from the second

five projects”, and till the end of the list.

Pub-

lished

data-

source

extrac-

tion

batch

Published data source extraction is batched by the number of data sources that Alation processes in a

single batch.
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Cross-System Lineage:

Cross-System Lineage is to generate lineage between this Tableau BI source and any supported data source by this

connector. To generate the cross-system Lineage, specify the host name and the port number of this BI source on the

RDBMS connector’s General Settings > Application Settings > BI Connection Info field in the format mentioned

below:

Host_Name:Port_Number

Example: adb-8443049157651279.19.azuredatabricks.net:443

Note: This image is from the supported data source General Settings page.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.
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Extraction

Before you perform extraction, make sure you set the node limit to a value 20000 and above in the Tableau on-premise

instance. To configure extraction:

1. Under Extraction Settings, turn on Selective Extraction, if required. Selective extraction settings are used to

apply a filter to include or exclude a list of projects.

2. Click Get List of Projects to first fetch the list of projects from Tableau.

3. The status of the Get Projects action is logged in the Job History table at the bottom of the Settings page.

4. Once the folder synchronization is successful, a drop-down list of projects will become enabled. Select one or

more projects to apply the filter.

5. Check if you are using the desired filter option. Available filter options are described below:

Filter Option Description

Extract all Folders ex-

cept

Extract metadata from all Folders except from the workspaces

selected.

Extract only these Fold-

ers

Extract metadata only from the selected Folders.

Example: Projects in Tableau are like Project_A > Project_B > Project_C
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In this nested structure, if Project_B is selected from Get List of Folders.

• Select only these folders to extract the metadata of Project_B.
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Note: No metadata will be extracted from Project_A and this folder will be visible to

maintain folder hierarchy.

• Select all Folders except to extract metadata of Project_A and Project_C.

Note: No metadata will be extracted from Project_B and this folder will be visible to

maintain folder hierarchy.

6. Click Run Extraction Now to extract metadata. The status of the extraction action is also logged in the Job

History table at the bottom of the page.
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7. If you wish to automatically update the metadata in the catalog, under Automated and Manual Extraction, turn

on Enable Automated Extraction and select the day and time when metadata must be extracted. The metadata

extraction will be automatically scheduled to run at the selected day and time.

Lineage

Refer to Configure Lineage for OCF Tableau BI Source.

Limitations

• Personal access token can only be used for a single metadata extraction. If the token is used for multiple extractions

in parallel, only the first extraction will work; for others an authentication error message will be displayed.

• If Permission Mirroring and Preview features are enabled, they are expected to considerably increase the Metadata

Extraction job duration.

• Metadata Extraction will fail if the Tableau Metadata APIs are re-indexing post the Tableau instance upgrade.

• Column Sampling may not fully extract the column sample data of all the views. The connector tries to match the

CSV headers from Tableau Rest API with the column metadata received from the graphQL query response. If a

column name does not have a corresponding CSV header, the data will not be extracted.

• Cross-System Lineage is not supported for data sources created from HYPER (.hyper) files. The database

hostname and/or port information is not returned from Tableau Metadata API for such data sources.

• Cross-System Lineage is not supported for data sources created using Oracle synonyms due to an API limitation

from Tableau.

• If there are projects with the same name in a site, there can be wrong mapping of parent projects for datasources

in such projects.

Migrate from Tableau Native Connector to OCF

Refer to Migrate from Tableau Native to OCF.

Troubleshooting

Refer to Troubleshooting.
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Type
of
Error

Reason Solution

NODE_-

LIMIT_-

EX-

CEEDED

Connector logs show this message:

Showing partial results. The request

exceeded the ‘n’ node limit. Use pagi-

nation, additional filtering, or both in

the query to adjust results.

Reduce the number of results returned for the object we were

processing before extraction failed. Example: Error while pro-

cessing/extracting Database Tables (Connections). Error message:

NODE_LIMIT_EXCEEDED

In this case, reduce results for Connections in the pagination field

specific to it.

Apol-

loNet-

workEx-

cep-

tion

When a request takes longer than the

configured timeout in seconds.

Increase the Request timeout in seconds input field in the Addi-

tional Settings section from default 20 to a higher value.

BACK-

FILL_-

RUN-

NING

Still creating the Metadata API Store.

Results from the query may be incom-

plete at this time.

Wait for the process to complete.

6.70.4 Configure Lineage for OCF Tableau BI Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Table Level Lineage (TLL) is calculated by default for Tableau objects enabling users the ability to trace back the source

for their Tableau views/reports to the original data source, for example, RDBMS table.

From Tableau OCF connector version 1.4.0.3284 and Alation version 2023.1, you can additionally enable Column Level

Lineage. Users will be able to see lineage links from table columns in the underlying RDBMS data source to BI report

fields in Tableau views.

Both the database connected to Tableau and the Tableau instance should be cataloged in Alation for the lineage between

them to become available. For example, if your Tableau instance is connected to a Snowflake database as a source of

data for visualizations, both Snowflake and Tableau must be cataloged in Alation as sources:

• Snowflake—as a data source

• Tableau—as a BI source.

The settings of a data source allow you to configure a “link” to the BI source that uses the data from the database. This

information is used to build lineage relations between metadata objects under the data source and the BI source.

Enable Column-Level Lineage for Tableau

Applies from version 2023.1

Feature configuration requires the role of Server Admin.

To enable the column-level lineage:

1. Log in to your Alation instance as a Server Admin.

2. Go to Admin Settings > Server Admin > Feature Configuration.

3. Locate the feature toggle Automatically extracts Column Level Lineage for Tableau BI data source.

4. Click this toggle to activate it.
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5. Scroll up to the top of the page and click Save changes to apply the configuration.

Configure Lineage

Configuration of data source settings requires the role of Server Admin.

When calculating lineage between Tableau and a data source, Alation relies on the link between a Tableau BI source and

the underlying data source that provides data for Tableau views cataloged in Alation.

Before you configure lineage, make sure that at least one extraction was performed from the data source and the Tableau

BI source and that you have metadata from these sources in the catalog.

To configure lineage:

1. Under your Tableau BI source, find the relevant data source connection information. You can find the data source

information on the DataSources tab of the Tableau BI source, a workbook, or a report page. The BI server source

page lists all extracted data sources for all extracted BI objects. The page of a workbook or report only lists data

sources used to create the reports.

Click into the name of the data source to open its page and then open the Connections tab to view the

database connection information under Properties on the right in the Database Connection field.

2. Copy the Database Connection value.

3. In the Alation catalog, find the data source that is also the data source for Tableau and open its settings. For

example, the following Snowflake data source is also the data source for Tableau.
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4. Open the General Settings tab.

5. Under Application Settings, in the BI connection info field, specify the database connection information you

have copied from the Tableau BI source. This field links the two sources and enables table-to-BI-report and

column-to-BI-column lineage generation between the data source and the BI source.

6. Click Save.

7. Before the next extraction from your Tableau BI source, ensure that the checkbox Disable Automatic Lineage

Generation is clear.

8. Perform extraction on the Tableau BI source.

Now, during the metadata extraction, Alation will generate lineage data revealing lineage links between the data source

tables and columns and the Tableau BI source reports and BI report columns. For example, the screenshot below

shows the Lineage diagram for a Tableau dashboard object cataloged in Alation. You can trace the BI column Amount

(highlighted) all the way up to the data source column amount.
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Under the corresponding data source, you will see lineage links going downstream from a column object to the BI

column object. For example, the screenshot below shows the Lineage diagram from the corresponding table page. The

table column amount is highlighted. You can trace lineage all the way down to the Tableau dashboard that uses the data

from this table. The table column amount is used to create the BI field Amount in Tableau.

From connector version 1.6.1, lineage will be generated for dashboards when it references or uses unpublished sheets.

Dashboards with the following scenarios are cataloged in Alation:

• Dashboards without published sheets and therefore linked directly to the underlying data source in the lineage.
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• Dashboards that are linked through published sheets and not directly linked to the data source.

• Dashboards that are linked through hidden or unpublished sheets and published sheets.

– Lineage is generated for dashboard linking through sheets to connect with data sources.

– The data sources that are only available to the dashboard are directly linked through hidden or unpublished

sheets.
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6.70.5 Migrate from Tableau Native Connector to OCF

Customer Managed Applies to customer-managed instances of Alation

Applies from Alation version 2023.3.5 and Tableau OCF Connector 1.7.1

Note: Alation Cloud Service customers can request the Tableau native source migration to Open Connector Framework

(OCF) through Alation Support.

Before you start the migration, we recommend you thoroughly review this guide, as it covers essential prerequisites and

considerations. We recommend that the migration is performed by a user with the Server Admin role.

Considerations

Migration Scope

Some BI objects are migrated from native BI sources to OCF-based BI sources seamlessly. However, certain information

will not be migrated:

• Information Included Into the Migration Scope

• Information Excluded from the Migration Scope
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Information Included Into the Migration Scope

The following objects are migrated, including their curation information (or logical metadata).

• BI Folders—Sites, projects, and workbooks

• BI Reports—Sheets and dashboards

• BI DataSources—Published datasources

The following configuration information is migrated:

• Server Connection and Additional Settings on the settings page, such as the host, username, password, domain

names, extraction batch sizes, and other information.

Information Excluded from the Migration Scope

The following objects are not migrated seamlessly and will need an additional action to be transferred.

• The curation information for the following objects is not migrated:

– BI Report Columns—Sheet and Dashboard fields

– BI DataSource Columns—Datasource fields of published and unpublished datasources

– BI DataSources—Embedded and unpublished datasources

• The SSL certificate of the Tableau host if SSL was in use and a certificate was uploaded. The certificate will need

to be re-uploaded.

Note: Ensure you have the certificate file ready for re-uploading after the migration.

Additional Action

After you perform the migration via the user interface, you will also be required to perform some additional steps on the

backend of the Alation server to complete the process. The reason behind this requirement is explained below.

There is a known issue with the native Tableau connector where it generates a new BI object every time the name

changes in Tableau instead of updating the existing object. It might also lead to hidden curation if those objects were

curated. The native connector uses the name attribute as a unique identifier for the following BI objects:

• BI Report Columns

• BI DataSource Columns

• BI DataSources—Unpublished datasources

The OCF connector addresses this issue, as it relies on the Tableau’s Metadata API, which returns unique identifiers for

the object types listed above.

Post migration, you will be required to run a curation migration script on the Alation server to ensure that the curation

data (logcal metadata) for these three BI object types is transferred to the newly created OCF objects. You will need to

contact Alation Support to get access to the curation migration script.

Note: If you don’t have any curation information for the three affected object types (Report Columns,

DataSource Columns, and DataSources of the unpublished (embedded) datasource type, you can skip the

additional manual step.
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Overview of Migration Steps

To migrate your native Tableau source to OCF, follow this workflow:

1. Fulfill the Prerequisites.

2. Perform the migration and run an extraction—Migrate your Tableau Native Source to OCF.

3. Run the curation migration script—Run the Curation Migration Script.

4. Review the curation script log—Reading the Curation Migration Report.

Prerequisites

You need the Server Admin privileges to perform the steps below.

Important: Ensure that your native Tableau BI server source does not have any logical curationdata that’s not migrate-

able, currently. Everything that we can migrate is listed in the Supported curation types for Migration. If you found

curation items that cannot be migrated, do not perform the migration, contact Support instead.

1. Log in to Alation.

2. Click the gear icon in the top right corner to open the Admin Settings page.

3. In the Server Admin section, click Feature Configuration.

4. Enable the Enable Native Connector Migration to OCF Connector toggle.

5. Click Save Changes.

6. Refresh the page.

7. Open the settings page of your native Tableau source.

8. Ensure that the Remove Projects that are not captured by the list above checkbox is selected. This is required

for all extraction jobs you will run during the migration process.

• If the checkbox is not visible, toggle the Select Projects to Include or Exclude from Extraction button to

reveal it.

• This must be checked for MDE runs as part of migration. You can uncheck it after the migration process is

completed if necessary.
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9. Ensure that you have a recent successful MDE run and that the Remove Projects that are not captured by the

list above checkbox was checked.

• If you haven’t recently run MDE, then ensure that the Remove Projects checkbox is selected and run MDE

to retrieve the latest metadata into Alation.

10. Install the latest versions of the Tableau OCF connector.

• See Tableau OCF Connector: Install and Configure.

11. Back up your SSL certificate.

• If you use SSL for connections between Tableau and Alation, you must download your certificate file from

the Tableau Server before the migration process as it will not be migrated.

Curation Type Description

Post (anchor tags) Links in an Article where a BI Object has been referenced using report fields or datasource

fields or unpublished fields.

PostRevision (anchor

tags)

Links in older versions of an Article (revisions).

Flag (anchor tags) Links in WARN or DEPRECATED flags’ text fields.

TextLog (anchor

tags)

Links in RDBMS object descriptions and titles e.g. tables, schemas, columns, etc.

GenericFieldValue

(anchor tags)

Links in generic fields like Steward, RTFs (rich text fields), and Description.

CustomFieldValue

(anchor tags)

Links in CustomFieldValue text fields, RTFs, etc. This curation type is deprecated but must

be updated for backwards compatibility

ValueHistory (anchor

tags)

Links to Field Edit History for descriptions, stewards, RTFs, and other objects where you

see a small clock icon.

Threads (conversa-

tions)

Conversations feature in Alation.

PostMention These tables DO NOT contain customer data. These are the tables that power the Alation

instance that collects customer data.

Mark (star/watch) These are tied to a specific user and can only be seen by the user that created the Mark in

Alation’s Catalog.

Flag (Endorse, Warn,

Deprecate)

Data quality flags used in Alation.

Tag Alation tags to categorize an object.

GenericFieldValue

(oid)

These are field values like People, Sets (Experts, Stewards), Object Sets, RichTextFields,

DatePickers, and DropDowns.

CustomFieldValue

(oid)

This is a deprecated curation type that was replaced by GenericFieldValue. However, we do

need to migrate it too for backwards compatibility.

ValueHistory (oid) Field Edit History on objects like description and history.

Domain (Exclude-

Members)

This is an exclude membership rule and cannot be seen in the UI

Domains (Member-

shipRule)

This is a membership rule and cannot be seen in the UI

Domains (Member) This Domain value can be seen on the top right hand side of the Alation catalog
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Migrate your Tableau Native Source to OCF

Warning: Migrating from the Tableau native connector to OCF is irreversible. Ensure that all Prerequisites have

been met.

To migrate the Tableau source:

1. Open the catalog page of the Tableau source you want to migrate.

2. Select the Migrate button in the top right corner.

3. From the drop-down list, select the latest Tableau OCF connector version that you installed.

4. Enter the connector name to confirm the action.
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5. Click Migrate.

6. Verify that the settings page has changed and all previous settings were preserved (except SSL).
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Table 44: Settings Page Differences

Native OCF
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7. If using SSL, re-upload the certificate file.

8. Run the connection test to ensure it’s connecting successfully.

9. Ensure that item 8 of the Prerequisites is done.

10. Run the first MDE on the OCF connector.

11. Once completed, take note of the first_ocf_mde_date in this format: 'dd-mm-yyyy'. E.g. '25-12-2023'.

• This date represents when the OCF MDE was first triggered and not when it was completed. This is important

for accuracy in the curation data migration.

• Without this value, the connector will consider stale data for migration.

12. The OCF MDE should run without any errors that might indicate missing metadata.

• Please refer to the connector logs for errors.

Run the Curation Migration Script

Note: Contact Alation Support to get access to the curation migration script.

Script Arguments

• -s—BI Sever rosemeta ID from the source URL.

– Example: if the BI source URL is https://aaa.alationcloud.com/bi/v2/server/13/, the ID is 13.

• first_ocf_mde_date—Date on which OCF MDE was triggered

– The format must be 'dd-mm-yyyy' e.g. '16-11-2023'

Running the Script

To run the script:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Navigate to the one_off_scripts directory and place the curation migration script provided by Alation support.

cd /opt/alation/django/rosemeta/one_off_scripts/

# assuming that the script was uploaded into the /tmp folder on the Alation

machine

cp /tmp/copy_tableau_logical_data_from_deleted_objects_to_new_objects.py .

4. Change the user to alation.

sudo su alation

5. The curation migration script has two modes:

• Dry-run—Executes the script without actually making any database writes, only reads.
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• Confirm—Makes permanent changes to the database and is not reversible. It should only be run

once.

Both commands are shown in the example below.

Note: The script execution is a database-intensive as well as time-consuming operation based on the

volume of data on the BI Server.

DRY RUN:

nohup python -m copy_tableau_logical_data_from_deleted_objects_to_new_-

objects -s <bi_server_id> -first_ocf_mde_date '<date>' &

CONFIRM:

nohup python -m copy_tableau_logical_data_from_deleted_objects_to_new_-

objects -s <bi_server_id> -first_ocf_mde_date '<date>' --confirm &

EXAMPLE:

nohup python -m copy_tableau_logical_data_from_deleted_objects_to_new_-

objects -s 2 -first_ocf_mde_date '16-11-2023' --confirm &

6. You can track the progress of the script using its PID (process id). The command above will run the script in the

background and output a PID. We can use this PID to check the status.

ps -p 14496 -o %cpu,%mem,cmd

%CPU %MEM CMD

98.9 0.1 python -m copy_tableau_logical_data_from_deleted_objects_to_new_

objects -s 3 -first_ocf_mde_date 25-10-2023 --confirm

7. The curation script migration logs are located in the directory /tmp/tableau_native_curation_to_ocf_-

migration.log. After the migration completes, review this log file for any URLs of the objects that could not

be migrated. An object may not be migrated:

• Most commonly because Alation could not find its match in the new OCF source, for example when it was

renamed or its parent was deleted.

• If any URLs are printed, they will show the URL and curation that was missed:

http://localhost:8000//bi/v2/datasource_column/5/ | curation type: {Mark

(star/watch)

• If no URLs are found and/or the error keyword is not found in the logs, then you should see the message

Completed the curation migration without any lost curation in the log file.

• The native BI objects that aren’t in the migration scope (see: Information Excluded from the Migration

Scope) will get soft-deleted during the Tableau Native connector to OCF migration process. This means

they will remain accessible with the URL, but their catalog page will be marked as deleted.

• When you run the migration script after the native to ocf migration, it will list all objects that were not

matched and their URLs. Use the URLs to view the objects and their logical metadata if you have to manually

transfer the curation information for these objects to the corresponding pages of the objects under the now

migrated OCF BI source
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Reading the Curation Migration Report

Example

1 **** Searching for Native to OCF matches for Data Source Columns

2

3 -----------------------------------------------------------------

4

5 Data Source Columns - Found a total of: 53 instances of curation

6

7 The following are the URLs (count: 1) to the Data Source Columns which we could not

automatically match to an OCF object. They need to be reviewed (for validity) and to

migrate their curation manually.

8

9 http://localhost:8000//bi/v2/datasource_column/5/ | curation type: {'Mark (star/watch)',

'ValueHistory (oid)', 'GenericFieldValue (anchor tags)', 'Tag'}

10

11 2024-01-29 10:00:25.025069 —— ========================== Data Source Columns Curation

Migration End ==========================

Explanation

• Line 2: Indicates we’re searching for matches between native and OCF BI objects

• Line 5: Indicates that we found 53 instances of curation on native-based datasource_columns objects

• Line 7: Indicates the number of BI objects (and how many BI objects) for which we couldn’t find an OCF match

and so cannot copy curation to it (OCF object)

• Line 9: Indicates the URL for the object we could not migrate curation and the type of curation in brackets.

Review the URLs and migrate the curation data on them manually.

Troubleshooting

• For Connector settings migration errors, please refer to the migration log file: /opt/alation/site/logs/

ypireti.log

• Permissions error: Ensure that you are running the script as the user alation

• Django imports errors or issues: Ensure that you run the script from the directory /opt/alation/django/

rosemeta/one_off_scripts/

• For any other issues, please reach out to Alation Support with the following log file attached to the Support ticket:

/tmp/tableau_native_curation_to_ocf_migration-debug.log

6.71 Teradata OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the Teradata OCF connector.
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6.71.1 Teradata OCF Connector Release Notes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

March 06, 2024

Teradata OCF Connector: Version 1.2.0

Enhancements

Teradata Driver Upgrade

The Teradata driver for the OCF connector is upgraded to the latest version 20.00.00.16.

February 28, 2024

Teradata OCF Connector: Version 1.1.0

Enhancements

Docker CIS Benchmark Compliance

Teradata OCF connector versions 1.1.0 and newer are now compliant with the following Docker CIS benchmarks:

• Docker 4.1 - Ensures that a user for the container is created

• Docker 4.6 - Ensures that HEALTHCHECK instructions are added to container images

• Docker 4.7 - Ensures that docker files do not include update instructions as a standalone or single-line instruction

Fixed Issues

Connector Displays Incomplete View Definition

The connector truncates the view definition for Views with large view_sql in the user interface. Now, the default MDE

view query extracts the complete view definition. Additionally, the connector now joins the view definition split over

multiple rows.

6.71.2 Teradata OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for Teradata was developed by Alation and is available as a Zip file that can be uploaded and installed

in the Alation application. The connector is compiled together with the required database driver, so no additional effort

is needed to procure and install the driver.

To download the Teradata OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer
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Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

This connector should be used to catalog Teradata as a data source on Alation on-premise and Alation Cloud Service

instances. It extracts and catalogs such database objects as tables, columns, views, primary keys, foreign keys, functions,

and function definitions. After the metadata is extracted, it is represented in the data catalog as a hierarchy of catalog

pages under the parent data source. Alation users can leverage the full catalog functionality to search for and find the

extracted metadata, curate the corresponding catalog pages, create documentation about the data source, and exchange

information about it.

Team

You may need the assistance of your DBA to configure this data source.

• Alation Administrator:

– Install the connector.

– Creates and configures a Teradata data source in the catalog.

• Teradata Administrator:

– Creates a service account for Alation.

– Provides the JDBC URI to access metadata.

– Provides access to schemas to extract metadata.

Scope

The table below shows which metadata objects are extracted by this connector and which operations are supported.

Feature Scope Availability

Authentication

Basic authentication Authentication with a service ac-

count that uses a username and pass-

word

Yes

LDAP Authentication with the LDAP proto-

col

Yes

Kerberos Authentication with Kerberos Yes

Keytab Authentication with Keytab Yes

SSL SSL Authentication No

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by user

Yes

Extracted metadata objects

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column comments Column comments Yes

continues on next page
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Table 45 – continued from previous page

Feature Scope Availability

Column data types Column data types

Note:

• Data types for table columns

are extracted

• Data types for view columns

are extracted with limitations.

They are not extracted if

the data definition language

(DDL) for a view contains

aliases and if more than two

tables have identical column

names in the JOINs of the view

DDL

Yes

Views List of views Yes

Source comments Source comments Yes

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

Yes

Functions Extract function metadata Yes

Function definitions Extract function definition metadata Yes

Sampling and Profiling

Table sampling Extracts data samples from all ex-

tracted tables

Yes

Column sampling Extracts data samples from all ex-

tracted columns

Yes

Deep column profiling On-demand profiling of specific

columns with the calculation of value

distribution stats

Yes

Dynamic profiling On-demand table and column profil-

ing by individual users who use their

own database accounts to retrieve the

profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on a

table that contains query history data

Yes

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

continues on next page

6.71. Teradata OCF Connector 2279



Alation User Guide

Table 45 – continued from previous page

Feature Scope Availability

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Compose

Customer-managed (on-premise) in-

stances

Compose on on-premise Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose via Agent is supported is

supported from connector version

1.0.3.3194.

Yes

Compose authentication Authentication in Compose with

username and password

Yes

OAuth in Compose Authentication in Compose with

OAuth credentials

No

6.71.3 Teradata OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Prerequisites

Ports

Open outbound TCP port 1025 to the Teradata server.

Create Service Account

Sample SQL to create an account:

CREATE USER alation FROM [database] AS PASSWORD = [password] PERM = 20000000;

Permissions for Metadata Extraction

Ensure the user alation has the following privileges on system tables.

GRANT SELECT ON dbc.dbase TO alation;

GRANT SELECT ON dbc.databasesv TO alation;

GRANT SELECT ON dbc.tablesv TO alation;

GRANT SELECT ON dbc.tabletextv TO alation;

GRANT SELECT ON dbc.tablesizev TO alation;

GRANT SELECT ON dbc.columnsv TO alation;

GRANT SELECT ON dbc.indicesv TO alation;

GRANT SELECT ON dbc.all_ri_parentsv to alation;

(continues on next page)
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GRANT SELECT ON dbc.indexconstraintsv TO alation;

GRANT SELECT ON dbc.tvm TO alation;

GRANT SELECT ON dbc.tvfields TO alation;

If permissions for the DBase table cannot be granted and only the DatabasesV view is allowed, then disable the

Extract Schemas From DBASE parameter on the Metadata Extraction tab under Connector Settings > Query

Based Extraction. This parameter is available from connector version 1.0.10.

Permissions for Sampling and Profiling

For sampling and profiling, grant the service account the SELECT rights on all schemas and tables that you want to

retrieve samples from.

Access Rules

Make sure that the service account user has the following access rules granted:

GRANT SELECT ON dbc.rolemembersv TO alation;

GRANT SELECT ON dbc.allRoleRightsv TO alation;

GRANT SELECT ON dbc.databasesv TO alation;

GRANT SELECT ON dbc.allrightsv TO alation;

JDBC URI

Format

teradata://<hostname_or_ip>/DBS_PORT=<port>,COP=OFF,CHARSET=UTF8

Example

teradata://10.13.75.49/DBS_PORT=1025,COP=OFF,CHARSET=UTF8

No additional parameters are required in the URI string when you are using an LDAP account for extraction, default sam-

pling and profiling, and query log ingestion. In this case, the connector auto-appends the parameter LOGMECH=LDAP.

However, when you are using an LDAP account for dynamic sampling or in Compose, you must explicitly append the

parameter LOGMECH=LDAP to the JDBC URI.
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Example

teradata://10.13.65.112/DBS_PORT=1025,COP=OFF,CHARSET=UTF8,LOGMECH=LDAP

Installation

Step 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.
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Step 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign more Data Source Admins, if

necessary, and click the Continue Setup button on the bottom of the screen. The Add a Data Source screen will

open.

5. The only field that you need to populate on the Add a Data Source screen is Database Type. From the Database

Type dropdown, select the connector name. You will be navigated to the Settings page of your new data source.

The name of this connector is Teradata OCF Connector.
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Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Note: This section describes configuring settings for credentials and connection information stored in the Alation

database. If your organization has configured Azure KeyVault or AWS Secrets Manager to hold such information, the

user interface for the General Settings page will change to include the following icons to the right of most options:

By default, the database icon is selected, as shown. In the vault case, instead of the actual credential information, you

enter the ID of the secret. See Configure Secrets for OCF Connector Settings for details.

Perform the configuration on the General Settings tab:

Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.
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Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

Data Source Connection

JDBC URI Specify the JDBC URI in the required format.

Use LDAP Server Select the Use LDAP Server checkbox to authenticate with the LDAP protocol.

Username Specify the service account username.

Password Specify the service account password.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

Obfuscate Literals

Obfuscate Literals — Enable this toggle to hide the details of the queries in the catalog page that are ingested via QLI

or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.
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Metadata Extraction Queries

To use query-based metadata extraction, you will need to write custom queries to extract the metadata. Alation expects

that these queries conform to a specific structure and use some reserved identifiers. After providing custom queries,

save them by clicking Save in this section.

Refer to Extraction Queries for Teradata for information about query customization.
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Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Note: When you are using an LDAP account for connecting to your Teradata data source in Compose, you must append

the parameter LOGMECH=LDAP to the JDBC URI.

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Note: When you are using an LDAP account for dynamic sampling you must append the parameter LOGMECH=LDAP to

the JDBC URI.

Note: Alation does not support profiling of Teradata Temporal tables.

Query Log Ingestion

You can choose to create a table or a view on your database to store the query history data or to provide a custom query

to retrieve the query history data.

Table-Based QLI

Use the query format to create a new view and flush the query history from the data source. You can create the view in

a schema of your choice. In the query below, substitute the placeholder value <schema_name.view_name> with an

actual value.

CREATE VIEW <schema_name.view_name> AS

SELECT

s.ProcID,

s.CollectTimeStamp,

s.QueryID,

UserID,

AcctString,

ExpandAcctString,

SessionID,

LogicalHostID,

RequestNum,

InternalRequestNum,

LogonDateTime,

AcctStringTime,

AcctStringHour,

AcctStringDate,

LogonSource,

AppID,

ClientID,

(continues on next page)
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ClientAddr,

QueryBand,

ProfileID,

StartTime,

FirstStepTime,

FirstRespTime,

LastStateChange,

NumSteps,

NumStepswPar,

MaxStepsInPar,

NumResultRows,

TotalIOCount,

AMPCPUTime,

ParserCPUTime,

UtilityByteCount,

UtilityRowCount,

ErrorCode,

ErrorText,

WarningOnly,

((firstresptime - starttime) hour(4) to second) (Named ElapsedTime),

DelayTime,

AbortFlag,

CacheFlag,

StatementType,

StatementGroup,

sqltextinfo AS QueryText,

NumOfActiveAMPs,

MaxAMPCPUTime,

MaxCPUAmpNumber,

MinAmpCPUTime,

MaxAmpIO,

MaxIOAmpNumber,

MinAmpIO,

SpoolUsage,

WDID,

OpEnvID,

SysConID,

LSN,

NoClassification,

WDOverride,

ResponseTimeMet,

ExceptionValue,

FinalWDID,

TDWMEstMaxRows,

TDWMEstLastRows,

TDWMEstTotalTime,

TDWMAllAmpFlag,

TDWMConfLevelUsed,

TDWMRuleID,

UserName,

DefaultDatabase,

AMPCPUTimeNorm,

(continues on next page)
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ParserCPUTimeNorm,

MaxAMPCPUTimeNorm,

MaxCPUAmpNumberNorm,

MinAmpCPUTimeNorm,

EstResultRows,

EstProcTime,

EstMaxRowCount,

ProxyUser,

ProxyRole,

SessionTemporalQualifier,

CalendarName,

SessionWDID,

DataCollectAlg,

ParserExpReq,

CallNestingLevel,

NumRequestCtx,

KeepFlag,

QueryRedriven,

ReDriveKind,

CPUDecayLevel,

IODecayLevel,

TacticalCPUException,

TacticalIOException,

SeqRespTime,

ReqIOKB,

ReqPhysIO,

ReqPhysIOKB,

r.sqlrowno

FROM dbc.dbqlsqltbl r,

dbc.dbqlogtbl s

WHERE r.queryid = s.queryid;

Grant the service account permissions to access this view.

In the Table Name field on the Query Log Ingestion tab of the Settings, specify the name of the view in the following

format: schema_name.view_name.

Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for custom query-based QLI, Alation will query the system table storing query

history or the table you’ve created to enable QLI every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the QLI

table.

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since the connector expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE

filter. These parameters are not actual column names and should stay as is. They are expected by the connector and will

be substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on
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schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.

QLI Query Template

SELECT

SessionID AS "sessionId",

UserName AS "userName",

StartTime AS "startTime",

sqltextinfo AS "queryString",

((firstresptime - starttime) hour(4) to second) AS "milliSeconds",

DefaultDatabase AS "defaultDatabases",

AbortFlag AS "cancelled",

LogonDateTime AS "sessionStartTime"

FROM dbc.dbqlsqltbl r,

dbc.dbqlogtbl s

WHERE r.queryid = s.queryid

AND r.procid = s.procid

AND sqltextinfo IS NOT null

AND LogonDateTime >= STARTTIME

AND LogonDateTime < ENDTIME

Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.
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Troubleshooting

Refer to Troubleshooting.

6.71.4 Extraction Queries for Teradata

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Schema

Make sure that your query has a column labeled as SCHEMA in the SELECT statement.

SELECT

DatabaseName AS SCHEMA

FROM

DBC.BASE

WHERE lower(DatabaseName) NOT IN ('''')

AND lower(DatabaseName) NOT IN

('sysspatial','td_sysfnlib','syslib','tdwstage','twm_source','default',

'tdpuser','public','locklogshredder','sys_calendar','tpch','extuser',

'sysudtlib','td_sysxml','sysadmin','twm_md','all','dbcmngr','viewpoint',

'console','td_sysgpl','information_schema','dbc','sysjdbc','systemfe',

'external_ap','sqlj','tdstats','tdwm','tdqcd','crashdumps','sysuif',

'sysbar','td_server_db');

Table

Make sure that your query has columns labeled as SCHEMA, TABLE_NAME, TABLE_TYPE, and REMARKS in the SELECT

statement.

SELECT

tb.DataBaseName AS SCHEMA,

tb.TableName AS TABLE_NAME,

tb.CommentString AS REMARKS,

tb.CreatorName AS TABLE_OWNER,

tb.RequestTxtOverFlow,

CASE

WHEN tb.RequestTxtOverFlow IS NULL

THEN tb.RequestText

ELSE tt.RequestText

END AS RequestText,

CASE

WHEN tb.TableKind IN ('T', 'O')

THEN 'TABLE'

ELSE 'VIEW'

END AS TABLE_TYPE

FROM dbc.TablesV tb

LEFT OUTER JOIN

(SELECT *

(continues on next page)
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FROM

(SELECT

DataBaseName,

TableName,

2 * LineNo - 1 AS LineNo,

substr(RequestText, 1, 16000) AS RequestText

FROM dbc.TableTextV text_split_1

WHERE

LOWER(text_split_1.DataBaseName) NOT IN ('''')

AND LOWER(text_split_1.DataBaseName) NOT IN ('sysspatial',

'td_sysfnlib','syslib','tdwstage','twm_source','default',

'tdpuser','public','locklogshredder','sys_calendar','tpch',

'extuser','sysudtlib','td_sysxml','sysadmin','twm_md','all',

'dbcmngr','viewpoint','console','td_sysgpl','information_schema',

'dbc','sysjdbc','systemfe','external_ap','sqlj','tdstats','tdwm',

'tdqcd','crashdumps','sysuif','sysbar','td_server_db')

AND text_split_1.TableKind IN ('O', 'T', 'V')

UNION ALL

SELECT

DataBaseName,

TableName,

2 * LineNo AS LineNo,

substr(RequestText, 16001) AS RequestText

FROM dbc.TableTextV text_split_2

WHERE

LOWER(text_split_2.DataBaseName) NOT IN ('''')

AND LOWER(text_split_2.DataBaseName) NOT IN ('sysspatial',

'td_sysfnlib','syslib','tdwstage','twm_source','default',

'tdpuser','public','locklogshredder','sys_calendar','tpch',

'extuser','sysudtlib','td_sysxml','sysadmin','twm_md','all',

'dbcmngr','viewpoint','console','td_sysgpl','information_schema',

'dbc','sysjdbc','systemfe','external_ap','sqlj','tdstats','tdwm',

'tdqcd','crashdumps','sysuif','sysbar','td_server_db')

AND text_split_2.TableKind IN ('O', 'T', 'V')

AND CHARACTER_LENGTH(RequestText) > 16000) tabletextv_split) tt

ON tb.DataBaseName = tt.DataBaseName

AND tb.TableName = tt.TableName

LEFT OUTER JOIN

(SELECT

DataBaseName,

TableName,

sum(CurrentPerm) AS CurrentPerm,

sum(PeakPerm) AS PeakPerm

FROM dbc.TableSizeV

GROUP BY

DataBaseName,

TableName) ts

ON tb.DataBaseName = ts.DataBaseName

AND tb.TableName = ts.TableName

WHERE LOWER(tb.DataBaseName) NOT IN ('''')

AND LOWER(tb.DataBaseName) NOT IN ('sysspatial','td_sysfnlib',

'syslib','tdwstage','twm_source','default','tdpuser','public',

(continues on next page)
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'locklogshredder','sys_calendar','tpch','extuser','sysudtlib',

'td_sysxml','sysadmin','twm_md','all','dbcmngr','viewpoint',

'console','td_sysgpl','information_schema','dbc','sysjdbc',

'systemfe','external_ap','sqlj','tdstats','tdwm','tdqcd',

'crashdumps','sysuif','sysbar','td_server_db')

AND tb.TableKind IN ('O', 'T')

ORDER BY

TABLE_TYPE,

tb.DataBaseName,

tb.TableName,

tt.LineNo;

View

Make sure that your query has columns labeled as SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, ‘VIEW’ AS

VIEW_TYPE, and REMARKS in the SELECT statement.

SELECT

tb.DataBaseName AS SCHEMA,

tb.TableName AS VIEW_NAME,

tb.CommentString AS REMARKS,

tb.CreatorName AS TABLE_OWNER,

CASE

WHEN tb.RequestTxtOverFlow IS NULL THEN tb.RequestText

ELSE ttv.RequestText

END AS VIEW_CREATE_STATEMENT,

ttv.LineNo,

tb.RequestTxtOverFlow,

'VIEW' AS VIEW_TYPE

FROM

dbc.TablesV tb

LEFT JOIN

dbc.TableTextV ttv

ON

tb.DataBaseName = ttv.DataBaseName

AND tb.TableName = ttv.TableName

WHERE

tb.TableKind = 'V'

AND LOWER(tb.DataBaseName) NOT IN ('''')

AND LOWER(tb.DataBaseName) NOT IN ('sysspatial','td_sysfnlib',

'syslib','tdwstage','twm_source','default','tdpuser','public',

'locklogshredder','sys_calendar','tpch','extuser','sysudtlib',

'td_sysxml','sysadmin','twm_md','all','dbcmngr','viewpoint',

'console','td_sysgpl','information_schema','dbc','sysjdbc',

'systemfe','external_ap','sqlj','tdstats','tdwm','tdqcd',

'crashdumps','sysuif','sysbar','td_server_db')

ORDER BY

ttv.DataBaseName,

ttv.TableName,

ttv.LineNo DESC;
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Column

Make sure that your query has columns labeled as SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME,

ORDINAL_POSITION, IS_NULLABLE, REMARKS, and COLUMN_DEFAULT in the SELECT statement.

SELECT CAST (NULL AS varchar(30)) AS table_cat,

TRIM(t.databasename) AS SCHEMA,

TRIM(t.tablename) AS TABLE_NAME,

TRIM(c.columnname) AS COLUMN_NAME,

c.decimaltotaldigits AS decimal_size,

c.decimalfractionaldigits AS fraction_size,

c.chartype AS char_type,

CASE

WHEN c.decimaltotaldigits > 0

THEN LOWER(CAST ((CASE TRIM(c.columntype)

WHEN '++' THEN 'TD_ANYTYPE'

WHEN 'AT' THEN 'TIME'

WHEN 'BF' THEN 'BYTE'

WHEN 'BO' THEN 'BLOB-TERADATA'

WHEN 'BV' THEN 'VARBYTE'

WHEN 'CF' THEN 'CHAR'

WHEN 'CO' THEN 'CLOB'

WHEN 'CV' THEN 'VARCHAR'

WHEN 'D' THEN 'DECIMAL'

WHEN 'DA' THEN 'DATE'

WHEN 'DH' THEN 'INTERVAL DAY TO HOUR'

WHEN 'DM' THEN 'INTERVAL DAY TO MINUTE'

WHEN 'DS' THEN 'INTERVAL DAY TO SECOND'

WHEN 'DY' THEN 'INTERVAL DAY'

WHEN 'F' THEN 'FLOAT'

WHEN 'GF' THEN 'GRAPHIC'

WHEN 'GV' THEN 'VARGRAPHIC'

WHEN 'HM' THEN 'INTERVAL HOUR TO MINUTE'

WHEN 'HR' THEN 'INTERVAL HOUR'

WHEN 'HS' THEN 'INTERVAL HOUR TO SECOND'

WHEN 'I1' THEN 'BYTEINT'

WHEN 'I2' THEN 'SMALLINT'

WHEN 'I' THEN 'INTEGER'

WHEN 'I8' THEN 'BIGINT'

WHEN 'MI' THEN 'INTERVAL MINUTE'

WHEN 'MO' THEN 'INTERVAL MONTH'

WHEN 'MS' THEN 'INTERVAL MINUTE TO SECOND'

WHEN 'N' THEN 'NUMBER'

WHEN 'PD' THEN 'PERIOD(DATE)'

WHEN 'PM' THEN 'PERIOD(TIMESTAMP WITH TIME ZONE)'

WHEN 'PS' THEN 'PERIOD(TIMESTAMP)'

WHEN 'PT' THEN 'PERIOD(TIME)'

WHEN 'PZ' THEN 'PERIOD(TIME WITH TIME ZONE)'

WHEN 'SC' THEN 'INTERVAL SECOND'

WHEN 'SZ' THEN 'TIMESTAMP WITH TIME ZONE-TERADATA'

WHEN 'TS' THEN 'TIMESTAMP'

WHEN 'A1' THEN 'ARRAY'

WHEN 'AN' THEN 'MULTI-DIMENSIONAL ARRAY'

(continues on next page)
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WHEN 'UT' THEN 'UDT'

WHEN 'TZ' THEN 'TIME WITH TIME ZONE'

WHEN 'XM' THEN 'XML'

WHEN 'YM' THEN 'INTERVAL YEAR TO MONTH'

WHEN 'YR' THEN 'INTERVAL YEAR'

ELSE 'NA'

END) AS varchar(500)))||'(' || CAST(c.decimaltotaldigits AS

varchar(500))||CAST(CASE

WHEN c.decimalfractionaldigits

IS NOT NULL

AND c.decimalfractionaldigits > 0

THEN ','||CAST(c.decimalfractionaldigits AS varchar(500))

ELSE ''

END AS varchar(500))||')'

WHEN c.chartype = 1

OR c.chartype = 2

THEN LOWER(CAST ((CASE TRIM(c.columntype)

WHEN '++' THEN 'TD_ANYTYPE'

WHEN 'AT' THEN 'TIME'

WHEN 'BF' THEN 'BYTE'

WHEN 'BO' THEN 'BLOB-TERADATA'

WHEN 'BV' THEN 'VARBYTE'

WHEN 'CF' THEN 'CHAR'

WHEN 'CO' THEN 'CLOB'

WHEN 'CV' THEN 'VARCHAR'

WHEN 'D' THEN 'DECIMAL'

WHEN 'DA' THEN 'DATE'

WHEN 'DH' THEN 'INTERVAL DAY TO HOUR'

WHEN 'DM' THEN 'INTERVAL DAY TO MINUTE'

WHEN 'DS' THEN 'INTERVAL DAY TO SECOND'

WHEN 'DY' THEN 'INTERVAL DAY'

WHEN 'F' THEN 'FLOAT'

WHEN 'GF' THEN 'GRAPHIC'

WHEN 'GV' THEN 'VARGRAPHIC'

WHEN 'HM' THEN 'INTERVAL HOUR TO MINUTE'

WHEN 'HR' THEN 'INTERVAL HOUR'

WHEN 'HS' THEN 'INTERVAL HOUR TO SECOND'

WHEN 'I1' THEN 'BYTEINT'

WHEN 'I2' THEN 'SMALLINT'

WHEN 'I' THEN 'INTEGER'

WHEN 'I8' THEN 'BIGINT'

WHEN 'MI' THEN 'INTERVAL MINUTE'

WHEN 'MO' THEN 'INTERVAL MONTH'

WHEN 'MS' THEN 'INTERVAL MINUTE TO SECOND'

WHEN 'N' THEN 'NUMBER'

WHEN 'PD' THEN 'PERIOD(DATE)'

(continues on next page)
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WHEN 'PM' THEN 'PERIOD(TIMESTAMP WITH TIME ZONE)'

WHEN 'PS' THEN 'PERIOD(TIMESTAMP)'

WHEN 'PT' THEN 'PERIOD(TIME)'

WHEN 'PZ' THEN 'PERIOD(TIME WITH TIME ZONE)'

WHEN 'SC' THEN 'INTERVAL SECOND'

WHEN 'SZ' THEN 'TIMESTAMP WITH TIME ZONE-TERADATA'

WHEN 'TS' THEN 'TIMESTAMP'

WHEN 'A1' THEN 'ARRAY'

WHEN 'AN' THEN 'MULTI-DIMENSIONAL ARRAY'

WHEN 'UT' THEN 'UDT'

WHEN 'TZ' THEN 'TIME WITH TIME ZONE'

WHEN 'XM' THEN 'XML'

WHEN 'YM' THEN 'INTERVAL YEAR TO MONTH'

WHEN 'YR' THEN 'INTERVAL YEAR'

ELSE 'NA'

END) AS varchar(500)))||'('||CAST(OREPLACE(CAST(c.columnlength AS

varchar(500)), ',', '') AS varchar(500))||')'

ELSE LOWER(CAST ((CASE trim(c.columntype)

WHEN '++' THEN 'TD_ANYTYPE'

WHEN 'AT' THEN 'TIME'

WHEN 'BF' THEN 'BYTE'

WHEN 'BO' THEN 'BLOB-TERADATA'

WHEN 'BV' THEN 'VARBYTE'

WHEN 'CF' THEN 'CHAR'

WHEN 'CO' THEN 'CLOB'

WHEN 'CV' THEN 'VARCHAR'

WHEN 'D' THEN 'DECIMAL'

WHEN 'DA' THEN 'DATE'

WHEN 'DH' THEN 'INTERVAL DAY TO HOUR'

WHEN 'DM' THEN 'INTERVAL DAY TO MINUTE'

WHEN 'DS' THEN 'INTERVAL DAY TO SECOND'

WHEN 'DY' THEN 'INTERVAL DAY'

WHEN 'F' THEN 'FLOAT'

WHEN 'GF' THEN 'GRAPHIC'

WHEN 'GV' THEN 'VARGRAPHIC'

WHEN 'HM' THEN 'INTERVAL HOUR TO MINUTE'

WHEN 'HR' THEN 'INTERVAL HOUR'

WHEN 'HS' THEN 'INTERVAL HOUR TO SECOND'

WHEN 'I1' THEN 'BYTEINT'

WHEN 'I2' THEN 'SMALLINT'

WHEN 'I' THEN 'INTEGER'

WHEN 'I8' THEN 'BIGINT'

WHEN 'MI' THEN 'INTERVAL MINUTE'

WHEN 'MO' THEN 'INTERVAL MONTH'

WHEN 'MS' THEN 'INTERVAL MINUTE TO SECOND'

WHEN 'N' THEN 'NUMBER'

WHEN 'PD' THEN 'PERIOD(DATE)'

WHEN 'PM' THEN 'PERIOD(TIMESTAMP WITH TIME ZONE)'

WHEN 'PS' THEN 'PERIOD(TIMESTAMP)'

WHEN 'PT' THEN 'PERIOD(TIME)'

WHEN 'PZ' THEN 'PERIOD(TIME WITH TIME ZONE)'

WHEN 'SC' THEN 'INTERVAL SECOND'

(continues on next page)
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WHEN 'SZ' THEN 'TIMESTAMP WITH TIME ZONE-TERADATA'

WHEN 'TS' THEN 'TIMESTAMP'

WHEN 'A1' THEN 'ARRAY'

WHEN 'AN' THEN 'MULTI-DIMENSIONAL ARRAY'

WHEN 'UT' THEN 'UDT'

WHEN 'TZ' THEN 'TIME WITH TIME ZONE'

WHEN 'XM' THEN 'XML'

WHEN 'YM' THEN 'INTERVAL YEAR TO MONTH'

WHEN 'YR' THEN 'INTERVAL YEAR'

ELSE 'NA'

END) AS varchar(500)))

END AS type_name,

CAST ((CASE TRIM(c.columntype)

WHEN '++' THEN 'TD_ANYTYPE'

WHEN 'AT' THEN 'TIME'

WHEN 'BF' THEN 'BYTE'

WHEN 'BO' THEN 'BLOB-TERADATA'

WHEN 'BV' THEN 'VARBYTE'

WHEN 'CF' THEN 'CHAR'

WHEN 'CO' THEN 'CLOB'

WHEN 'CV' THEN 'VARCHAR'

WHEN 'D' THEN 'DECIMAL'

WHEN 'DA' THEN 'DATE'

WHEN 'DH' THEN 'INTERVAL DAY TO HOUR'

WHEN 'DM' THEN 'INTERVAL DAY TO MINUTE'

WHEN 'DS' THEN 'INTERVAL DAY TO SECOND'

WHEN 'DY' THEN 'INTERVAL DAY'

WHEN 'F' THEN 'FLOAT'

WHEN 'GF' THEN 'GRAPHIC'

WHEN 'GV' THEN 'VARGRAPHIC'

WHEN 'HM' THEN 'INTERVAL HOUR TO MINUTE'

WHEN 'HR' THEN 'INTERVAL HOUR'

WHEN 'HS' THEN 'INTERVAL HOUR TO SECOND'

WHEN 'I1' THEN 'BYTEINT'

WHEN 'I2' THEN 'SMALLINT'

WHEN 'I' THEN 'INTEGER'

WHEN 'I8' THEN 'BIGINT'

WHEN 'MI' THEN 'INTERVAL MINUTE'

WHEN 'MO' THEN 'INTERVAL MONTH'

WHEN 'MS' THEN 'INTERVAL MINUTE TO SECOND'

WHEN 'N' THEN 'NUMBER'

WHEN 'PD' THEN 'PERIOD(DATE)'

WHEN 'PM' THEN 'PERIOD(TIMESTAMP WITH TIME ZONE)'

WHEN 'PS' THEN 'PERIOD(TIMESTAMP)'

WHEN 'PT' THEN 'PERIOD(TIME)'

WHEN 'PZ' THEN 'PERIOD(TIME WITH TIME ZONE)'

WHEN 'SC' THEN 'INTERVAL SECOND'

WHEN 'SZ' THEN 'TIMESTAMP WITH TIME ZONE-TERADATA'

WHEN 'TS' THEN 'TIMESTAMP'

WHEN 'A1' THEN 'ARRAY'

WHEN 'AN' THEN 'MULTI-DIMENSIONAL ARRAY'

WHEN 'UT' THEN 'UDT'

(continues on next page)
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WHEN 'TZ' THEN 'TIME WITH TIME ZONE'

WHEN 'XM' THEN 'XML'

WHEN 'YM' THEN 'INTERVAL YEAR TO MONTH'

WHEN 'YR' THEN 'INTERVAL YEAR'

ELSE 'NA'

END) AS varchar(500)) AS data_type,

c.columnlength AS LENGTH,

TRIM(c.commentstring) AS REMARKS,

TRIM(c.defaultvalue) AS column_default,

CAST ((row_number () OVER (PARTITION BY SCHEMA, TABLE_NAME

ORDER BY c.columnid)) AS integer) AS ordinal_position,

TRIM((CASE c.nullable

WHEN 'Y' THEN 'YES'

WHEN 'N' THEN 'NO'

ELSE ''

END)) AS is_nullable

FROM dbc.tablesv t

JOIN dbc.columnsv c ON t.databasename = c.databasename

AND t.tablename = c.tablename

WHERE LOWER(TRIM(t.databasename)) IN ('''')

AND LOWER(TRIM(t.databasename)) NOT IN ('sysspatial', 'td_sysfnlib', 'syslib',

'tdwstage', 'twm_source', 'default', 'tdpuser',

'public', 'locklogshredder', 'sys_calendar',

'tpch', 'extuser', 'sysudtlib', 'td_sysxml',

'sysadmin', 'twm_md', 'all', 'dbcmngr',

'viewpoint', 'console', 'td_sysgpl',

'information_schema', 'dbc', 'sysjdbc',

'systemfe', 'external_ap', 'sqlj', 'tdstats',

'tdwm', 'tdqcd', 'crashdumps', 'sysuif',

'sysbar', 'td_server_db')

AND TRIM(t.tablekind) IN ('O', 'T', 'V')

Primary Key

Make sure that your query has columns labeled as SCHEMA, TABLE_NAME, and COLUMN_NAME in the SELECT list.

SELECT

'' AS TABLE_CAT,

DATABASENAME AS SCHEMA,

TABLENAME AS TABLE_NAME,

COLUMNNAME AS COLUMN_NAME,

CAST (COLUMNPOSITION AS SMALLINT) AS KEY_SEQ,

INDEXNAME AS PK_NAME,

INDEXNUMBER AS INDEX_NUMBER

FROM dbc.indicesV

WHERE LOWER(TRIM(DATABASENAME)) NOT IN ('''')

AND LOWER(TRIM(DATABASENAME)) NOT IN

('sysspatial','td_sysfnlib','syslib','tdwstage','twm_source',

'default','tdpuser','public','locklogshredder','sys_calendar',

'tpch','extuser','sysudtlib','td_sysxml','sysadmin','twm_md','all',

'dbcmngr','viewpoint','console','td_sysgpl','information_schema',

(continues on next page)
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'dbc','sysjdbc','systemfe','external_ap','sqlj','tdstats','tdwm','tdqcd',

'crashdumps','sysuif','sysbar','td_server_db')

AND TRIM(indextype) IN ('K', 'P', 'Q')

AND TRIM(uniqueflag) = 'Y'

ORDER BY

DATABASENAME,

TABLENAME,

INDEXNUMBER,

COLUMNPOSITION

Foreign Key

Make sure that your query has columns labeled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_CATALOG,

FK_SCHEMA, FK_TABLE, and FK_COLUMN in the SELECT list.

SELECT

CAST (NULL AS varchar(30)) AS PK_CATALOG,

TRIM(ParentDB) AS PK_SCHEMA,

TRIM(ParentTable) AS PK_TABLE,

TRIM(ParentKeyColumn) AS PK_COLUMN,

cast (null AS varchar(30)) AS FK_CATALOG,

TRIM(ChildDB) AS FK_SCHEMA,

TRIM(ChildTable) AS FK_TABLE,

TRIM(ChildKeyColumn) AS FK_COLUMN,

CAST (NULL AS smallint) AS KEY_SEQ,

CAST (3 AS smallint) AS UPDATE_RULE,

CAST (3 AS smallint) AS DELETE_RULE,

TRIM(IndexName) AS FK_NAME,

CAST (NULL AS varchar(30)) AS PK_NAME,

CAST (NULL AS smallint) AS DEFERRABILITY

FROM DBC.All_RI_ParentsV

WHERE LOWER(TRIM(ChildDB)) NOT IN ('''')

AND LOWER(TRIM(ChildDB)) NOT IN

('sysspatial','td_sysfnlib','syslib','tdwstage','twm_source',

'default','tdpuser','public','locklogshredder','sys_calendar',

'tpch','extuser','sysudtlib','td_sysxml','sysadmin','twm_md',

'all','dbcmngr','viewpoint','console','td_sysgpl','information_schema',

'dbc','sysjdbc','systemfe','external_ap','sqlj','tdstats','tdwm','tdqcd',

'crashdumps','sysuif','sysbar','td_server_db')

ORDER BY

FK_CATALOG,

FK_SCHEMA,

FK_TABLE,

FK_NAME,

FK_COLUMN
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Index

Make sure that your query has columns labeled as SCHEMA, TABLE_NAME, and FUNCTION_NAME in the select list.

SELECT

DISTINCT TRIM(c.databasename) AS SCHEMA,

TRIM(c.tablename) AS TABLE_NAME,

TRIM(c.columnname) AS COLUMN_NAME,

TRIM(c.indexname) AS INDEX_NAME,

TRIM(c.indextype) AS INDEX_TYPE,

c.indexnumber AS INDEX_NUMBER,

c.columnposition AS COLUMN_POSITION,

c.uniqueFlag AS UNIQUE_FLAG

FROM dbc.indicesV c

WHERE LOWER(TRIM(c.databasename)) NOT IN ('''')

AND LOWER(TRIM(c.databasename)) NOT IN

('sysspatial','td_sysfnlib','syslib','tdwstage','twm_source','default',

'tdpuser','public','locklogshredder','sys_calendar','tpch','extuser',

'sysudtlib','td_sysxml','sysadmin','twm_md','all','dbcmngr','viewpoint',

'console','td_sysgpl','information_schema','dbc','sysjdbc','systemfe',

'external_ap','sqlj','tdstats','tdwm','tdqcd','crashdumps','sysuif','sysbar','td_

server_db')

AND TRIM(c.indextype) <> 'Q'

ORDER BY

c.databasename,

c.tablename,

c.indexname,

c.indexnumber,

c.columnposition;

Function

Make sure that your query has columns labeled as SCHEMA, FUNCTION_CAT, and FUNCTION_NAME in the select list.

SELECT

TRIM(fn.TableName) AS FUNCTION_NAME,

TRIM(fn.TableKind) AS ARG_TYPE,

TRIM(fn.DataBaseName) AS SCHEMA,

TRIM(m.requesttext) AS REMARKS,

f.fieldid,

TRIM(f.fieldname) AS ARG_NAME

FROM dbc.tvm m, dbc.tvfields f, dbc.tablesV fn

WHERE LOWER(TRIM(fn.databasename)) NOT IN ('''')

AND LOWER(TRIM(fn.databasename)) NOT IN

('sysspatial','td_sysfnlib','syslib','tdwstage','twm_source',

'default','tdpuser','public','locklogshredder','sys_calendar',

'tpch','extuser','sysudtlib','td_sysxml','sysadmin','twm_md','all',

'dbcmngr','viewpoint','console','td_sysgpl','information_schema',

'dbc','sysjdbc','systemfe','external_ap','sqlj','tdstats','tdwm',

'tdqcd','crashdumps','sysuif','sysbar','td_server_db')

AND fn.TableName = m.tvmname

AND m.tvmid = f.tableid

(continues on next page)
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AND (fn.TableKind ='F' OR fn.TableKind ='P')

ORDER BY

fn.DataBaseName,

fn.TableName,

f.fieldid;

Function Definition

Make sure that your query has columns labeled as SCHEMA, FUNCTION_CAT, FUNCTION_NAME, ARG_NAME, TYPE_NAME,

ARG_TYPE, and ARG_DEF in the select list.

SELECT

TRIM(fn.TableName) AS specificname,

TRIM(fn.TableName) AS FUNCTION_NAME,

TRIM(fn.TableKind) AS ARG_TYPE,

TRIM(fn.DataBaseName) AS SCHEMA,

TRIM(m.requesttext) AS REMARKS,

f.fieldid,

TRIM(f.fieldname) AS ARG_NAME,

f.spparametertype,

CAST

(

(CASE f.FieldType

WHEN '++' THEN 'TD_ANYTYPE'

WHEN 'A1' THEN TRIM(TRAILING FROM f.UDTName)

WHEN 'AN' THEN TRIM(TRAILING FROM f.UDTName)

WHEN 'AT' THEN 'TIME'

WHEN 'BF' THEN 'BYTE'

WHEN 'BO' THEN 'BLOB'

WHEN 'BV' THEN 'VARBYTE'

WHEN 'CF' THEN 'CHAR'

WHEN 'CO' THEN 'CLOB'

WHEN 'CV' THEN 'VARCHAR'

WHEN 'D' THEN 'DECIMAL'

WHEN 'DA' THEN 'DATE'

WHEN 'DH' THEN 'INTERVAL DAY TO HOUR'

WHEN 'DM' THEN 'INTERVAL DAY TO MINUTE'

WHEN 'DS' THEN 'INTERVAL DAY TO SECOND'

WHEN 'DY' THEN 'INTERVAL DAY'

WHEN 'F' THEN 'FLOAT'

WHEN 'GF' THEN 'GRAPHIC'

WHEN 'GV' THEN 'VARGRAPHIC'

WHEN 'HM' THEN 'INTERVAL HOUR TO MINUTE'

WHEN 'HR' THEN 'INTERVAL HOUR'

WHEN 'HS' THEN 'INTERVAL HOUR TO SECOND'

WHEN 'I1' THEN 'BYTEINT' WHEN 'I2' THEN 'SMALLINT'

WHEN 'I' THEN 'INTEGER'

WHEN 'I8' THEN 'BIGINT'

WHEN 'MI' THEN 'INTERVAL MINUTE'

WHEN 'MO' THEN 'INTERVAL MONTH'

WHEN 'MS' THEN 'INTERVAL MINUTE TO SECOND'

(continues on next page)
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WHEN 'N' THEN 'NUMBER'

WHEN 'PD' THEN 'PERIOD(DATE)'

WHEN 'PM' THEN 'PERIOD(TIMESTAMP WITH TIME ZONE)'

WHEN 'PS' THEN 'PERIOD(TIMESTAMP)'

WHEN 'PT' THEN 'PERIOD(TIME)'

WHEN 'PZ' THEN 'PERIOD(TIME WITH TIME ZONE)'

WHEN 'SC' THEN 'INTERVAL SECOND'

WHEN 'SZ' THEN 'TIMESTAMP WITH TIME ZONE'

WHEN 'TS' THEN 'TIMESTAMP'

WHEN 'TZ' THEN 'TIME WITH TIME ZONE'

WHEN 'XM' THEN 'XML'

WHEN 'YM' THEN 'INTERVAL YEAR TO MONTH'

WHEN 'YR' THEN 'INTERVAL YEAR'

WHEN 'UT' THEN TRIM(TRAILING FROM f.UDTName)

ELSE TRIM (f.FieldType)

END) AS VARCHAR(500)) AS TYPE_NAME

FROM dbc.tvm m, dbc.tvfields f, dbc.tablesV fn

WHERE LOWER(TRIM(fn.databasename)) NOT IN ('''')

AND LOWER(TRIM(fn.databasename)) NOT IN

('sysspatial','td_sysfnlib','syslib','tdwstage','twm_source','default',

'tdpuser','public','locklogshredder','sys_calendar','tpch','extuser',

'sysudtlib','td_sysxml','sysadmin','twm_md','all','dbcmngr','viewpoint',

'console','td_sysgpl','information_schema','dbc','sysjdbc','systemfe',

'external_ap','sqlj','tdstats','tdwm','tdqcd','crashdumps','sysuif','sysbar','td_

server_db')

AND fn.TableName = m.tvmname

AND m.tvmid = f.tableid

AND (fn.TableKind ='F' OR fn.TableKind ='P')

ORDER BY

fn.DataBaseName,

fn.TableName,

f.fieldid;

6.72 TIBCO Data Virtualization OCF Connector (Public Preview)

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from Alation version 2023.3

This section contains topics that explain how to install and configure the TIBCO Data Virtualization (TDV) OCF

connector.
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6.72.1 Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The connector for TIBCO Data Virtualization (TDV) is available for download from the Connector Hub on the Alation

Customer Portal. Follow instructions in this documentation to install or manage the connector.

TDV is a data virtualization software that combines data from multiple data sources and makes it available to users.

Alation uses the TDV connector to catalog metadata from various data sources in TDV. Use this connector to catalog

TDV as a data source on Alation on-premise and Cloud Service instances. It extracts and catalogs such database objects

as schemas, tables, and columns. After the metadata is extracted, it is represented in the data catalog as a hierarchy of

catalog pages under the parent data source. Alation users can leverage the full catalog functionality to search for and

find the extracted metadata and curate the corresponding catalog pages.

Team

You may need the assistance of your database administrator to configure this data source.

• TDV administrator:

– Creates a service account for Alation.

– Assigns permissions to anonymous users.

– Provides the connection information and the JDBC URI.

– Provides the authentication information and assists in configuring OAuth authentication.

• Alation Server Admin:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Installs the connector.

– Creates and configures the TDV data source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

Scope

The table below lists the features supported by the connector.

Feature Scope

Authentication

Basic (username and password) Authentication with a service account created on the database using username and password

SSL Connection over the TLS protocol

LDAP Authentication with the LDAP protocol

OAuth Authentication with the OAuth 2.0 protocol

SSO Authentication using an SSO flow through an IdP application

Metadata extraction (MDE)

Default MDE Extraction of metadata on the JDBC driver methods in the connector code

Query-based MDE Extraction of metadata based on custom extraction queries provided by a user

Extracted metadata objects

Data Source Data source object in Alation that is parent to the extracted metadata

Schemas List of schemas
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Table 46 – continued from previous page

Feature Scope

Tables List of tables

Columns List of columns

Column data types Column data types

Views List of views

Source comments Source comments

Primary keys Primary key information for extracted tables

Foreign keys Foreign key information for extracted tables

Functions Extraction of function metadata

Function Definitions Extraction of function definition metadata

Sampling and Profiling

Table sampling Retrieval of data samples from extracted tables

Column sampling Retrieval of data samples from extracted columns

Custom query-based table sampling Ability to use custom queries for sampling specific tables

Custom query-based column sampling Ability to use custom queries for profiling specific columns

Deep column profiling Profiling of columns with the calculation of value distribution stats

Dynamic profiling Ability for individual users to connect with their own database accounts to retrieve table and column

Query Log Ingestion (QLI) - Not supported

Lineage - Not supported

Compose

On-premise instances Availability of Compose on on-premise instances of Alation

Alation Cloud Service instances Depending on your network configuration, you may be using Alation Agent to connect to your

Basic authentication in Compose Authentication in Compose with username and password

SSO authentication in Compose Authentication in Compose with SSO credentials

Object Mapping

TDV Object Alation Object

Database (published) Datasource (Connection property)

Catalog Catalog

Schema Schema

View View

6.72.2 Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Before installing and configuring the TIBCO Data Virtualization (TDV) OCF connector, ensure that you configure the

network connectivity and set up the service account.
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Configure Network Connectivity

Open outbound TCP port 9400 or 9401 to the TDV server.

Create a Service Account

For basic authentication, Alation requires a service account with a host, domain, username, password, and data source.

By default the composite domain in TDV has admin and anonymous as permanent users. TDV admin assigns the

required permission to anonymous users.

6.72.3 Set Up TIBCO Data Virtualization OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the TIBCO Data Virtualization (TDV) connector and configure a new TDV data source to start using the connector.

Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.
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Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.

Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Configure a New TDV Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Alation OCF Connector for Tibco DV.

6.72.4 Configure the Data Source Connection

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you install the TIBCO Data Virtualization (TDV) OCF connector, you must configure the connection to the TDV

data source.

The various steps involved in configuring the TDV data source connection setting are:

1. Provide Access

2. Connect to Data Source
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Provide Access

To set the data source visibility,go to the Access tab on the Settings page of your TDV data source, set the data source

visibility using these options:

• Public Data Source — The data source is visible to all users of the catalog.

• Private Data Source — The data source is visible to the users allowed access to the data source by Data Source

Admins.

You can add new Data Source Admin users in the Data Source Admins section.

Connect to Data Source

To establish the a connection to data source, you must:

1. Provide the JDBC URI

2. Configure Authentication

3. Test the Connection

4. Configure Additional Connection Settings

5. Configure Logging
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Provide the JDBC URI

Important: We recommend that you provide the values in the corresponding fields on the General Settings page

instead of the JDBC URI field in the Datasource Connection section. Leave this field empty if all the connection

properties you need are available in the user interface.

JDBC URI Format for Basic Authentication in Compose

Use the following JDBC URI format for basic authentication for Compose:

tdv://User=<username>;Password=<password>;Host=<host>;Domain=<domain>;DataSource=<data source>;

Configure Authentication

For metadata extraction (MDE), profiling and sampling, and query log ingestion (QLI), the connector supports Basic

authentication.

• Basic authentication (username and password)

– Host

– Domain

– Service account username

– Service account password

– Data source name

– User token (optional)

Note: Currently, Alation does not support the SSL authentication for TDV OCF connection. However, if

your connection is secured using SSL, you can specify the SSL certificate content for an SSL handshake.

Configure Basic Authentication

1. On the Settings page of your TDV data source, go to the General Settings tab.

2. In the Connector Settings section, provide the following details in the Authentication section.
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Field Description

Host Specify the server name hosting the TDV Server

Port Specify the port of the TDV server.

Do-

main

Specify the TDV domain to which the data source belongs. The default value of Composite.

The Composite domain includes users and groups defined within TDV to access TDV. TDV

has predefined specific users and groups in the Composite domain which you can use and

modify as appropriate.

Data-

source

Specify the name of the TDV data source.

User Specify the service user name.

Pass-

word

Specify the service account password.

En-

crypt

Select to encrypt the connection using SSL.

User

To-

kens

Provide the authentication values that can be packaged for delivery.

Test the Connection

The connection test checks database connectivity.

After configuring authentication, test the connection.

To validate the network connectivity, go to General Settings > Test Connection of the Settings page of your TDV data

source and click Test.

A dialog box appears confirming the status of the connection test.

Configure Additional Connection Settings

Apart from the mandatory configurations that you perform to connect to the data source on the General Settings tab,

configure the following additional settings:

• Configure Miscellaneous Settings

• Disable Obfuscate Literals

Note: In the General Settings tab, leave the Additional data source connection field blank and skip the Disable

automatic lineage generation toggle as these options are not applicable to the TDV OCF connector.

Configure Miscellaneous Settings

1. On the Settings page of your TDV data source, go to the General Settings tab.

2. In the Connector Settings section, provide the following details in the Misc section.

Field Description

Case Sensitive Select if you want to enable case sensitivity in request values.

Commit Failure Not applicable

Commit Interrupt Not applicable
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3. Click Save.

Disable Obfuscate Literals

You can hide literal values from queries ingested with query log ingestion and displayed on the Queries tab of a schema

and table catalog objects.

Go to General Settings > Obfuscate Literals of the Settings page of your TDV data source and disable the Obfuscate

literals toggle.

When enabled, literal values are substituted with placeholder values. Disable this option when you want literal values in

queries to be visible to users.

By default, this option is disabled.

Configure Logging

To set the logging level for your TDV OCF data source logs, perform these steps:

1. On the Settings page of your TDV OCF data source, go to General Settings > Logging configuration.

2. Select a logging level for the connector logs and click Save.

The available log levels are based on the Log4j framework.

You can view the connector logs in Admin Settings > Server Admin > Manage Connectors > Tibco DV OCF

connector.

6.72.5 Configure Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The TIBCO Data Virtualization (TDV) OCF connector supports metadata extraction (MDE) based on default queries

built in the connector code but does not support custom query-based MDE. To configure metadata extraction, go to the

Metadata Extraction tab of the settings page.

For information on the available configuration options, see Configure Metadata Extraction for OCF Data Sources.

6.72.6 Configure Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

To configure the use of Compose with your TIBCO Data Virtualization (TDV) OCF data source, go to the Compose tab

of the Settings page of your TDV data source. For more details, see Configure Compose for OCF Data Sources.
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6.72.7 Configure Sampling and Profiling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Configure Sampling and Profiling for OCF Data Sources.

6.72.8 Troubleshooting

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Refer to Troubleshooting.

6.73 TIBCO Spotfire OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install and configure the TIBCO Spotfire OCF connector.

6.73.1 Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF connector for TIBCO Spotfire is available as a Zip file from Alation Customer Portal (requires a login via the

Alation Customer Portal). The connector file can be uploaded and installed in the Alation application. Only Alation

users with access to the Customer Portal can access the Alation Connector Hub. If you can’t access the Customer Portal,

contact Alation Support.

This connector should be used to catalog TIBCO Spotfire as a BI source on Alation on-premise and Cloud Service

instances. It extracts and catalogs such BI objects as:

• Library folder and sub-folders that include DXP & SBDF Reports,

• Report preview and connection details are extracted for DXP Reports.

• Connection Details include the names of the data sources and tables involved.

• Lineage depicts the relationship between the data source and reports,

• The report information link is added at the report level as a source comment.

After the metadata is extracted, it is represented in the data catalog as a hierarchy of catalog pages under the parent data

source. Alation users can leverage the full catalog functionality to search for and find the extracted metadata, curate the

corresponding catalog pages, create documentation about the data source, and exchange information.
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Team

The following administrators are required to install this connector:

• Alation Server Admin:

– Ensures that Alation Connector Manager is installed and running or installs it.

– Installs the connector.

– Creates and configures a TIBCO Spotfire BI source in the catalog.

– Performs initial extraction and prepares the data source for Alation users.

• TIBCO Spotfire administrator:

– Creates service account

– Registers API client

Scope

The table below describes which metadata objects this connector extracts and which operations are supported.

Feature Scope Availability

Folders Catalog folders as BI folders. Yes

Subfolders Catalog subfolders as BI folders. Yes

Filter folders Users can apply filters on folders. Yes

Reports Extract DXP and SPDF reports as BI reports. Yes

Report preview Extract preview/thumbnail of reports as report preview. Yes

Report fields Extract report fields as fields and expressions when available. Yes

Datasource Extract datasources. Yes

Filter datasource Filter based on datasource. No

Source comments Extract source comments. Yes

Source lineage Lineage between table and BI report. No

TIBCO Spotfire Object Hierarchy

The following diagram shows the hierarchy of TIBCO Spotfire objects and how they are cataloged in Alation:
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TIBCO Spotfire APIs

SOAP API Methods

The table below lists the TIBCO Spotfire SOAP API V 12.0 < methods used by this connector to extract metadata from

the TIBCO Spotfire server:

Type Category Endpoint Description

Folders and Dashboard

(Reports & Sub reports)

Admin /api/soap/LibraryService LibraryService Interface

includes the methods to

list all the LibraryItems,

Extract all the Library

folder child items and Li-

braryProperties as well.

Below is the list of meth-

ods that are called:

• getRootItem

• getChildItems

• getItems

Data Source,Report

Columns, Connection, and

Information Link

Admin /api/soap/LibraryService LibraryService Interface

calls the searchItems

method based on ser-

achExpresession it returns

all items, up to the given

limit, in the given location

that matches the given

search expression. Only

items that the calling

user has access to will be

returned.

Authorization Authorization /spotfire/oauth2/auth Authorization using Auth.

Authorization Authorization /spotfire/oauth2/token Authorization using To-

ken.

Permission Enforcement Admin /api/soap/UserDirectoryServiceUserDirectoryService In-

terface contains methods

to handle different user and

group-related operations

of TIBCO. This may in-

clude searching for groups

or users, listing them, find-

ing members of a group,

etc.

References:

• Library Service

• SOAP API

• UserDirectoryService
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REST API Methods

The table below lists the TIBCO Spotfire REST API V14.0 methods used by this connector to extract metadata from the

TIBCO Spotfire server:

Type Cat-
e-
gory

Endpoint Description

Authoriza-

tion

Au-

tho-

riza-

tion

/spot-

fire/oauth2/token

Authorization using Token.

Download

API

Ad-

min

(GET)

/rest/library/v2/items/{itemId}/contents

Downloads the content of a library item by ItemID.

Search API /

Query library

Items

Ad-

min

(GET)

/rest/library/v2/items

Returns all items, up to the provided limit, in the given location that

matches the given search expression. Only items that the calling user

has access to will be returned.

6.73.2 Prerequisites

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Before installing and configuring the TIBCO Spotfire OCF connector, ensure that you configure the network connectivity

and set up the service account.

Configure Network Connectivity

Open outbound TCP port 80 to the TIBCO Spotfire server.

Create a Service Account

Create a service account for Alation. For more information, refer to Users in TIBCO documentation. Make sure that the

service account user has administrator access.

Register an OAuth client to generate a Client ID and Client secret. See Register API Client for more information.

URI

URI Format

https://<Host_Name>:<Port_Number>/spotfire

Example:

https://35.170.54.133:80/spotfire
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6.73.3 Set Up TIBCO Spotfire OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Install the TIBCO Spotfire connector and configure a new TIBCO Spotfire BI source to start using the connector.

Installation

STEP 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.
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Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New BI Server Source

This configuration requires the role of Server Admin.

To add a new BI server source:

1. Log in to the Alation instance.

2. From the Apps menu on top right, select Sources. The Sources page will open.

3. On the upper right, click Add and in the list that opens, select BI Server. The Register a Business Intelligence

Server screen will open.

4. From the Select a Business Intelligence Server type list, select the OCF connector for TIBCO Spotfire. The

connector name appears in this list only after it was installed.

5. Specify a Title and a Description (optional) for your TIBCO Spotfire OCF BI source.

6. Click Add. You will be navigated to your new BI Server source Settings page.

6.73.4 Configure TIBCO Spotfire OCF BI Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Perform the configuration on the Settings page. Save the values in each section of the settings by clicking Save.
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Application Settings
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Parameter Description

Enable Raw Dump or Replay The options in this drop list can be used to dump the

extracted metadata into files in order to debug extraction

issues before ingesting the metadata into Alation. This

feature can be used during testing in case there are issues

with extraction. It breaks extraction into two steps: first,

the extracted metadata is dumped into files and can be

viewed; and second, it can be ingested from the files into

Alation. We recommend to use this feature for debugging

only.

• Enable Raw Metadata Dump: Select this op-

tion to save extracted metadata into a folder for

debugging purposes. The dumped data will

be saved in four files (attribute.dump, func-

tion.dump, schema.dump, table.dump) in folder

opt/alation/site/tmp/ inside Alation shell.

• Enable Ingestion Replay: Select this option to in-

gest the metadata from the dump files into Alation.

• Off : Disable the Raw Metadata Dump or Replay

feature. Extracted metadata will be ingested into

Alation.

Disable Automatic Lineage Generation Select the Disable Automatic Lineage Generation

checkbox to skip the creation of lineage data automati-

cally.

When automatic lineage generation is disabled, during

extraction Alation does not calculate lineage data for this

BI source during extraction.

For more information, see Automatic Lineage Generation

FAQ.

Note: Leave the checkbox unchecked for BI lineage to

be automatically generated after extraction.

Disable Permission Enforcement Not applicable. Leave the default setting (selected).

Disable Certification Not applicable. Leave the default setting (selected).

Server URI Provide the Server URI to access the TIBCO Spotfire

server from the catalog page.

URI Format:

https://<Host_Name>:<Port_Number>/spotfire

Example:

https://35.170.54.133:80/spotfire
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Connector Settings
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Additional Settings

Populate the Additional settings for BI source connection and save the values by clicking Save in this section.

Pa-
rame-
ter

Description

Log

level

Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE, ERROR,

FATAL, ALL.

Dis-

able

Report

Pre-

view

Select this checkbox to disable the streaming of the report preview.

Enable

SSL

Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link below.

Trust-

store

Pass-

word

Specify the password for the SSL certificate.

Note: The password will be deleted if the data source connection is deleted.

Server Connection

Populate the BI source connection information and save the values by clicking Save in this section.

Parameter Description

Spotfire Server URI Specify the URI in the required format.

URI Format:

https://<Host_Name>:<Port_Number>/spotfire

Example:

https://35.170.54.133:80/spotfire

ClientID for TIBCO Spotfire Specify the client ID for TIBCO Spotfire.

ClientSecret Specify the client secret.

Spotfire Database Name Specify the username for TIBCO Spotfire database server.

Spotfire Database Server Specify the database server. SQLServer port - 1433 Ora-

cle port- 1521

Format: <Host_Name:Port_Number> Example:

54.158.85.67:1433

Spotfire Database Password Specify the password for TIBCO Spotfire database server.

Spotfire Database Type Specify the database type. The supported database types

are: SQLServer Oracle

Enable Preview Extraction Enable or disable preview extraction by selecting or clear-

ing the Enable preview extraction checkbox.

Note: If the preview extraction is enabled it will eventu-

ally increase the MDE time.
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Test Connection

After specifying the connector settings, under Test Connection, click Test to validate network connectivity.

Extraction

To configure extraction:

1. Under Extraction Settings, enable Selective Extraction, if required. Selective extraction settings are used to

apply a filter to include or exclude a list of projects. If selective extraction is not selected then full extraction will

be performed.

2. Click Get List of Projects to first fetch the list of projects from MicroStrategy.

3. The status of the Get Projects action is logged in the Job History table at the bottom of the Settings page.

4. Once the folder synchronization is successful, a drop-down list of projects will become enabled. Select one or

more projects to apply the filter.

5. Check if you are using the desired filter option. Available filter options are described below:

Filter Option Description

Extract all Projects except Extract metadata from all Projects except from the project selected.

Extract only these Projects Extract metadata only from the selected Projects.

6. Click Run Extraction Now to extract metadata. The status of the extraction action is also logged in the Job

History table at the bottom of the page.

7. If you wish to automatically update the metadata in the catalog, under Automated and Manual Extraction, turn

on Enable Automated Extraction and select the day and time when metadata must be extracted. The metadata

extraction will be automatically scheduled to run at the selected day and time.

Limitations

• SBDF reports based on the Spotfire binary data file, report columns, and connection details are not extracted.

• Link-based DXP reports, connection details like hostname and port number are not extracted.

Troubleshooting

Refer to Troubleshooting.
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Type of Er-
ror

Cause Solution

Validation

of config-

uration

fields

When any of the listed configuration fields

(Spotfire Server URI, ClientID for TIBCO

Spotfire, Client Secret for TIBCO Spotfire,

Spotfire Database Server) is left empty.

Error Message with details is displayed. Provide the

value in all the required fields.

Permission

enforce-

ment

When the logged-in user doesn’t have the

right permission to view the details of the

reports.

Error Message 403 states the user cannot view the page

displayed. Make sure that users have all the required

permissions assigned.

Authen-

tication

exception

When user credentials (ClientID for TIBCO

Spotfire, Client Secret for TIBCO Spotfire)

are incorrect

Error Message with details is displayed. Specify the

correct user credentials.

Connector

exception

or Internal

server

error

When OCF Connector is not able to retrieve

the required data from the TIBCO Spotfire

Server V12/V14

Connector execution or metadata extraction will be

stopped. Exceptions are handled in the connector and

appropriate messages with the details of the exception

that occurred are captured and detailed in the logs.

6.74 Vertica OCF Connector

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to install, configure, and use the OCF connector for Vertica.

6.74.1 Vertica OCF Connector: Overview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The OCF Connector for Vertica was developed by Alation and is available on demand as a Zip file that can be uploaded

and installed in the Alation application. The connector is compiled together with the required database driver, so no

additional effort is required to install the driver.

To download the Vertica OCF connector package, go to the Alation Connector Hub available from the Customer Portal.

Go to Customer Portal > Connectors > Alation Connector Hub. Only Alation users with access to the Customer

Portal can access the Alation Connector Hub. If you don’t have access to the Customer Portal, contact Alation

Support.

The connector should be used to catalog Vertica on the cloud or on premise as a data source in Alation. The connector

catalogs such Vertica objects as tables, columns, views, primary keys, foreign keys, functions, and function definitions.

It enables end-users to search and find Vertica objects from the Alation user interface.
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Team

The following administrators are required to install this connector:

• Alation Administrator

– Installs the connector

– Creates and configures a Vertica data source in the catalog.

• Vertica Administrator

– Creates a service account for Alation

– Provides the JDBC URI to access metadata

– Provides access to schemas to extract metadata

– Assists in configuring Kerberos authentication

– Assists in configuring Query Log Ingestion (QLI).

Scope

The table below shows which metadata objects are extracted by this connector and which operations are supported.

Feature Scope Availability

Authentication

Basic Authentication with a service ac-

count created on the database that

uses a username and password

Yes

LDAP Authentication with a database ser-

vice account that is an LDAP account

in an organization’s network

No

SSL Database connection over SSL No

Kerberos Support for Kerberos authentication Yes

Keytab Support for Kerberos with keytabs Yes

Metadata Extraction (MDE)

Default MDE Extraction of metadata based on de-

fault extraction queries in the connec-

tor code

Yes

Custom query-based MDE Extraction of metadata based on ex-

traction queries provided by a user

Yes

Extracted metadata objects

Data Source Data source object in Alation that is

parent to extracted metadata

Yes

Schemas List of schemas Yes

Tables List of tables Yes

Columns List of columns Yes

Column data types Column data types Yes

Views List of views Yes

Source comments Source comments No

Primary keys Primary key information for ex-

tracted tables

Yes

Foreign keys Foreign key information for extracted

tables

Yes

continues on next page
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Table 47 – continued from previous page

Feature Scope Availability

Functions Function metadata Yes

Function definitions Function definition metadata Yes

Sampling and Profiling

Table sampling Retrieval of data samples from ex-

tracted tables

Yes

Column sampling Retrieval of data samples from ex-

tracted columns

Yes

Deep column profiling Profiling of columns with the calcu-

lation of value distribution stats

Yes

Dynamic profiling Ability for individual users to con-

nect with their own database ac-

counts to retrieve table and column

samples and profiles

Yes

Custom query-based table sampling Ability to use custom queries for sam-

pling specific tables

Yes

Custom query-based column sam-

pling

Ability to use custom queries for pro-

filing specific columns

Yes

Query Log Ingestion (QLI)

Table-based QLI Ingestion of query history based on

a table or view that contains query

history data

Yes

Query-based QLI Ingestion of query history based on

a custom query history extraction

query

Yes

JOINs and filters Calculation of JOIN and filter infor-

mation based on ingested query his-

tory

Yes

Predicates Ability to parse predicates in ingested

queries

Yes

Lineage

Automatic lineage generation Auto-calculation of lineage based

on query history ingested from QLI,

MDE, and Compose queries

Yes

Compose

On-prem Alation instances Compose on on-prem Alation in-

stances

Yes

Alation Cloud Service instances Depending on your network config-

uration, you may be using Alation

Agent to connect to your data source.

Compose via Agent is supported

from connector version 1.2.1.3246.

Yes

Basic authentication in Compose Authentication in Compose with

username and password

Yes

SSO authentication in Compose Authentication in Compose using an

SSO flow through an IdP application

No
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6.74.2 Vertica OCF Connector: Install and Configure

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Network Configuration

Open outbound TCP port 5433 to the Vertica server.

Create Service Account

Sample SQL to Create an Account

When using the SQL below, substitute <service_account> and <password> with actual values.

CREATE USER <service_account> IDENTIFIED BY '<password>';

Permissions for Metadata Extraction

GRANT SELECT ON V_CATALOG.SCHEMATA TO <service_account>;

GRANT SELECT ON V_CATALOG.ALL_TABLES TO <service_account>;

GRANT SELECT ON V_CATALOG.TABLES TO <service_account>;

GRANT SELECT ON V_CATALOG.ODBC_COLUMNS TO <service_account>;

GRANT SELECT ON V_CATALOG.VIEWS TO <service_account>;

GRANT SELECT ON V_CATALOG.PRIMARY_KEYS TO <service_account>;

GRANT SELECT ON V_CATALOG.FOREIGN_KEYS TO <service_account>;

GRANT SELECT ON V_CATALOG.USER_FUNCTIONS TO <service_account>;

GRANT SELECT ON V_CATALOG.USER_TRANSFORMS TO <service_account>;

GRANT SELECT ON V_INTERNAL.ODBC_PROCEDURE_COLUMNS TO <service_account>;

Permission Purpose

GRANT SELECT ON V_CATALOG.SCHEMATA Required for schema extraction

GRANT SELECT ON V_CATALOG.ALL_TABLES Required for table extraction

GRANT SELECT ON V_CATALOG.TABLES Required for table extraction

GRANT SELECT ON V_CATALOG.ODBC_COLUMNS Required for column extraction

GRANT SELECT ON V_CATALOG.VIEWS Required for view extraction

GRANT SELECT ON V_CATALOG.PRIMARY_KEYS Required for primary key extraction

GRANT SELECT ON V_CATALOG.FOREIGN_KEYS Required for foreign key extraction

GRANT SELECT ON V_CATALOG.USER_FUNCTIONS Required for function extraction

GRANT SELECT ON V_CATALOG.USER_TRANSFORMS Required for function extraction

GRANT SELECT ON V_INTERNAL.ODBC_PROCEDURE_-

COLUMNS

Required for function definition extrac-

tion
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Permissions for Profiling and Sampling

GRANT USAGE ON SCHEMA [schema] TO <service_account>;

GRANT SELECT ON ALL TABLES IN SCHEMA [schema] TO <service_account>;

Permissions for Query Log Ingestion

If using table-based QLI, grant the service account the SELECT permissions for the QLI view you create on Vertica. If

using custom query-based QLI, grant the service account admin-level privileges as this type of QLI involves querying

system tables. For details, see Query Log Ingestion below.

Configure Kerberos for Vertica Data Source

If your Vertica database is kerberized, make sure that the Alation service account has been granted permissions to use

Kerberos authentication. You will also need the krb5.conf and the keytab files for your Vertica database. Both files will

need to be uploaded in the data source settings in Alation user interface. For details on granting accounts permissions to

use Kerberos authentication, refer to Create the Vertica Principals and Keytabs on Linux KDC in Vertica documentation.

Testing Kerberos Connection

Run the following commands to obtain a ticket and check connectivity from the Vertica server:

• Kerberos without keytab

sudo -i -u dbadmin kinit <principal>/<service_account>

Enter the password created during adding the principal.

• Kerberos with keytab

sudo -i -u dbadmin kinit -kt <keytab_file> <principal>/<service_account>

• Verifying the connection

vsql -U <service_account> -k <KerberosServiceName> -K <krb5-host> -h <host

name> -c "select client_authentication_name, authentication_method from

sessions;"

vsql -U <service_account> -k <KerberosServiceName> -K <krb5-host> -h <host

name> -c "select KERBEROS_CONFIG_CHECK();"

JDBC URI

Format

Basic Authentication

vertica://<hostname_or_ip>:<port>/<database_name>

Example
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vertica://10.13.41.154:5433/my_database

Kerberos Authentication

vertica://<hostname>:<port>/<database_name>?KerberosHostName=<kerberos_host_name>&

KerberosServiceName=<service_name>

Example

vertica://ip-10-13-20-137:5433/alation?KerberosHostName=ip-10-13-20-137.alation-test.com&

KerberosServiceName=alation

Configuration in Alation

Step 1: Install the Connector

Alation On-Premise

Important: Installation of OCF connectors requires Alation Connector Manager to be installed as a prerequisite.

To install an OCF connector:

1. If this has not been done on your instance, install the Alation Connector Manager: Install Alation Connector

Manager.

2. Ensure that the OCF connector Zip file is available on your local machine.

3. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

Alation Cloud Service

Note: On Alation Cloud Service instances, Alation Connector Manager is available by default.

Depending on your network configuration, you may need to use Alation Agent to connect to databases.

Connection via Alation Agent

1. Ensure that Alation Agent is enabled on your Alation instance. If necessary, create a Support ticket with Alation

for an Alation representative to enable the Alation Agent feature on your instance and to receive the Alation Agent

installer.

2. Install the Alation Agent.

3. Install the OCF connector on Alation Agent.
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Connection Without Agent

To install an OCF connector:

1. Ensure that the OCF connector Zip file is available on your local machine.

2. Install the connector on the Connectors Dashboard page using the steps in Manage Connectors.

STEP 2: Create and Configure a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign additional Data Source Admins, if

necessary, and click the Continue Setup button on the bottom. The Add a Data Source screen will open.

5. On the Add a Data Source screen, the only field you should populate is Database Type. From the Database

Type dropdown, select the connector name. After that you will be navigated to the Settings page of your new data

source.

Note: Agent-based connectors will have the Agent name appended to the connector name.

The name of this connector is Vertica OCF connector.

Access

On the Access tab, set the data source visibility using these options:

• Public Data Source—The data source will be visible to all users of the catalog.

• Private Data Source—The data source will be visible to the users allowed access to the data source by Data

Source Admins.

You can add new Data Source Admin users in the Data Source Admins section.

General Settings

Perform the configuration on the General Settings tab.
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Application Settings

Specify Application Settings if applicable. Click Save to save the changes after providing the information.

Parameter Description

BI Connection Info This parameter is used to generate lineage between the

current data source and another source in the catalog,

for example a BI source that retrieves data from the

underlying database. The parameter accepts host and

port information of the corresponding BI data source

connection.

Use the following format: host:port

You can provide multiple values as a comma-separated

list:

10.13.71.216:1541,sever.com:1542

Find more details in BI Connection Info.

Disable Automatic Lineage Generation Select this checkbox to disable automatic lineage gen-

eration from QLI, MDE, and Compose queries. By

default, automatic lineage generation is enabled.

Connector Settings

Data Source Connection

Populate the data source connection information and save the values by clicking Save in this section.

Parameter Description

JDBC URI Specify the JDBC URI in the required format.

Username Specify the service account username.

Password Specify the service account password.

Enable Kerberos

authentication

Select this checkbox if using Kerberos authentication and upload the krb5.conf file using the

upload link under the checkbox.

Use keytab Select this checkbox if using keytabs and upload the keytab file for the service account using the

upload link under the checkbox.

Enable SSL Enable or disable SSL authentication by selecting or clearing the Enable SSL checkbox.

If the Enable SSL checkbox is enabled, upload the SSL certificate using the upload link below.

Truststore pass-

word

Specify the password for the SSL certificate.

The password will be deleted if the data source connection is deleted.

Logging Configuration

Select the logging level for the connector logs and save the values by clicking Save in this section. The available log

levels are based on the Log4j framework.

Parame-
ter

Description

Log level Select the log level to generate logs. The available options are INFO, DEBUG, WARN, TRACE,

ERROR, FATAL, ALL.

You can view the connector logs in Admin Settings > Manage Connectors > Vertica OCF connector.

2332 Chapter 6. Open Connector Framework



Alation User Guide

Obfuscate Literals

Obfuscate Literals—Enable this toggle to hide actual values in the query statements that are ingested during query log

ingestion or executed in Compose. This toggle is disabled by default.

Test Connection

Under Test Connection, click Test to validate network connectivity.

Metadata Extraction

You can configure metadata extraction (MDE) for an OCF data source on the Metadata Extraction tab of the Settings

page. Refer to Configure Metadata Extraction for OCF Data Sources for information about the available configuration

options.

The default queries that the connector uses to extract metadata can be found in Extraction Queries for Vertica. You can

customize these queries to adjust the extraction to your needs.

MDE Extraction from Compose

After creation of a table or view in Compose, users will see the corresponding table or view on the respective catalog

page without re-running MDE. In Compose, users should use the following query format for Alation to ingest the

metadata incrementally:

• Table

CREATE TABLE "SCHEMA_NAME"."TABLE_NAME" ({column properties});

• View

CREATE VIEW "SCHEMA_NAME"."VIEW_NAME" AS {view condition}

Sampling and Profiling

Sampling and profiling is supported. For details, see Configure Sampling and Profiling for OCF Data Sources.

Compose

For details about configuring the Compose tab of the Settings, refer to Configure Compose for OCF Data Sources.

Query Log Ingestion

QLI Configuration on Vertica

Vertica logs queries to a number of system tables. Selecting rows from these tables directly requires an admin account.

For Alation to ingest the query information, you can either give the Alation service account admin access to select from

the relevant system tables or request the DBA to create a view that Alation can be permitted to access.

Use the query below as an example of creating such a view. You can choose any name for the view. You will need to

enter the view name in the Alation user interface when configuring query log ingestion on the Query Log Ingestion tab.
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CREATE view public.alation_qli_view AS

SELECT

ri.session_id AS sessionId,

ri.user_name AS userName,

qr.start_timestamp AS startTime,

qr.end_timestamp AS endTime,

qr.request_duration_ms/1000 AS seconds,

ri.request_id,

qr.start_timestamp AS sessionStartTime,

ri.request AS queryString,

'' as defaultDatabases,

CASE WHEN qr.success THEN null

ELSE 'FAILED'

END AS cancelled,

qr.search_path

FROM v_internal.dc_requests_issued ri

JOIN v_monitor.query_requests qr

ON ri.transaction_id = qr.transaction_id

AND ri.request_id = qr.request_id

AND ri.session_id = qr.session_id;

Configuration in Alation

On the Query Log Ingestion tab, you can select QLI options for your data source and schedule the QLI job if necessary.

Connector Settings > Query Extraction

You can choose to use table-based QLI or custom query-based QLI.

If you select table-based QLI, before you set up QLI in Alation, perform the configuration on the database as is described

in QLI Configuration on Vertica.

If you select query-based QLI, make sure that the Alation service account has admin-level access.

Table-Based QLI

To configure table-based QLI:

In the Table Name field, specify the name of the QLI view where the query logs are available. Make sure that the

service account has the permissions to access this view. The view name must be provided in the following format:

database.schema.view_name.
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Custom Query-Based QLI

If you cannot create the view for QLI, for example, due to access restrictions, you can use a custom QLI query to extract

query history into Alation. If you opt for custom query-based QLI, Alation will query the system table storing query

history or the table you’ve created to enable QLI every time you manually run QLI or when the QLI job runs on schedule.

For custom query-based QLI to succeed, ensure that the service account has enough permissions to select from the QLI

table.

The template for the QLI query is given below. You can customize it by adding, removing, or changing the filter, but the

columns and their aliases must remain as is since the connector expects this query structure.

Note: When using the QLI query template, do not substitute the STARTTIME and ENDTIME parameters in the WHERE

filter. These parameters are not actual column names and should stay as is. They are expected by the connector and will

be substituted with the start and end date of the QLI range selected in the user interface when QLI is run manually or on

schedule.

To configure query-based QLI:

1. Go to the Query Log Ingestion tab of the Settings page of your OCF data source.

2. Under Connector Settings > Query Extraction, in the Custom QLI Query field, provide the QLI query.

3. Click Save.

QLI Query Template

SELECT

ri.session_id AS sessionId,

ri.user_name AS userName,

qr.start_timestamp AS startTime,

qr.end_timestamp AS endTime,

qr.request_duration_ms/1000 AS seconds,

ri.request_id,

qr.start_timestamp AS sessionStartTime,

ri.request AS queryString,

'' AS defaultDatabases,

CASE WHEN qr.success THEN null

ELSE 'FAILED'

END AS cancelled,

qr.search_path

FROM

v_internal.dc_requests_issued ri

JOIN v_monitor.query_requests qr

ON ri.transaction_id = qr.transaction_id

AND ri.request_id = qr.request_id

AND ri.session_id = qr.session_id

WHERE date(starttime) >= STARTTIME

AND date(endtime) <= ENDTIME

ORDER BY

sessionId,

startTime;
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Perform QLI

You can either perform QLI manually on demand or enable automated QLI:

1. To perform manual QLI, under the Automated and Manual Query Log Ingestion section of the Query Log

Ingestion tab, ensure that the Enable Automated Query Log Ingestion toggle is disabled.

Note: Metadata extraction must be completed first before running QLI.

2. Click Preview to get a sample of the query history data to be ingested.

3. Click the Import button to perform QLI on demand.

4. To schedule QLI, enable the Enable Automated Query Log Ingestion toggle.

5. Set a schedule under Automated Query Log Ingestion Time by specifying values in the week, day, and time

fields. The next QLI job will run on the schedule you have specified.

Note: The hourly schedule for automated QLI is not supported.

Troubleshooting

Refer to Troubleshooting for information about logs.

6.74.3 Extraction Queries for Vertica

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Schema

Ensure your query has a column labeled as USERNAME in the SELECT list.

SELECT

current_database() AS CATALOG,

schema_name AS SCHEMA

FROM

v_catalog.schemata

WHERE schema_name NOT IN ('''')

AND schema_name NOT IN ('public', 'v_idol', 'pg_catalog', 'v_internal',

'v_catalog', 'v_monitor', 'pg_internal',

'v_txtindex')

ORDER BY

CATALOG,

schema_name;
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Table

Ensure your query has columns labeled as SCHEMA, TABLE_NAME, TABLE_TYPE, REMARKS in the SELECT list.

SELECT

current_database AS CATALOG,

a.schema_name AS SCHEMA,

a.table_name AS TABLE_NAME,

a.table_type AS TABLE_TYPE,

a.remarks AS REMARKS,

b.owner_name AS OWNER,

b.create_time AS CREATE_TIME

FROM

v_catalog.all_tables a

LEFT JOIN v_catalog.tables b

ON a.table_id = b.table_id

WHERE schema_name NOT IN ('''')

AND schema_name NOT IN ('public', 'v_idol', 'pg_catalog',

'v_internal', 'v_catalog', 'v_monitor',

'pg_internal', 'v_txtindex')

AND table_type ILIKE 'TABLE'

ORDER BY

schema_name,

table_name;

View

Ensure your query has columns labeled as SCHEMA, VIEW_NAME, VIEW_CREATE_STATEMENT, 'VIEW' AS VIEW_TYPE,

REMARKS in the SELECT list.

SELECT

current_database AS CATALOG,

a.schema_name AS SCHEMA,

a.table_name AS TABLE_NAME,

a.table_type AS VIEW_TYPE,

a.remarks AS REMARKS,

c.owner_name AS OWNER,

c.create_time AS CREATE_TIME,

c.view_definition as VIEW_CREATE_STATEMENT

FROM

v_catalog.all_tables a

LEFT JOIN v_catalog.views c

ON a.table_id = c.table_id

WHERE a.schema_name NOT IN ('''')

AND a.schema_name NOT IN ('public', 'v_idol', 'pg_catalog',

'v_internal', 'v_catalog', 'v_monitor',

'pg_internal', 'v_txtindex')

AND table_type ILIKE 'VIEW';
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Column

Ensure your query has columns labeled as SCHEMA, TABLE_NAME, TYPE_NAME, DATA_TYPE, COLUMN_NAME, ORDINAL_-

POSITION, IS_NULLABLE, REMARKS, COLUMN_DEFAULT in the SELECT list.

SELECT

current_database AS CATALOG,

schema_name as SCHEMA,

TABLE_NAME,

COLUMN_NAME,

CASE WHEN data_type_name = 'Char'

THEN 'Char(' || column_size || ')'

WHEN data_type_name = 'Varchar'

THEN 'Varchar(' || column_size || ')'

WHEN data_type_name = 'Numeric'

THEN 'Numeric(' || column_size || ',' || decimal_digits || ')'

WHEN data_type_name = 'Date'

THEN 'Date(' || column_size || ')'

WHEN data_type_name = 'Integer'

THEN 'Integer(' || column_size || ')'

WHEN data_type_name = 'Float'

THEN 'Float(' || column_size || ')'

WHEN data_type_name = 'Time'

THEN 'Time(' || column_size || ')'

WHEN data_type_name = 'Timestamp'

THEN 'Timestamp(' || column_size || ')'

WHEN data_type_name = 'Interval Second'

THEN 'Interval Second(' || column_size || ')'

WHEN data_type_name = 'Interval Month'

THEN 'Interval Month(' || column_size || ')'

WHEN data_type_name = 'Interval Day'

THEN 'Interval Day(' || column_size || ')'

WHEN data_type_name = 'Interval Minute to Second'

THEN 'Interval Minute to Second(' || column_size || ')'

WHEN data_type_name = 'TimestampTz'

THEN 'TimestampTz(' || column_size || ')'

WHEN data_type_name = 'Interval Hour'

THEN 'Interval Hour(' || column_size || ')'

WHEN data_type_name = 'Interval Day to Hour'

THEN 'Interval Day to Hour(' || column_size || ')'

WHEN data_type_name = 'Binary'

THEN 'Binary(' || column_size || ')'

WHEN data_type_name = 'Varbinary'

THEN 'Varbinary(' || column_size || ')'

WHEN data_type_name = 'TimeTz'

THEN 'TimeTz(' || column_size || ')'

WHEN data_type_name = 'Interval Minute'

THEN 'Interval Minute(' || column_size || ')'

WHEN data_type_name = 'Interval Day to Minute'

THEN 'Interval Day to Minute(' || column_size || ')'

WHEN data_type_name = 'Interval Day to Second'

THEN 'Interval Day to Second(' || column_size || ')'

WHEN data_type_name = 'Interval Hour to Second'

(continues on next page)
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(continued from previous page)

THEN 'Interval Hour to Second(' || column_size || ')'

WHEN data_type_name = 'Interval Year'

THEN 'Interval Year(' || column_size || ')'

WHEN data_type_name = 'Interval Year to Month'

THEN 'Interval Year to Month(' || column_size || ')'

ELSE data_type_name

END AS TYPE_NAME,

column_default AS COLUMN_DEF,

remarks,

column_size AS MAX_LENGTH,

decimal_digits AS NUMERIC_SCALE,

ordinal_position,

COLUMN_DEFAULT,

data_type_name AS DATA_TYPE,

is_nullable

FROM

v_catalog.odbc_columns

WHERE schema_name NOT IN ('''')

AND schema_name NOT IN ('public', 'v_idol', 'pg_catalog',

'v_internal', 'v_catalog', 'v_monitor',

'pg_internal' ,'v_txtindex')

ORDER BY

CATALOG,

schema_name,

table_name;

Primary Key

Ensure your query has columns labeled as TABLE_NAME, COLUMN_NAME, OWNER in the SELECT list.

SELECT

current_database AS CATALOG,

table_schema AS SCHEMA,

table_name,

column_name,

ordinal_position AS KEY_SEQ,

constraint_name AS PK_NAME

FROM

v_catalog.primary_keys

WHERE

table_schema NOT IN ('''')

AND table_schema NOT IN ('public', 'v_idol', 'pg_catalog',

'v_internal', 'v_catalog', 'v_monitor',

'pg_internal', 'v_txtindex')

ORDER BY

CATALOG,

table_schema,

table_name;
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Foreign Key

Ensure your query has columns labeled as PK_CATALOG, PK_SCHEMA, PK_TABLE, PK_COLUMN, FK_CATALOG, FK_-

SCHEMA, FK_TABLE, FK_COLUMN in the SELECT list.

SELECT

current_database AS CATALOG,

null AS PK_CATALOG,

primary_keys.table_schema AS PK_SCHEMA,

primary_keys.table_name AS PK_TABLE,

primary_keys.column_name AS PK_COLUMN,

null AS FK_CATALOG,

foreign_keys.table_schema AS FK_SCHEMA,

foreign_keys.table_name AS FK_TABLE,

foreign_keys.column_name AS FK_COLUMN,

primary_keys.ordinal_position AS KEY_SEQ,

3 AS FOREIGN_KEY_UPDATE_RULE,

3 AS FOREIGN_KEY_DELETE_RULE,

foreign_keys.constraint_name AS FK_NAME,

primary_keys.constraint_name AS PK_NAME,

1 AS DEFERRABILITY

FROM

v_catalog.primary_keys

JOIN v_catalog.foreign_keys

ON primary_keys.table_name = foreign_keys.reference_table_name

AND primary_keys.table_schema = foreign_keys.reference_table_schema

AND primary_keys.column_name = foreign_keys.reference_column_name

WHERE primary_keys.table_schema NOT IN ('''')

AND primary_keys.table_schema NOT IN ('public', 'v_idol', 'pg_catalog',

'v_internal', 'v_catalog',

'v_monitor', 'pg_internal',

'v_txtindex')

ORDER BY

pk_catalog,

primary_keys.table_schema,

pk_table;

Function

Ensure your query has columns labeled as SCHEMA, FUNCTION_NAME, REMARKS in the SELECT list.

SELECT

catalog,

schema_name as SCHEMA,

function_name,

remarks

FROM

(

SELECT

current_database AS CATALOG,

schema_name as SCHEMA_NAME,

function_name,

(continues on next page)
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(continued from previous page)

function_definition AS REMARKS

FROM

v_catalog.user_functions

UNION ALL

SELECT

current_database AS CATALOG,

schema_name as SCHEMA_NAME,

function_name,

function_definition AS REMARKS

FROM

v_catalog.user_transforms)

AS vmd

WHERE schema_name NOT IN ('''')

AND schema_name NOT IN ('public', 'v_idol', 'pg_catalog',

'v_internal', 'v_catalog', 'v_monitor',

'pg_internal', 'v_txtindex')

ORDER BY

catalog,

schema_name,

function_name;

Function Definition

Ensure your query has columns labeled as SCHEMA, FUNCTION_NAME, ARG_NAME, TYPE_NAME, ARG_TYPE, ARG_DEF in

the SELECT list.

SELECT

current_database AS FUNCTION_CAT,

proc_schema AS SCHEMA,

proc_name AS FUNCTION_NAME,

specific_proc_name AS SPECIFIC_NAME,

column_name,

type_name,

remarks AS DEFINITION,

'' AS FUNCTION_TYPE,

column_name AS ARG_NAME,

type_name AS ARG_TYPE,

column_def AS COLUMN_DEFAULT

FROM

v_internal.odbc_procedure_columns

WHERE proc_schema NOT IN ('''')

AND proc_schema NOT IN ('public', 'v_idol', 'pg_catalog',

'v_internal', 'v_catalog', 'v_monitor',

'pg_internal', 'v_txtindex')

ORDER BY

proc_schema,

function_name;
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6.75 Delete an OCF Connector Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section contains topics that explain how to delete an OCF connector data source, file system source, and BI server

source.

6.75.1 Delete a Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can delete data sources of RDBMS OCF connectors from Alation to remove the sources that you no longer require.

To delete a data source, go to Apps > Sources > Manage Settings and click the delete icon next to the data source.

Note: To delete a data source, you must be either a Server Admin or a Data Source Admin of the source.

Alternatively, you can also delete the data source from the General Settings tab.

1. Go to the Settings > General Settings page of your source.

2. Under the Delete Data Source section, click Delete.

A pop-up window appears to confirm the data source name.

3. Enter the data source name in uppercase as displayed on the pop-up window and click Delete Permanently.

4. Read the message displayed on the pop-up window and click, I understand.

Note: The time taken to delete a data source may vary based on the size.

If you fail to delete a data source, contact Alation Support.

Restore Deleted Data Source

Alation allows you to restore a deleted data source. To restore a deleted data source, go to the General Settings tab of

the deleted data source and click Restore under the Restore Data Source section. The Restore Data Source section

appears on the General Settings tab irrespective of whether you deleted the data source from the General Settings tab

or the Manage Settings page.

Important: Latest connector versions installed on Alation version 2023.3.4 or newer (2023.3.2.1 or newer for latest

Snowflake OCF connector) don’t have the option to delete the data source from the General Settings tab.
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6.75.2 Delete a File System Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can delete a file system source from Alation to remove the sources that you no longer require.

To delete a data source, go to Apps > Sources > Manage Settings and click the delete icon next to the file system

source.

Note:

• The file system source deletion process is irreversible. Ensure that the source you delete is no longer

needed and is safe to delete.

• To delete a file system source, you must be either a Server Admin or a Data Source Admin of the

source.

Alternatively, you can also delete the data source from the General Settings tab.

1. Go to the Settings > General Settings page of your source.

2. Under the Delete File System section, click Delete.

A pop-up window appears to confirm the file system source name.

3. Enter the file system source name in uppercase as displayed on the pop-up window and click Delete

Permanently.
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4. Read the message displayed on the pop-up window and click, I understand.

Note:

The time taken to delete a file system source may vary based on the size.

If you fail to delete a file system source, contact Alation Support.

Important: From Amazon S3 OCF connector version 3.9.0 on Alation version 2023.3.5 or higher, the option to delete

a file system source is not available on the General Settings tab. To delete a file system, go to Sources > Manage

Settings, and click the delete icon next to the file system.
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Deletion in Progress Behavior

During a deletion process, the UI behavior of the source will be as follows:

In Sources > Browse Sources tab:

In Sources > Manage Settings tab:

If you search the source during its deletion, Alation displays the following message:

Frequently Asked Questions

1. Why is my file system source disabled and showing a Deletion in progress message?

If your file system source is large, the deletion takes time. Wait for some time. If the issue persists for

over a few hours, contact Alation Support.

Additionally, the delete process runs asynchronously. If multiple jobs, such as MDE or QLI run in

parallel, the delete process will take time to get its turn in the queue.

2. Why is my File System source disabled and showing a Deletion failed message?

If the deletion process fails after multiple retries, the deletion failed message is displayed. Contact

Alation Support for deletion failure.

3. The File System source was deleted; however, the search results still display the files, directory, and file attributes.
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For the large File System source, Alation clears the search results for the source in batches and it may

take some time to remove all the search results. Wait for some time and contact Alation Support if the

issue persists over a day.

6.75.3 Delete a BI Server Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can delete a BI server source from Alation to remove the sources that you no longer require. To delete a BI server

source, perform the following steps:

Note:

• The BI server source deletion process is irreversible. Ensure that the source you delete is no longer

needed and is safe to delete.

• To delete a BI server source, you must be either a Server Admin or a Data Source Admin of the source.

1. Go to the Settings > General Settings page of your source.

2. Under the Delete BI Server section, click Delete.

A pop-up window appears to confirm the BI server source name.

3. Enter the BI server source name in uppercase as displayed on the pop-up window and click Delete

Permanently.

4. Read the message displayed on the pop-up window and click, I understand.

Note: The time taken to delete a BI server source may vary based on the size.

If you fail to delete a BI server source, contact Alation Support.
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Deletion in Progress Behavior

During a deletion process, the UI behavior of the source will be as follows:

In Sources > Browse Sources tab:

If you search the source and navigate to the Catalog page during its deletion, Alation displays the following message:
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CHAPTER

ONE

DATA SOURCE CONFIGURATION

After adding a data source, you need to configure it for Alation to pull metadata, data samples, and query logs.

This section shows you how to,

• Configure a data source.

• Work with certificates and perform authentication with the data source.

• Enable additional connectors using feature flags.

1.1 Prerequisites

Alation requires a DB service account to read the following information:

• DB Metadata

• Table samples

• Query History Logs

Query Log Ingestion enables Alation to compute object usage and popularity, common query expressions and filters,

and user expertise. It is recommended to enable query logging two weeks before installation if it is not enabled already.

Automated daily Query Log ingestion typically reads from a table, view, or source file system (depending on the database

type). Ideally, queries executed in the last seven days can be read. If the daily query volume is large (more than a

million/day) or if the DB server is constrained by disk space, a minimum of last three days worth of logs is required.

In environments where historical Query Log for a week or longer is available, the historical log can be ingested into

Alation.

The sections that follow describe permissions and setup required for connecting data sources to Alation and ingesting

metadata, samples, and query logs.

1.1.1 Supported Database Versions

Refer to the Support Matrix.
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1.2 Add Data Sources

You can add new data sources to the Alation catalog on the Sources page.

1.2.1 Prerequisites to Add a Data Source

• If applicable to the specific database type, the required feature flag is enabled

• Server Admin role in Alation

• A service account for the data source

• Privileges for the service account to retrieve metadata, profile data, and retrieve query history information

• Specific setup on the database side for Query Log Ingestion (QLI)

Note that prerequisites will differ depending on the database type. For some types, you may need to perform several

preliminary steps on the database side. This article describes a generic scenario of adding a data source. For details

about each specific supported DB type, refer to the respective section of the documentation.

1.2.2 Add a Data Source

To add a data source,

1. Sign in to Alation as a Server Admin.

2. Click the Sources icon on the main toolbar to open the Sources page:

3. Click the Add icon on the upper right:

4. In the list that opens, click Data Source. This will bring up the Add a Data Source wizard:
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5. Specify the Title.

6. The user setting up a data source is automatically assigned as a Data Source Admin to this source. To assign

additional Data Source Admins, hover over Assign Data Source Admins section to reveal the Add icon on the

right. Click Add to find and add users:
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7. Select an option under Who is setting this up?

• I’m setting up this Data Source you will be able to continue to the next step.

• Ask the Data Source Admins to complete this setup the wizard will close and the data source admins you

have added will be notified. The data source will be added with the incomplete setup. You can finish the

setup under Sources > Data Sources > Manage Settings.

8. If you have chosen the option I’m setting up this Data Source, click Continue Setup. This brings up the next

step of the Add a Data Source wizard where you will specify the connection parameters:

2354 Chapter 1. Data Source Configuration



Alation User Guide

9. Select the database type from the Database Type dropdown list.

10. Enter the required information, such as Host, Port, Database Name, and other details. These fields will vary

depending on the database type you have selected.

11. From the Privacy list, select the Privacy value. Privacy settings define access to the data source in the Alation

catalog. Select Public if you want everyone in the organization to see this data source in the catalog; or select

Private to restrict access to specific Viewers and Data Source Admins.

12. Click Save and Continue. The Service Account wizard screen will open. A service account is required to

establish connection to the database to extract metadata, profile the data, ingest query history, and generate

previews of tables:

1.2. Add Data Sources 2355



Alation User Guide

13. On the Service Account screen, select Yes or No depending on the service account availability. We recommend that

you create a service account for Alation before adding the source. If you do not have a service account, you can create it

now, although this will require that you run a query against the database then return to Alation and confirm that you

have created the account.

14. If you have chosen Yes, then enter the Username and Password of the service account.

15. If you have chosen No, then specify the Username and Password for the new account. When you do that, Alation

will display the query you will need to run on the database to create the account with the required permissions.

You can reveal the permission information by clicking Show permissions information under the query:
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16. After running the query, return to Alation and select the checkbox The Service Account is created to confirm

that you have created the account.

17. Click Save and Continue. This will bring up the Query Log Ingestion (QLI) setup screen:
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18. You can skip this step and address QLI setup later on the Query Log Ingestion tab of the data source Settings

page. For some data sources, Alation recommends skipping this step. To skip, click Skip this Step.

19. If you choose not to skip this step, provide the required information and finish setup.

Your data source will be added to Alation and you will land on its settings page. You can now provide additional settings

(they will vary depending on the database type) and perform metadata extraction, profiling, and QLI.

1.2.3 Continue With Errors

During setup, you can override errors by clicking Continue with Errors. You will be able to add your data source but

will need to troubleshoot the errors on the Settings page to be able to establish connection and run the data jobs:
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1.2.4 Finish Later

In the Add Data Source wizard, you can save your data source with an incomplete setup by clicking Finish Later:

Data Sources with incomplete setup can be located under Sources > Data Sources > Manage Settings. Data Source

Admins can complete setup later where it was left off.

1.2.5 Discard

If you want to drop the setup, in the wizard, click Discard:

This will cancel the setup, and the data source will not be added.
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1.3 Configuring a Data Source

Each data source has a Settings page specific to that data source. For full configuration of a data source, ensure you

have:

• Set up Metadata Extraction to run on an appropriate schedule

• Determined if you will be generating samples

• Set up Query Log Ingestion to run on an appropriate schedule

The Settings page is available for Server Admins and Data Source Admins of this data source. To open the Settings,

click More. . . then Settings in the upper-right corner of a data source page:

A data source may have settings specific to the type of the database it connects to. For specifics about each data source

type, refer to the dedicated section about this data source. This article gives a general overview of the data source

Settings page:
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1.3.1 Access Tab

The Access tab allows you to grant access to the data source to other users.

1.3.2 General Settings

The General Settings tab of a data source settings page shows the database connection status and contains configuration

parameters, including database-specific parameters.

Disable Automatic Lineage Generation

Applies from version 2022.1

By default, lineage data for a data source will be automatically generated during metadata extraction, query log ingestion,

and when users run queries in Compose. It is possible to disable automatic lineage generation. In this case, no lineage

data will be auto-generated during metadata extraction, query log ingestion, or querying the database in Compose.

To disable automatic lineage generation, select the Disable Automatic Lineage Generation checkbox on the General

Settings tab and click Save.
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If the data source already has lineage data that was generated prior to disabling automatic lineage, then:

• The existing lineage data will stay in the application.

• New lineage will not be generated automatically.

Note: Lineage data can be created manually by admin users or added using the Alation API. For details, refer to:

• Create Lineage Data Manually

• Lineage API

1.3.3 Metadata Extraction

Metadata Extraction (MDE) is the process of extracting metadata from the database into the Alation catalog to synchronize

them and provide the catalog users with an up-to-date representation of the data. Metadata extraction should be run

as the first step in building your data catalog. Depending on your organization’s needs and usage, MDE can be run

manually or on an automatic schedule. Ideally, MDE should be run as a scheduled job to continuously keep your catalog

up-to-date.

1.3.4 Data Profiling

Data Profiling is a background job that selects a limited number of rows from each table in the database to provide a

quick preview of the data content. You can schedule this job according to the frequency and size of database updates.

As the result of Data Profiling, Alation will provide sample data for table and column objects:
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Profiling can be based on the permissions of the Service Account (with visibility controlled by Per-Object Parameters)

or configured to be run by individual users based on their permissions. To run Profiling based on the permissions of the

Service Account, start the job from the Data Profiling tab. It is in most cases not necessary to run Data Profiling as a

scheduled job.

Metadata Extraction must be complete to run Data Profiling.

1.3.5 Per-Object Parameters

Alation allows admins to control, at the object level, whether an object should be browseable, whether it should be

profiled, and whether a column should be marked sensitive.

The Per-Object Parameters tab can be used to set up view permissions at the data object level. Per-object parameters

define if a data object should be browseable using left-hand navigation and search, if it should be included in profiling,

or if it has sensitive data.

1.3.6 Query Log Ingestion

Query Log Ingestion (QLI) is processing of a selection of database query logs to calculate Popularity, Top Users,

Lineage, and to supply JOIN and filter information to the catalog. Alation recommends that you enable query logging

on a data source two weeks before running the initial QLI so that Alation has enough query history to ingest. Alation

recommends that QLI should be run as an automatically scheduled job to keep your catalog data up-to-date. After the

specific setup requirements for Query Log Ingestion are completed, it can be run from the Query Log Ingestion tab.

Query Log Ingestion should be run as a scheduled job to keep your catalog fresh. Metadata Extraction must be complete

to run Query Log Ingestion.
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1.3.7 Steps to Configure a Data Source

Run Metadata Extraction

• Fetch schemas from data source

• Select schemas to include or exclude if desired

• Run the extraction job

• For full configuration, set up MDE to run on a schedule.

Add query log table or view in Query Log Privileges section (if required): Run query log ingestion. Select a time

window when there are logs. Run Profiling (Sampling) if desired. For full configuration, set up Metadata Extraction and

Query Log Ingestion to run on a schedule.

Configure and Run QLI

Add a query log table or view in Data Source Settings > General Settings > Query Log Privileges section (if required)

then run Query Log Ingestion (QLI). Select a time window when there are logs.

For full configuration, set up QLI to run on a schedule.

Profiling (Sampling)

Run Profiling (Sampling) if desired.

1.3.8 Additional alation_conf Configuration Options

Alation’s automatic ingestion, by default, lags two days behind the current day. (This allows Alation to more effectively

process long running queries). This value can be changed in alation_conf using parameter alation.query_-

ingestion.auto_ingestion_lag_days

• Description Lags behind the current date to make sure queries get logged by the time we try to ingest them. The

longest running query seen so far is 29 hours.

• Current value two days

• Comments:

– It is used only by automatic query ingestion.

– Reducing this value to less than two days may cause long-running queries to be skipped.

– Due to timezone differences between the Alation server time and the database time, the two-day buffer might

be bigger or smaller. This threshold was not designed to be a hard limit.

To change the value:

sudo /etc/init.d/alation shell

alation_conf alation.query_ingestion.auto_ingestion_lag_days -s <new_value>
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1.4 Table Privacy Settings

Applies from release 2020.4

In the Alation Catalog, user access to Table objects can be controlled separately from access to the parent Data Source:

permissions to view a table can be set for a specific table object.

Note: On how to enable this functionality in an Alation instance, see Enable Table Privacy.

Using table-level access permissions, you can restrict access to sensitive tables in a Public data source or make some

tables visible to only a subset of users in a Private data source. Explicit table-level Privacy settings take precedence over

the parent data source Privacy settings.

By default, child table objects inherit the Privacy settings of the parent data source. If a data source is set to Public, all

its child objects are by default Public and accessible to all Catalog users. If a data source is set to Private, all its child

objects are by default treated as Private and are only visible to users who are granted access.

By default, table objects under a Public data source are accessible by:

• Everyone (Viewer access)

By default, table objects under a Private data source are accessible by:

• The Server Admin who set up this Private data source

• Other Server Admin users: Server Admins can view Private data sources and give Data Source Admin access to

themselves.

In the Catalog, Private tables with access permissions explicitly granted to specific users and groups are visible to these

users and groups only. This includes discoverability using the Alation Search, lists of child tables under parent schemas,

references to table objects in the Related Objects field on catalog pages, @-mentions in text fields Conversations, and

the Analytical Stewardship reports.

1.4.1 Configure Table Privacy

To set explicit access permissions for a table, you need the Server Admin role or the Data Source Admin access to the

data source or the Data Source Admin access to the table.

To specify access permissions for a Table:

1. Open the catalog page of the Table object for which you wish to set access permissions.

2. On the top right, click More and then Settings to open the Settings page for this table:
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3. On the Table Settings page, view the current Privacy settings of the table under Table Access. By default, table

access permissions are inherited from the parent data source and are not editable:

4. Select the checkbox Enable explicit permissions on this object (this object will retain its access settings if the

parent changes). This will make the Privacy settings editable:
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5. Change the Privacy of the table by selecting the Public or Private radio button under Table Access and confirm

your choice:

6. For tables set to Private, give access to specific users or groups by clicking Add Users and then finding the user

or group in the Quick Search list:
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7. The user or group will be given access permissions to the Table. If the user or group already has access to the

parent data source, the level of permissions (Viewer or Data Source Admin) will be inherited from the data source.

8. Changes are immediately applied to all Catalog areas that expose table objects except Search and Compose. For

Search and Compose, the Search index has to be recalculated for the changes to apply. The Search index update is

triggered automatically after table Privacy changes.

Note: For the Analytical Stewardship reports, the list of Table objects in the Detailed view of the

reports only includes the Table objects that a user has permissions to view.
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Revoke Table Access Permissions

To revoke table access permissions from a user or a group, locate this user or group in the User Access table and click

Remove in the Action column for this user or group.

Note: Access cannot be removed from the last Data Source Admin.

1.4.2 Levels of Table Access

The level of permissions a user or group receives to a Private table - Viewer or Data Source Admin - is inherited from

the parent data source. For example, if a user or group already has access to the parent data source with the Data Source

Admin access, then when you grant access to a Private table to such a user or group, they will inherit the Data Source

Admin access from the parent data source. In other words, if you are a Data Source Admin for a data source, you are a

Data Source Admin for the Private tables that you are granted access to.

If a user or group does not have access to the data source or has the Viewer access, then when this user or group is given

explicit access to a Private table, they will receive the Viewer permissions. In other words, if you do not have admin

access to the parent data source and are only granted access to select tables, you are going to get the Viewer access to

these tables.

The Viewer can:

• Find the Private table in search

• See the Private table listed under the parent schema if the parent data source is visible to this user

• View the catalog page of the Private table and its child objects

• Open the catalog page of the table using references to this table in the Catalog field values

• Access the table in all the areas of the data Catalog where this table is exposed

The Data Source Admin can:

• In addition to viewing the Private table in the Catalog, access the Settings page for this table and modify the

Access permissions.

Access Permissions Hierarchy

For Private tables, the access permissions granted to users and groups on the Table level are treated as primary

permissions that take precedence over the permissions given at the data source level:

• If a data source is Public, but a table under this data source is Private with access restricted to specific users and

groups, then in the Catalog, this table is visible to users and groups with explicit access only.

• If a data source is Private, but a table under this data source is Public, then everyone will be able to find this table

using the Alation search.

• If a data source is Private with access granted to one set of users or groups, and a table is Private with access

granted to a different set of users or groups, then the table will only be visible to users or groups who have been

explicitly granted access permissions to this specific table.
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1.4.3 Access to Column Objects

Access permissions cannot be explicitly defined for an individual column object as they are inherited from the parent

table. If the parent table is Public, the child column objects will be accessible by everyone as well. If the parent table

is Private with access restricted to specific users and groups, the child column objects under this table inherit these

settings.

1.4.4 Using Private Tables in Compose

Compose Auto-Suggest will exclude Private tables with explicit access permissions differing from the data source

Privacy settings for all users. Even the users who have access to Private tables will not see them in the Auto-Suggest list.

This means:

• If a data source is Public but some of its tables are Private with access given to specific users or groups only, these

tables will not appear in the Auto-Suggest for any Compose users.

• If a data source is Private and some of its tables have explicit access permissions, these tables will not appear in

the Auto-Suggest for any Compose users. The Private data source itself and those of its tables that inherit the

parent data source settings will appear in Auto-Suggest to the users who have access to the data source.

Note: Compose does not prevent users from executing queries on tables hidden from the Catalog

with the help of explicit access permissions. In Compose, users can query tables that they have been

granted access to on the database level.

If you are querying a table with restricted access, it is not recommended to publish or share such a

query to prevent exposure of sensitive data.

1.4.5 Private Tables in the Analytical Stewardship Reports

The charts on the Analytical Stewardship Dashboard are built using the data of all relevant Catalog objects. However,

the data in table reports below the charts that list specific objects and the filters only include the objects that the current

user has explicit access to in the Catalog.

This applies to:

• The Curation Progress report

• The Catalog Activity report

• The Data Objects Without Stewards report

1.4.6 @-Mentioning a Private Table in a Field or a Conversation

When adding a new @-mention to a rich text field, a user will only see the tables they have explicit access to in the Quick

Search box. However, table objects @-mentioned before their permissions were changed to Private will still be present

as references in the saved rich text field content. In general, it is advisable to refrain from mentioning sensitive tables.
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1.4.7 Object Set Fields

When adding a table object as a value to an object set field, a user will only see the tables they have explicit access to in

the Quick Search box. However, table objects added to object set fields before their permissions were changed to Private

will still be present as object set field values unless they are located and deleted. In general, it is recommended to refrain

from referencing sensitive tables in object set fields.

1.5 Installing Certificates for Secure Data Source Connections

1.5.1 Overview

Alation has its own Java truststore inside the Alation shell. When configuring connection to a data source over SSL, you

will need to bring your SSL certificates into the Java truststore on the Alation server.

It is also required to pass the location and password to the Java truststore directly to the Java processes as parameters as

there is no user interface for specifying them. The parameters connector.extra_flags, taskserver.extra_flags,

and elasticsearch.env.es_java_opts parameters in alation_conf serve this purpose.

You can view the current parameter values from the Alation shell by running these commands:

# to print the current values for connector.extra_flags and taskserver.extra_flags:

alation_conf extra_flags

# to print the current values for elasticsearch.env.es_java_opts

alation_conf elasticsearch.env.es_java_opts

These parameters may be empty or they may already have values that were set previously.

If they are empty, you can set them in the following way:

alation_conf taskserver.extra_flags -s " -Djavax.net.ssl.trustStore=/opt/alation/site/

site_data/jssecacerts -Djavax.net.ssl.trustStorePassword=changeit"

Note the space in front of the -D: " -D.

If the flags already have values, make sure to preserve those values and append the new values to the existing ones

without overwriting. Append the new values by adding a space then the new value to the string. For example, if your

current value is taskserver.extra_flags = -Dsun.security.krb5.debug=true, add the new value to the end

of the string after a space:

alation_conf taskserver.extra_flags -s " -Dsun.security.krb5.debug=true -Djavax.net.ssl.

trustStore=/opt/alation/site/site_data/jssecacerts -Djavax.net.ssl.

trustStorePassword=changeit"
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1.5.2 First Time Setup

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. Copy over the default Java truststore certificates into the Alation custom location and change ownership to alation:

sudo cp /etc/pki/java/cacerts /opt/alation/site/site_data/jssecacerts

sudo chown alation:alation /opt/alation/site/site_data/jssecacerts

3. Configure and deploy the required parameters in Alation. The alation_conf values for: taskserver.extra_-

flags, connector.extra_flags, and elasticsearch.env.es_java_opts must be set to the string below.

Note the space at the beginning of the string:

-Djavax.net.ssl.trustStore=/opt/alation/site/site_data/jssecacerts -

Djavax.net.ssl.trustStorePassword=changeit

Note: If the alation_conf attributes already have some other values, append new values but do not

overwrite the existing ones.

To set the values:

alation_conf taskserver.extra_flags -s " -Djavax.net.ssl.trustStore=/opt/

alation/site/site_data/jssecacerts -Djavax.net.ssl.

trustStorePassword=changeit"

alation_conf connector.extra_flags -s " -Djavax.net.ssl.trustStore=/opt/

alation/site/site_data/jssecacerts -Djavax.net.ssl.

trustStorePassword=changeit"

alation_conf elasticsearch.env.es_java_opts -s " -Djavax.net.ssl.

trustStore=/opt/alation/site/site_data/jssecacerts -Djavax.net.ssl.

trustStorePassword=changeit"

4. Deploy the configuration:

alation_action deploy_conf_all

1.5.3 Add a new Certificate to the Alation Java Keystore

To add a new cert,

1. Place the SSL certificate into the Alation box from outside of the Alation shell, for example:

scp selfsigned.cer:<hostname>:

ssh <hostname>

mv selfsigned.cer /<your/path/to/data>/tmp/selfsigned.cer

2. Enter the Alation shell:

sudo /etc/init.d/alation shell
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3. Import the certificate into the Alation Java truststore. Replace YOURALIAS with a suitable name for the certificate

(companyname_databasename) - alphanumeric only, no special characters. Substitute version with the actual

version number you find in the java directory.

• Release 2020.3.x and newer

sudo /opt/java/amazon-corretto-<version>-linux-x64/bin/keytool -import -

alias YOURALIAS -file /data1/tmp/selfsigned.cer -keystore /opt/alation/

site/site_data/jssecacerts -storepass changeit

4. Type “yes” and click Enter when it prompts for Trust this certificate?

5. Restart the Java processes:

alation_supervisor restart java:*

1.6 Configuring Kerberos for Data Source Authentication

When you connect to a Kerberized data source, Alation takes the credentials you provided as a service account and

attempts to authenticate by reaching out to the Key Distribution Center (KDC) you have provided in the Kerberos

configuration file for Alation. The KDC verifies the credentials and sends back an encrypted ticket granting ticket (TGT)

and a session key. Then Alation forwards the session key to the DB service to prove that the user has access, and the DB

service grants access.

Kerberos can be configured on the server before Alation installation if you plan to add Kerberized databases to the

catalog. It can also be configured after you have already installed Alation, but with a slightly different set of steps.

Choose the scenario that applies to your case.

1.6.1 Configure Kerberos Before Installation

1. On the server where you plan to install Alation, configure a valid /etc/krb5.conf. The default_realm should be

set to the realm having the user principal which you are planning to use as the database service account in Alation.

Example:

krb5.conf content will depend on your database environment. This is a generic example:

[libdefaults]

default_realm = TEST.ALATIONDATA.COM

dns_lookup_realm = false

dns_lookup_kdc = false

ticket_lifetime = 24h

forwardable = true

[realms]

TEST.ALATIONDATA.COM = {

kdc = 10.11.21.205

admin_server = 10.11.21.205

}

[domain_realm]

.alationdata.com = TEST.ALATIONDATA.COM

alationdata.com = TEST.ALATIONDATA.COM
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2. You can test the Kerberos credentials by running KINIT as the service account and, after KINIT then running

KVNO for the service principal of the database resource. KINIT establishes that the host reached the KDC and

got a valid TGT. KVNO fetches a service ticket for the service principal Both need to be authenticated from

Alation:

kinit <USER_PRINCIPAL_NAME>

kvno <SERVICE_PRINCIPAL_NAME/HOST@REALM>

For example:

kinit alation_user

kvno hive/HOSTNAME@TEST.ALATIONDATA.COM

If using keytabs, do the following, substituting <path to keytab> with the path to your keytab file:

kinit -k -t <path to keytab> <USER_PRINCIPAL_NAME>

kvno <SERVICE_PRINCIPAL_NAME/HOST@REALM>

Alation does not use Kerberos ticket cache. The above tests validate the Kerberos configuration: if KINIT and/or KVNO

fail, this would be a Kerberos configuration issue that needs to be resolved in your infrastructure before you try to

connect to your Kerberized source from Alation.

1.6.2 Configuring Kerberos After Installing Alation

If Kerberos configuration is added after Alation is installed, you will need to create a valid krb5.conf file on the host

running Alation then copies it to the Alation environment.

To import the krb5.conf into Alation,

1. Copy the valid krb5.conf file into the Alation file system:

sudo cp krb5.conf /data/site_data/krb5.conf

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Run the following actions to copy and deploy the configuration:

alation_action copy_krb5_conf

alation_action deploy_conf_kerberos

4. Exit the shell:

exit

5. Restart Alation:

sudo service alation restart

6. Check that the configuration values are stored in the Alation configuration, from inside the Alation shell:

alation_conf kerberos
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1.6.3 Troubleshooting

You can turn on Kerberos debugging in Alation logs to help you troubleshoot issues with connection in Alation. Kerberos

debugging logs into taskserver_out.log and taskserver.log at /opt/alation/site/logs.

To add debugging,

1. Enter the Alation shell and change user to alation:

sudo service alation shell

sudo su alation

2. Make sure you don’t already have extra flags set that may be overwritten by any new flags:

alation_conf extra

If extra flags already exist for Taskserver and Connector, edit the corresponding line to include the

new flag: -Dsun.security.krb5.debug=true

Example:

alation_conf extra

alation_conf taskserver.extra_flags -s ' -Dsun.security.krb5.debug=true -

Dsun.security.jgss.debug=true'

3. Deploy the changes and restart the java component:

alation_conf extra

alation_action deploy_conf_supervisor

alation_supervisor restart java:*

1.7 Feature Flags For Data Sources

Alation allows enablement of additional connectors using feature flags to enable use before being made broadly available.

These flags can be enabled from the Alation shell, and in some cases from the Labs/Feature Configuration tab in

Admin Settings.

To enable feature flags from the Alation shell, use the following syntax:

sudo service alation shell

alation_conf <alation.feature_flags.feature_flagName> -s True

alation_action restart_alation
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1.7.1 Specific Flags

Data Source Feature Flag

Presto with multiple catalogs alation.feature_flags.enable_datasource_presto_multicatalog

Cassandra alation.feature_flags.enable_datasource_cassandra

MemSQL alation.feature_flags.enable_datasource_memsql

SAS alation.feature_flags.enable_datasource_sas

Azure SQL Data Warehouse alation.feature_flags.enable_datasource_azuredw

SFDC (Salesforce DB) alation.feature_flags.enable_datasource_salesforce

Sybase ASE alation.feature_flags.enable_datasource_sybasease

MongoDB alation.feature_flags.enable_generic_nosql_support

2376 Chapter 1. Data Source Configuration



CHAPTER

TWO

ADDING DATA SOURCES

This sections describes the prerequisite, procedural, and troubleshooting steps involved in adding a data source to

Alation.

Typically, you will work with the Sources page for adding a data source.

2.1 AWS Glue without Hive

Available from Alation V R4 (5.8.0)

2.1.1 Required Information

You will need the following information:

• Access Key ID The access ID of the service account for AWS Glue

• Access Key Secret The secret key of the service account for AWS Glue.

• AWS Region The default value is us-east-1. If the value of the AWS Region is other than the default, enter values

as mentioned under the Region column at AWS region documentation.

2.1.2 Steps to Configure AWS Glue without Hive

Follow the steps in Add Data Sources to bring up the Add Data Source Wizard. AWS Glue without Hive requires

specific settings in the Data Source Wizard. Follow the steps as listed.

Step 1: Add a Data Source Wizard Page

1. Enter the following information on the Data Source Wizard Page:

• Database Type Hive2

• Metastore select Use AWS Glue checkbox.

• Access Key ID

• Access Key Secret

• AWS Region

Note:
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• No JDBC connection is made. Do not enter information for the JDBC URI, or Host fields. The port

field should be left at the default value.

• Do not select the checkbox Use Kerberos as Kerberos is NOT supported.

2. Click Save and Continue.

Step 2: Service Account Wizard Page

Leave all fields blank on the Service Account page. Click Save and Continue.
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Step 3: Configure Wizard Page

On the Configure Wizard page, leave all fields blank. Click Skip This Step.
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Data Source General Settings

The credentials for AWS Glue can be changed from the General Settings tab. After changing the details, click Save.

No service account is necessary for this connection. Leave the Service Account section blank.
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Metadata Extraction

Metadata Extraction is run to build the catalog. From the Metadata Extraction tab, click Fetch from DB Now! to

fetch the schema.

Note: The extended metadata extracted includes only the following: Owner Information, Table Location, and

Created Time. This information appears on Table Properties in the Alation catalog.
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Profiling/Sampling

Not supported for connection to AWS Glue without Hive.

Query Log Ingestion Setup

Not supported for connection to AWS Glue without Hive.

2.2 Azure Synapse Analytics

2.2.1 Required Information

To configure Azure Synapse Analytics in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number

• Database name - Optional

• Instance name - Optional

• Authentication: Windows AD or Local Account

• AD Realm if not using a Local Account

• Service account (AD Account) with privileges listed below
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2.2.2 Authentication

• SQL authentication

• Azure Active Directory (AAD) authentication
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2.2.3 Connectivity

Firewall Configuration:

• Open outbound TCP port 1433 to Azure Synapse Analytics.

2.2.4 Service Account

CREATE LOGIN [login_value] WITH PASSWORD = [password];

CREATE USER [service_account] FOR LOGIN [login_value];

Careful with password restrictions. Follow official documentation rules.

2.2.5 Metadata Extraction

GRANT SELECT or VIEW DEFINITION at Database or Schema level to <service_account>.

Example:

GRANT [SELECT/VIEW DEFINITION] on SCHEMA::[schema_name] to [service_account]

Ensure that service_account also has SELECT access on the below SYS tables to extract Table Size:

• sys.pdw_table_mappings

• sys.pdw_nodes_tables

• sys.dm_pdw_nodes

• sys.pdw_distributions

• sys.dm_pdw_nodes_db_partition_stats

2.2.6 Profiling/Sampling

GRANT SELECT or VIEW DEFINITION at Database or Schema level to <service_account>.

2.2.7 Query Log Ingestion Setup

Not yet supported.

2.3 Cassandra

2.3.1 Required Information

To configure Cassandra in Alation, you will need the following information:

• Hostname or IP address

• Port: 9042 by default

• Database Name - Optional
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• Service account with privileges listed below

2.3.2 Connectivity

Alation uses a driver for Apache Cassandra 1.2+ that works exclusively with the Cassandra Query Language version 3

(CQL3) and Cassandra’s binary protocol.

Confirm Alation can reach your server on the following ports (defaults): 9042

2.3.3 Service Account

CREATE USER IF IT DOES NOT EXIST <Alation Service Account> WITH PASSWORD 'password'

NOSUPERUSER;

2.3.4 Metadata Extraction/Profiling/Sampling

GRANT SELECT ON ALL KEYSPACES TO <Alation Service Account>;
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2.3.5 Query Log Ingestion Setup

Not supported yet.

2.4 Databricks on AWS

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the Databricks

on AWS Native Connector. Support for the Databricks on AWS Native Connector will cease on December 1, 2023,

as set out in Alation’s Support Policy. See the Transition from Native to OCF Connectors announcement in Alation

Community (requires login to Community).

Available from version V R3 (5.6.0)

Databricks on AWS can be added as a data source of the type Databricks using the built-in (native) drivers for Databricks.

2.4.1 Required Information

JDBC URI

Depending on the Alation version, the driver and the URI format for the Databricks data source differ. The compatible

driver versions can be found in the Support Matrix for your release: Support Matrices.

Version 2020.4.x and newer

Use the following URI format:

spark://<hostname>:443/default;transportMode=http;ssl=1;httpPath=<databricks_http_path_

prefix>/<databricks_cluster_id>;AuthMech=3;

Example

spark://dbc-65ebe48d-8ecb.cloud.databricks.com:443/default;transportMode=http;ssl=1;

httpPath=sql/protocolv1/o/6625748827900751/0520-195244-whizz481;AuthMech=3;

Versions before 2020.4

Use the following format:

hive2://hostname:443/default;transportMode=http;ssl=true;httpPath=sql/protocolv1/o/123/

cluster

Service Account

The Alation service account requires privileges to access the Databricks cluster for metadata extraction and profiling.

You can use the following types of authentication:

• Token-based authentication: For information on how to generate a unique token and use it for authentication,

refer to this page in Databricks documentation.

• Basic authentication with a username and password
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Permissions for Metadata Extraction and Profiling

The service account must have the following permissions to perform MDE and profiling:

• Workspace access — Refer to Manage users.

• Cluster level access — Refer to Cluster access control.

By default, all cluster users have access to all data stored in a cluster’s managed tables unless table access control is

enabled for that cluster. The table access control option is only available for high-concurrency clusters. Refer to Table

Access Control for more information

If the Table Access Control option is enabled on the cluster:

• Grant the SELECT privilege on all schemas and all their tables and views in a catalog.

GRANT USAGE ON CATALOG <catalog-name> TO `<user>@<domain-name>`;

GRANT SELECT ON CATALOG <catalog-name> TO `<user>@<domain-name>`;

• Grant the SELECT privilege on a specific schema and all its tables and views.

GRANT USAGE ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

GRANT SELECT ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

• Grant the SELECT privilege on specific tables and views in a schema.

GRANT USAGE ON SCHEMA <schema-name> TO `<user>@<domain-name>`;

GRANT SELECT ON TABLE <schema-name>.<table-name> TO `<user>@<domain-name>`;

GRANT SELECT ON VIEW <schema-name>.<view-name> TO `<user>@<domain-name>`;

Refer to Data object privileges for more information.

Query Log Ingestion

The Alation service account requires an AWS IAM role with the read permission for the Amazon S3 bucket that stores

query logs.

You will need to run a log setup script on the Databricks cluster before configuring query log ingestion (QLI) in Alation.

Additional information is available below.

2.4.2 Query Log Ingestion Setup

Configure an AWS IAM role to save the query logs in Amazon S3. For additional information on how to set up secure

access to Amazon S3 buckets using an AWS IAM role, see this Databricks topic.

Note: The logs should be pointed to an S3 bucket other than the Databricks root S3 bucket. Do not use the

root directory. The Databricks root S3 bucket operates like Alation’s chroot: it prevents outside tools from

reading or modifying the files.

You can perform QLI either using a Python init script or a Scala script. In Alation version 2021.2 and later versions, we

recommend using the Python init script as this approach generates smaller log files and the admin does not need to

re-run the script after restarting the cluster.
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Python Init Script

Applies from version 2021.2

This is the recommended option.

Perform the steps in this sections to enable QLI using a Python init script:

1. In the Databricks settings portal, ensure that the Cluster Log Path and Destination are set under the Logging

tab. Do not leave the Destination path as None.

For more information on how to set the logging path in DBFS, see Databricks documentation.

You can choose to mount external storage onto the DBFS for log storage. For more information on the

mount process, see:

• Amazon S3

• Azure Blob

• ADLS Gen 2.

2. Create a Python Notebook and run the script given below on your Databricks cluster using this Python notebook.

This script creates the scripts directory to store the QLI script.

dbutils.fs.mkdirs("dbfs:/databricks/scripts/")

3. In the same notebook, run the next script to create the file with the init script in the scripts directory.

dbutils.fs.put("/databricks/scripts/init.sh","""

#!/bin/bash

echo "Executing on Driver: $DB_IS_DRIVER"

if [[ $DB_IS_DRIVER = "TRUE" ]]; then

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/driver/log4j.

properties"

else

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/executor/log4j.

properties"

fi

echo "Adjusting log4j.properties here: ${LOG4J_PATH}"

echo "log4j.logger.org.apache.spark.sql.execution.SparkSqlParser=DEBUG" >> $

{LOG4J_PATH}

echo "log4j.appender.publicFile.layout.ConversionPattern=%d{yyyy-MM-dd

HH:mm:ss.SS} [%t] %p %c{1}: %m%n" >> ${LOG4J_PATH}""", True)

Note: Alternatively, you can create the init script locally and copy it to the Databricks cluster using

the following command:

dbfs cp init.sh dbfs:/databricks/scripts/init.sh

4. Use the following command to make sure that the script was created successfully:
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display(dbutils.fs.ls("dbfs:/databricks/scripts/init.sh"))

5. Use the cluster configuration page to configure the cluster to run the init script: Add init script.

6. Restart the cluster.

Scala Script

Run the following script in the Databricks cluster through a Scala notebook. This script, provided by Databricks, enables

debug logs having queries.

import org.apache.log4j.{LogManager, Level, ConsoleAppender}

import org.apache.commons.logging.LogFactory

import org.apache.log4j.PatternLayout

LogManager.getRootLogger().setLevel(Level.DEBUG)

val ca = LogManager.getRootLogger().getAppender("publicFile")

println("layout " + ca.getLayout.asInstanceOf[PatternLayout].getConversionPattern)

ca.setLayout(new PatternLayout("%d{yy/MM/dd HH:mm:ss} [%t] %p %c{1}: %m%n"));

Important: The above script should be run whenever the cluster is started or restarted. By default, Databricks does not

enable debug level logs.

2.4.3 Configure Databricks in Alation

Service Account Credentials

If using token-based authentication, enter the token information in the Username and Password fields as follows:

• For the Username, enter the word token.

• For the Password, enter your token string:
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Query Log Ingestion Configuration

You will see the option to enter the QLI settings in the initial setup wizard. Skip this step. You can enter the configuration

information on the Query Log Ingestion tab on the data source Settings page as shown below:

Note: The common format of the Databricks log files is log4j-yyyy-mm-dd-hh.log.gz and the current hour log or

real-time will be in the log4j-active.log. format.
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Provide the values in the fields on the Query Log Ingestion tab as described below.

Apache Spark Settings

• Spark Log Folder AWS S3 Path

– Path of the file starting from the S3 bucket name in the following format: /s3_bucket_name/path_to_-

the_file.

∗ Example: /databricks-logging-20220420/dbc-36ad4224-mb19/0330-193314-wuadi0q9/driver

• Spark Log File Name Prefix

– A common name prefix for the files to be extracted is log4j-.

∗ Example: Files to be extracted usually have names like: log4j-2022-01-01-10.log.gz. Setting the prefix

value to log4j- serves this file name format.

• Number of Log files in directory

– Optional parameter: if not specified, all files matching the prefix will be captured.

• Log4j Time Format

– The time format is set based on the init script you are using. The value should be set to yyyy-MM-dd

HH:mm:ss.SS.

• Log4j Conversion Pattern

– The conversion pattern is set based on the init script you are using. The format is TIMESTAMP [THREAD]

LEVEL LOGGER MESSAGE.

Note: The thread name for Databricks has a space. We enclose the thread name in square brackets to enable

correct processing in Alation.

AWS S3 Settings

• AWS Access Key ID

• AWS Access Key Secret

• AWS Region (the default is us-east-1)

• Exclude log files - Provide the log file names that you want to exclude from ingestion.

Save the configuration and click Import to ingest the log files.

2.4.4 Migrating from Custom DB to Databricks

If you had previously set up a connection to Databricks using the Alation Custom DB connector, you can change the

connection type to the native Databricks to be able to configure query log ingestion for this connection.

To change the connection, you will need the data source ID. It is visible in the URL on the data source page in the

Alation UI. You will also need access to the Alation shell.

From your Alation host:
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sudo /etc/init.d/alation shell

alation_psql

update rosetmeta_datasource set dbtype='databricks' where id = <data_source_id>;

2.5 DB2 LUW

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the DB2 Native

Connector. Support for the DB2 Native Connector will cease on December 1, 2023, as set out in Alation’s Support

Policy. See the Transition from Native to OCF Connectors announcement in Alation Community (requires login to

Community).

2.5.1 Required Information

To configure DB2 in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number

• Database Name

• Service account with privileges listed below

• Query Log Ingestion setup
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2.5.2 Preliminaries

Firewall Configuration:

• Open outbound TCP port 50000

2.5.3 Create Service Account

The DB2 service account is a Linux account. The account is created, authorities need to be granted to the new user.

Sample commands to create the account:

group -g 999 db2iadm1

useradd -u 1004 -g db2iadm1 -m -d /home/alation alation

password alation

Sample SQL to grant authorities to the account:

-- SQL: enable new user to connect to database;

GRANT CONNECT ON DATABASE TO alation;

-- This grants \`alation\` access to all data

GRANT DATAACCESS ON DATABASE TO alation;

2.5.4 Metadata Extraction

GRANT SELECT ON SYSCAT.ROLEAUTH TO alation;

GRANT SELECT ON SYSCAT.TABAUTH TO alation;

GRANT SELECT ON SYSCAT.ROLES TO alation;

GRANT SELECT ON SYSCAT.DBAUTH TO alation;

GRANT SELECT ON SYSCAT.SCHEMAAUTH TO alation;

GRANT SELECT ON SYSCAT.COLUMNS TO alation;

GRANT SELECT ON SYSCAT.TABLES TO alation;

GRANT SELECT ON SYSCAT.REFERENCES TO alation;

GRANT SELECT ON SYSCAT.KEYCOLUSE TO alation;

GRANT SELECT ON SYSCAT.INDEXES TO alation;

GRANT SELECT ON SYSIBM.SYSROUTINEPARMS TO alation;

GRANT SELECT ON SYSCAT.ROUTINES TO alation;

GRANT SELECT ON SYSIBM.SYSCOLUMNS TO alation;

GRANT SELECT ON SYSCAT.VIEWS TO alation;

GRANT SELECT ON SYSCAT.SCHEMATA TO alation;
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2.5.5 Table Profiling

Permissions granted at account creation are sufficient to allow table profiling.

2.5.6 Additional Setup: Enabling Explain in Compose

To support the Explain feature for DB2 connections, we need to follow the steps below on your DB2 system. This a

one-time process.

1. Connect to the DB2 instance

CONNECT TO database-name

2. Run the procedure given below

CALL SYSPROC.SYSINSTALLOBJECTS('EXPLAIN', 'C', CAST (NULL AS VARCHAR(128)),

CAST (NULL AS VARCHAR(128)))

Reference: IBM Knowledge Center

2.5.7 Query History

CREATE EVENT MONITOR alationQueryLogMonitor FOR STATEMENTS WRITE TO TABLE connheader(

TABLE alationDb2QueryLogger.connection_header INCLUDES(sequence_no, auth_id, appl_id,

conn_time)

),

stmt(

TABLE alationDb2QueryLogger.statement INCLUDES(

appl_id,

stmt_operation,

stmt_text,

start_time,

stop_time,

system_cpu_time,

user_cpu_time

)

)

MANUALSTART BUFFERSIZE 512 NONBLOCKED;

SET EVENT MONITOR alationQueryLogMonitor STATE = 1;

GRANT SELECT ON alationDb2QueryLogger.statement TO alation;

GRANT SELECT ON alationDb2QueryLogger.connection_header TO alation;

2.6 Greenplum

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the Greenplum

Native Connector. Support for the Greenplum Native Connector will cease on December 1, 2023, as set out in Alation’s

Support Policy. See the Transition from Native to OCF Connectors announcement in Alation Community (requires

login to Community).
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2.6.1 Required Information

To configure Greenplum in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number

• Database name

• Service account with privileges listed below

• Query Log Ingestion setup: gpperfmon

2.6.2 Preliminaries

Firewall Configuration:

• Open outbound TCP port 5432

Server Connection:

jdbc:postgresql://hostname:5432/setupdatabase
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2.6.3 Create Service Account

Example:

CREATE ROLE alation LOGIN password 'passwd';

GRANT CONNECT ON DATABASE setupdatabase TO alation;

2.6.4 Metadata Extraction

No additional grants are required for metadata extraction; the default grants are enough.

2.6.5 Profiling

Example:

GRANT USAGE ON SCHEMA schema_name TO alation;

GRANT USAGE ON SCHEMA schema_name.table_name TO alation;

2.6.6 QLI

Query logging requires the Superuser privileges. Example:

CREATE ROLE alation SUPERUSER LOGIN PASSWORD 'passwd';

If the user alation has already been created:

ALTER ROLE alation SUPERUSER;

2.6.7 Greenplum QLI Setup Using gpperfmon

1. Create the gpperfmon database. For steps, refer to the corresponding Greenplum documentation, for example:

• The gpperfmon Database

• gpperfmon_install.

2. Give the alation user permission to gpperfmon:

psql postgres

GRANT CONNECT ON DATABASE gpperfmon TO alation;

\q

3. On gpperfmon, give the alation user permission to the view:

psql gpperfmon

<run create view SQL below>

GRANT USAGE ON SCHEMA public TO alation;

GRANT SELECT ON TABLE alation_qli_view TO alation;

\q
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Note: min_query_time sets to log queries that run longer than this value. The default is 20 s, and

configurable at $MASTER_DATA_DIRECTORY/gpperfmon/conf/gpperfmon.conf. If you do not

see many logs ingested, this config would be worth checking.

Also, use ctime as a partition column on the Alation data source Settings page.

CREATE VIEW Query

Greenplum 4

CREATE VIEW public.alation_qli_view AS

SELECT

qh.ctime,

qh.rows_out,

qh.tfinish,

qh.tstart,

qh.cpu_elapsed,

qh.status,

qh.tmid,

qh.ssid,

qh.ccnt,

qh.username,

qh.application_name,

qh.query_text,

qh.tsubmit,

qh.db,

ih.pid

FROM

queries_history qh

LEFT OUTER JOIN iterators_history ih ON qh.tmid = ih.tmid

AND qh.ssid = ih.ssid

AND qh.ccnt = ih.ccnt

WHERE lower(username) NOT IN ('gpmon')

AND query_text NOT ILIKE '%jdbc_savepoint%'

AND query_text NOT ILIKE 'select current_schema()';

Greenplum 5 to 6.19

CREATE VIEW public.alation_qli_view AS

SELECT

ctime,

rows_out,

tfinish,

tstart,

cpu_elapsed,

status,

cast(tmid AS varchar(10)),

ssid,

ccnt,
(continues on next page)

2.6. Greenplum 2397



Alation User Guide

(continued from previous page)

username,

application_name,

query_text,

tsubmit,

db,

tmid AS pid

FROM queries_history

WHERE lower(username) NOT IN ('gpmon')

AND query_text NOT ILIKE '%jdbc_savepoint%'

AND query_text NOT ILIKE 'select current_schema()';

Greenplum 6.20 and later

CREATE VIEW public.alation_qli_view AS

SELECT

rows_out,

tfinish,

tstart,

cpu_elapsed,

status,

cast(tmid AS varchar(10)),

ssid,

ccnt,

username,

query_text,

cast('' AS varchar(64)) AS application_name,

tsubmit,

db,

tmid AS pid

FROM gpmetrics.queries_history

WHERE lower(username) NOT IN ('gpmon')

AND query_text NOT ILIKE '%jdbc_savepoint%'

AND query_text NOT ILIKE 'select current_schema()';

2.7 Impala

2.7.1 Required Information

To configure an Impala data source in Alation, you need the following information:

• A service account with the required privileges. See Service Account.

• Hostname or IP address of the host where an Impala daemon is running. Use the hostname or IP of any impalad

in your cluster.

• Port number. Default: 21050

• Hive Metastore URI in the Thrift format: thrift://<METASTORE_HOST>:<port>

• If using TLS/SSL, the SSL certificate for the Impala endpoint. See Using SSL.
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• If using Kerberos:

– Make sure the pre-configuration for Kerberos has been done: Configuring Kerberos for Data Source

Authentication.

– Kerberos Service Principal

– Metastore Principal

– If using keytabs, the appropriate keytab for the service account. You will need to upload it to Alation.

Query Log Ingestion requires additional setup. See Prerequisites For QLI .

2.7.2 Prerequisite

Complex Data Type Extraction

Applies from 2021.4

Do the following steps to enable the flag to extract the struct and array data types from Impala data source during the

Metadata Extraction:

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. Using alation_conf, set the struct and array data type flag to true.

alation_conf alation.feature_flags.enable_generic_nosql_support -s true

Note: It does not require any restart.

Set the struct and array data type flag to false to disable this feature.

alation_conf alation.feature_flags.enable_generic_nosql_support -s false

2.7.3 Service Account

Alation recommends creating a service account prior to adding your Impala data source to the Catalog. The service

account should have enough permissions to run MDE, Profiling, and QLI. It requires:

• SELECT permissions on all schemas which you plan to extract into the Catalog (for MDE and Profiling);

• permissions to READ the HDFS location where the Impala logs are stored (for QLI);

• READ, WRITE, and EXECUTE permissions for the Hive external table.

• permissions to access to the Hive Metastore

Note: For more information on Hive external tables, see, for example, Comparison between Hive Internal Tables vs

External Tables.
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Using Sentry Authorization

If using Sentry authorization, ensure that the service account has the SELECT permissions on all schemas and access to

the Metastore.

Kerberized Impala

Alation recommends creating the service account in the same realm as the one used by Impala users.

2.7.4 Using SSL

Alation requires the SSL certificate to the Impala endpoint to be added to the certificate truststore on the Alation server.

To connect to Impala over SSL in Alation:

1. Work with your CDH administrator to gather the required SSL certificates from the Hadoop cluster. The following

certificates in the PEM format are required:

• Impala TLS/SSL Server Certificate File

• SSL/TLS Certificate for Impala Daemon Web Server

• SSL/TLS Certificate for Catalog Server Web Server

• SSL/TLS Certificate for Statestore Daemon Web Server

Note: To obtain the paths to the certificates, go to Cloudera Manager > Impala > Configura-

tion. Type Impala TLS/SSL Server Certificate File (PEM Format) in the search field. The

results page will display paths to SSL certificates.

2. Create a certificate chain for the Impala endpoint and add it to the certificate truststore in Alation. See Installing

Certificates for Secure Data Source Connections.

3. When adding the Impala data source to Alation, use the JDBC URI option when configuring the connection:

• If using the default truststore, and add the parameter ;ssl=true after the hostname and port: impala://

<HOSTNAME>:21050/;ssl=true;auth=noSasl

• If using a custom truststore, add the parameter ;ssl=true, the path to the truststore and the trust-

store password parameter to the URI (<HOSTNAME> is the hostname or IP address of an impalad

in your CDH cluster): impala://<HOSTNAME>:21050/;ssl=true;sslTrustStore=/etc/pki/java/

cacerts;trustStorePassword=changeit;auth=noSasl

2.7.5 Prerequisites for QLI

In order to run Query Log Ingestion for an Impala data source, perform the following pre-configuration on your instance

of Impala:

1. Enable audit log in Impala. For specific details refer to documentation for your CDH version, for example:

Impala Auditing.

• Enable auditing by including the option -audit_event_log_dir=directory_path in your impalad

startup options. The path refers to a local directory on the server, not an HDFS directory.
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• Decide how many queries will be represented in each log file. By default, Impala starts a new log file

every 5,000 queries. To specify a different number, include the option -max_audit_event_log_file_-

size=number_of_queries in the impalad startup options. Limiting the size manages disk space by

archiving older logs, and reduce the amount of text to process when analyzing activity for a particular period.

2. Periodically pull audit logs from Impala coordinator nodes to HDFS.

• By default, the audit logs are located in /var/log/impalad/audit/ inside Impala coordinator nodes. User can

also configure the place of audit logs.

• To periodically pull logs, users can write a script and run it as cron job to pull the audit logs from impala

coordinator nodes to HDFS everyday.

• User should create a directory for storing all Impala audit logs in HDFS.

• The audit log files from each Impala coordinator node should only stay in a HDFS subdirectory of the audit

log directory. The subdirectory should be named by the ID of the Impala coordinator node, for example, IP

address, or any unique identifier.

3. An example script is provided by Alation that you can use for reference: A.8 Impala QLI Script.

After all the steps are completed, users can configure and perform Query Log Ingestion (QLI) for Impala in Alation.

2.7.6 Setup in Alation

To add an Impala data source to Alation:

1. Go to the Sources page and on the upper-right, click Add.

2. Provide the information on the first Add a Data Source screen and click Continue Setup. This will bring up the

Add Data Source wizard.

3. Select Impala as Database Type:
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4. Select the Enter JDBC URI checkbox and enter the JDBC URI. Please note that the parameters you must provide

depend on your connection configuration. <HOSTNAME> is the hostname or IP address of an Impala daemon in

your cluster:

Basic Connection

impala://<HOSTNAME>:21050/default/;auth=noSasl

Example: impala://ip-10-13-13-51.test.com:21050/default/;auth=noSasl

Connection Over TLS/SSL

For prerequisites, see Using SSL. Add the parameter ;ssl=true after the hostname and port:

impala://<HOSTNAME>:21050/;ssl=true;auth=noSasl

Example: impala://ip-10-13-13-51.test.com:21050/default/;ssl=true;auth=noSasl

Kerberized Impala

JDBC URI must include the service principal: impala://<HOSTNAME>:21050/default;

principal=impala/<sevice_principal>

There is no need to specify the ;auth=noSasl parameter when using Kerberos authentication.
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Examples: impala://ip-10-13-13-51.test.com:21050/default/;principal=impala/

_HOST@TEST.COM impala://ip-10-13-13-51.test.com:21050/default/;

principal=impala/ip-10-13-0-117.test.com@TEST.COM

Kerberized Impala Over SSL

The template for a JDBC URL containing both TLS/SSL and Kerberos parameters is as

follows: impala://< hostname>:<port> /;principal= impala/<service_principal> ;

ssl=true;sslTrustStore=/etc/pki/java/cacerts;trustStorePassword=changeit

Example: impala://ip-10-11-21-8.test.com:21050/default/;principal=impala/

_HOST@TEST.COM;ssl=true;sslTrustStore=/etc/pki/java/cacerts;

trustStorePassword=changeit

Note: Alation recommends to use the default truststore at /etc/pki/java/cacerts (path inside the

Alation Chroot). If you are using a custom truststore, then provide the path to this truststore for the

sslTrustStore parameter.

5. Provide the Port information or use the default port.

6. Provide the Hive Metastore information:

• For the metastore on AWS Glue, select the Use AWS GLue checkbox and then provide the Access Key ID,

Access Key Secret, and AWS Region. If not using AWS Glue, leave this checkbox clear.

• For the Metastore URI, use the Thrift format: thrift://<Hive_metastore_host>:<port>. Example:

thrift://10.13.15.110:9083

7. If using Kerberos, select the checkbox Use Kerberos and specify:

• In the Hive Principal field: the Impala Principal (Kerberos service principal for your Im-

pala instance): impala/<impalad_hostname>@<REALM>. Example: impala/ip-10-13-13-

51.test.com@TEST.COM

• Metastore Principal: hive/<Hive Metastore Host>@<REALM>. Example: hive/ip-10-13-0-

117.test.com@TEST.COM
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8. If using keytabs, note that you will be able to download the keytab later on the General Settings tab of the data

source Settings page. You do not need to upload the keytab in the Add Data Source wizard.

9. Under the Catalog section, provide the Title, Description, and Privacy settings, and click Save and Continue.

The Set Up a Service Account wizard screen will open:
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11. Enter the username and password for the service account. Click Save and Continue. This will bring up the next

wizard screen, Configure Your Data Source.

12. Click Skip This Step. You will be able to configure QLI later on the Query Log Ingestion tab of the Settings

page.

After this step, you are navigated to the Settings page of your data source. Complete the configuration on each tab of

the Settings page and then proceed to running MDE, Profiling, and QLI.

2.7.7 Using Keytabs

When using keytabs with Kerberos authentication, download the appropriate keytab on the General Settings tab >

Service Account section of the Settings page:

2.7. Impala 2405



Alation User Guide

2.7.8 Useful Commands

Curl commands for WebHDFS. In these examples, <ip-10-13-52-220.alation-test.com> is the WebHDFS server:

• Check directory status:

curl -L "http://<ip-10-13-52-220.alation-test.com>:50070/webhdfs/v1/<tmp/

alation>?op=LISTSTATUS"

• Create a directory:

curl -i -X PUT --negotiate -u : "http://<ip-10-13-52-220.alation-test.com>

:50070/webhdfs/v1/tmp/webhdfs&op=MKDIRS"

• Create a file:

curl -i -X PUT --negotiate -u : "http://<ip-10-13-52-220.alation-test.com>

:50070//webhdfs/v1/tmp/webhdfs/webhdfs-test.txt?&op=CREATE"

• Open and read a file:

curl -i -L --negotiate -u : "http://<ip-10-13-52-220.alation-test.com>

:50070/webhdfs/v1/tmp/alation?op=OPEN"

Note: If you do not have the READ permission, the “Permission denied” error will appear.

• Rename the file:
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curl -i -X PUT --negotiate -u : "http://<ip-10-13-52-220.alation-test.com>

:50070/webhdfs/v1/tmp/abc?op=RENAME&destination=/tmp/xyz"

• Delete the file:

curl -i -X DELETE --negotiate -u : "http://<ip-10-13-52-220.alation-test.

com>:50070/webhdfs/v1/tmp/abc?op=DELETE"

2.7.9 Diagnosing WebHDFS Setup

Prior to launching Query Log Ingestion (QLI), please check that everything was set up correctly. To diagnose, connect

to the Alation server and try to list the contents of the logs directory with the relevant curl command.

Note: SSL for Impala connection is supported. If you use SSL, then in the tests substitute HTTP for HTTPS. In

Alation UI, on the Query Log Ingestion tab, confirm that the WebHDFS server URL uses HTTPS. For example,

https://WEBHDFS_HOSTNAME.

Example for plain Impala instance with Authentication scheme = None, on MacOS:

curl -L "http://<webhdfs_server>:50070/webhdfs/v1/<tmp/alation>?op=LISTSTATUS"

2.7.10 Metadata Extraction (MDE)

You can perform MDE on the Metadata Extraction tab of the Settings page.

From 2021.4:

During Metadata Extraction, complex data types such as struct and array can be extracted to Alation if this extraction

feature has been enabled. To extract the struct and array data types, make sure you set the dedicated alation_conf flag to

True: refer to Complex Data Type Extraction.

Struct:
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Array:

Note: If the schema that contains the data types (struct and array) is already extracted before enabling the alation_conf

flag, remove the schema using Selective Extraction. Enable the flag in alation_conf and perform the extraction again

including the schema.

2408 Chapter 2. Adding Data Sources



Alation User Guide

2.8 MongoDB

Available from Alation V R4 (5.8.0+)

MongoDB is an open source database management system (DBMS) that uses a document-oriented database model to

support various forms of data.

Note: Ensure that the feature flag enable_generic_nosql_support is set to True. If the feature flag is not turned on,

MongoDB will not be displayed in the drop-down list of Database Types. This will not allow you to add the data source.

You can set the feature flag alation.feature_flags.enable_generic_nosql_support using alation_conf.

To set the feature flag, you need sudo access to the Alation host.

1. On the host, enter the Alation shell and enable the flag:

sudo /etc/init.d/alation shell

alation_conf

alation.feature_flags.enable_generic_nosql_support -s True

2. Restart Supervisor:

alation_supervisor restart web:uwsgi celery:*

2.8.1 MongoDB as Custom DB

Starting from V R7 (5.12.x), MongoDB version 4.2 is supported as Custom DB source type with the CData driver.

2.8.2 MongoDB Using Built-in Connector

This section describes how to configure a MongoDB data source using the built-in MongoDB connector.

Required Information

To configure MongoDB in Alation, you will need the following information:

• Hostname

– For the Kerberized environment, the hostname must be a fully qualified domain name.

• Port number

• Auth Source: This is required only for non-Kerberized environments

• Service account with the following privileges:

– Root/Admin Access to the MongoDB cluster

– Alation provides three types of Authentication for MongoDB:

∗ Basic Authentication

∗ Kerberos Authentication

∗ Starting with V R7 (5.12.x), non-authenticated connection
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Connection

Confirm that Alation can reach the default port (or the configured port) for the MongoDB service. The default port is

27017.

URI

URI-based connection is supported where connection properties are passed as parameters. For more information on

connection string format, see this MongoDB article.

Select the checkbox Enter URI to add URI details.

Examples:

mongodb://mongodb0.example.com:27017/admin

mongodb://server.example.com/?ssl=true&authSource=aDifferentAuthDB
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Service Account

Create the service account for MongoDB based on basic or Kerberos authentication:

Basic Authentication

See the following example for creating a MongoDB user:

db.createUser(

{

user: "mongouser",

roles: [ { role: "root", db: "admin" } ]

}

)

Note: As shown in the code snippet, if the DBA has the role of root, access to all databases is automatically provided.

If the role is other than the root, make sure that you have the listDatabases privilege. Refer to the corresponding

MongoDB documentation.

Kerberos Authentication

See the following example for creating a MongoDB user:

db.createUser(

{

user: "mongouser/instance@REALM.COM",

roles: [ { role: "root", db: "$external" } ]

}

)

To perform metadata extraction, service account must have root access. If the DBA does not have root access, a role

with listDatabases privilege must be provided.

Non-Authenticated Connection

Starting with V R7 (5.12.x), to establish a non-authenticated connection, as the service account Username in Alation,

type one or several spaces. If Username is spaces and does not include any other characters, the non-authenticated

connection will be established.

Using Kerberos for MongoDB V R4 (5.9.x)

Keytab is not supported. To configure Kerberos authentication for MongoDB,

1. Follow the instructions for Configuring Kerberos for Data Source Authentication.

2. Inside the Alation shell, create the kerberos.conf file in the following location: /data1/site_data/kerberos.conf

cd /data1/site_data/

sudo vi kerberos.conf
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The file should have the following:

primaryLoginContext {

com.sun.security.auth.module.Krb5LoginModule required;

};

3. Append security information to the taskserver.extra_flags value in alation_conf.

Check the contents of the field: alation_conf taskserver.extra_flags. If this field has any

value, you will want to avoid overwriting. Copy the existing values to a separate file and append the

additional content before setting.

Otherwise, set the taskserver.extra_flags as follows:

alation_conf taskserver.extra_flags -s " -Djava.security.auth.login.config=/

data1/site_data/kerberos.conf -Djavax.security.auth.

useSubjectCredsOnly=false"

4. Restart Taskserver:

alation_supervisor restart java:*

Using Kerberos for MongoDB from V R5 (5.10.x)

For V R5 (5.9.x), follow the instructions as listed in for Configuring Kerberos for Data Source Authentication.

Auth Source

Auth Source is the name of a MongoDB database where the user credentials are stored. The user credentials of the

existing signed-in user are taken into account. MongoDB credentials can be stored in any database. admin is the default

name of the Auth Source. However, you can choose to create the name of the Auth source other than admin. These

credentials must be provided during the time of sign-in.

SSL

Select the checkbox Server uses SSL to include SSL information. To install a CA certificate on Alation, follow the

steps in the section Installing Certificates for Secure Data Source Connections.

2.8.3 Metadata Extraction

Metadata extraction requires access to:

1. listDatabases: Root access should be provided. If root access is not provided, listDatabases access must

be provided. For more information on listDatabases, refer to this article.

2. Read access must be provided to each database that needs to be extracted.

The extraction condition including Exclusion and Inclusion filters along with the extraction schedule and results of prior

runs can be seen on the Metadata Extraction tab.
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Extract all objects except condition serves as the condition for exclusion filter and extract only these objects (inclusion

filter). Select the appropriate option from the drop-down list and click Run Extraction Now button to perform metadata

extraction.

Note: The administrator can control the number of documents being pulled in from the source for sampling.

2.9 MemSQL

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the MemSQL Native

Connector. Support for the MemSQL Native Connector will cease on December 1, 2023, as set out in Alation’s Support

Policy. See the Transition from Native to OCF Connectors announcement in Alation Community (requires login to

Community).
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2.9.1 Required Information

To configure MemSQL in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number

• Service account with privileges listed below

2.9.2 Preliminaries

Firewall Configuration

Open outbound TCP port 3306 to MemSQL server

Enable MemSQL Flag

Enable MemSQL flag in Alation shell, refer to Feature Flags For Data Sources.

alation.feature_flags.enable_datasource_memsql

2.9.3 Service Account

Sample SQL to create an account

CREATE USER ‘alation’@’%’ IDENTIFIED BY ‘[password]’;

2.9.4 Permissions

Metadata Extraction

GRANT SELECT ON [database].* TO ‘alation’@’%’;

GRANT SHOW VIEW ON [database].* TO 'alation'@'%';

Profiling

GRANT SELECT ON [database].* TO ‘alation’@’%’;

GRANT SHOW VIEW ON [database].* TO 'alation'@'%';
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2.9.5 Steps In Alation

Step 1: Add a Datasource

Add a new Datasource on the Sources page, refer to Adding a Data Source.

Step 2: Set up the Connection

To add a MemSQL data source to Alation; On the Add a Data Source screen of the wizard, specify:

• In the Database Type list select MemSQL;

• In the Host field, provide the hostname or IP address of your server.

• In the Port field, type the port number 3306;

• Under Catalog, provide the Title, Description, and Privacy settings, and click Save and Continue.

The next wizard screen - Set Up a Service Account - will open.

2.9. MemSQL 2415



Alation User Guide

2416 Chapter 2. Adding Data Sources



Alation User Guide

Step 3: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. After this step, you are navigated to the Settings page of your data source.

2.9.6 Metadata Extraction

To perform regular MDE,

1. On the Metadata Extraction tab, click Fetch from DB Now. Alation will fetch schemas from your data

source.

2. You can now extract the metadata for all the schemas that Alation fetched (full extraction) or you can

specify the schemas to be extracted from the list of fetched schemas (selective extraction). To perform

full extraction, click Launch Job. To perform selective extraction, first, select the schemas you wish

to extract, and then click Launch Job:

3. Once MDE has been completed, you should be able to see the extracted metadata in your Alation

catalog. You can monitor the job status in the Job History table at the bottom of the page:
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2.9.7 Profiling

Perform Profiling

Configure and perform Profiling (optional) and verify the results. Set the number of tables to be profiled by the Profiling

job by selecting a value in the dropdown list on top of the Job History table. By default, all tables are profiled. When a

specific number of tables to profile is selected, unprofiled and popular tables are prioritized.

Click Launch Job Now to perform profiling.

Automatic full and selective Profiling is supported. You can run a profile for one table or column on the Samples

tab of the Table or Column page of this data source or use the Per-Object Parameters tab to specify which objects to

profile.
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Note: To profile a table during automatic Profiling, Alation issues a simple query for each table: SELECT * FROM

<table>. Please note that from a cost perspective you may want to profile specific tables only and/or set a schedule to

profile weekly or even monthly.

2.9.8 Query Log Ingestion

Not supported.

2.10 MySQL

2.10.1 Required Information

To configure MySQL in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number

• Service account with following privileges

• Query Log Ingestion setup: slow_log to archive table
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2.10.2 Preliminaries

Firewall Configuration:

• Open outbound TCP port 3306 to MySQL server

2.10.3 Create Service Account

Sample SQL to create an account

CREATE USER 'alation'@'%' IDENTIFIED BY '[password]';

2.10.4 Metadata Extraction

GRANT SELECT ON [database].* TO 'alation'@'%';

GRANT SHOW VIEW ON [database].* TO 'alation'@'%';

2.10.5 Table Profiling

GRANT SELECT ON [database].* TO 'alation'@'%';

GRANT SHOW VIEW ON [database].* TO 'alation'@'%';

2.10.6 Query History

Supported for MySQL 5.1.6 and higher. MySQL slow_log system table is used to get query history. The recommended

procedure is to enable slow_log on MySQL and to periodically flush slow_log into an archive table. Alation will

read queries from the archive table.

Slow Query Log adds some performance overhead and is only recommended for OLAP environments where the queries

are infrequent and are mostly for analytical purposes.

To enable Slow Query Log, run the following queries as an admin user.

SET GLOBAL slow_query_log=1;

SET GLOBAL log_output='TABLE';

SET long_query_time=0;

SET min_examined_row_limit=0;

Note:

• Slow Query Log can only be truncated and rows cannot be deleted.

• Administrative queries and queries not using indices are not logged by default.
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2.11 Netezza

2.11.1 Required Information

To configure Netezza in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number : Default is 5480

• Database name : Optional

• Service account with following privileges

• Query Log Ingestion setup: Custom View

2.11.2 Preliminaries

Firewall Configuration:

• Open outbound TCP port 5480 to the Netezza server
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2.11.3 Create Service Account

Sample SQL to create an account:

CREATE USER alation WITH PASSWORD '[password]';

2.11.4 Metadata Extraction

Provide list privilege on for all required schemas:

GRANT LIST ON <databaseName or ALL>.<schemaName or ALL>.SCHEMA to alation;

Provide list privileges on following objects:

GRANT LIST ON<databaseName or ALL>.<schemaName or ALL>.<tableName or ABLE> TO alation;

GRANT LIST ON<databaseName or ALL>.<schemaName or ALL>.<viewName or VIEW> TO alation;

GRANT LIST ON<databaseName or ALL>.<schemaName or ALL>.<functionName or FUNCTION> TO

alation;

GRANT LIST ON<databaseName or ALL>.<schemaName or ALL>.<procedureName or PROCEDURE> TO

alation;

Provide or ensure following grants are available on system tables:

GRANT SELECT ON [SYS_TABLES] to alation;

List of system tables [SYS_TABLES] used:

• _V_OBJ_RELATION_XDB

• _V_SYS_OBJECT_STORAGE_SIZE

• _V_FUNCTION

• _V_JDBC_SCHEMA3

• _V_VIEW_XDB

• _V_JDBC_PKFK3

• _V_JDBC_PRIMARYKEYS3

• _V_JDBC_COLUMNS3

• _V_JDBC_PROCEDURE_COLUMNS3

2.11.5 Table Profiles

Grant SELECT privilege on all tables or views using class of objects:

• If present in a different DB:

GRANT SELECT ON [<database or ALL>.]<schema or ALL>.<TABLE or VIEW> TO

alation;

• If present in the same DB:

GRANT SELECT ON [<schema or ALL>].<TABLE or VIEW> TO alation;
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Grant select on specific table or view name:

GRANT SELECT on [[<database>.]<schema>.]<TableName or ViewName> TO alation;

or,

GRANT SELECT on [<schema>.]<TableName or ViewName> TO alation;

2.11.6 Query History

See Appendix A.6 Netezza Query Log View in the Appendix

2.12 Oracle

2.12.1 Required Information

To configure an Oracle data source using the native (built-in) connector for Oracle, you will need the following

information:

• Hostname or IP address of your server

• Port number

– The default port is 1521

• Service name

• Kerberos information if using Kerberos

• Service account

• Query log ingestion setup: Custom View
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2.12.2 Synonym Extraction

Applies from release V R7 (5.12.x)

For Oracle sources, Alation can extract both private and public synonyms if synonyms extraction is enabled in Admin

Settings > Server Admin > Feature Configuration. All extracted public synonyms can be located under the schema

PUBLIC on the catalog page of your data source. This schema is used in Alation only to surface the synonym object

pages to users: it is created by Alation and is not present in the database itself.

Private synonyms will be extracted together with their respective schemas if these schemas are extracted.

2.12.3 Prerequisites

Firewall Configuration

• Open outbound TCP port 1521 to Oracle server

• DNS Record (if using Kerberos authentication)

– Oracle Kerberos authentication requires the Alation server hostname to be resolvable. Add a DNS record

for Alation server or edit the /etc/hosts file on the Alation server.
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Create Service Account

Sample SQL to create an account:

CREATE USER alation IDENTIFIED BY [password];

GRANT CREATE SESSION TO alation;

Metadata Extraction

GRANT SELECT ON DBA_OBJECTS TO alation;

GRANT SELECT ON DBA_TAB_COLUMNS TO alation;

GRANT SELECT ON DBA_CONS_COLUMNS TO alation;

GRANT SELECT ON DBA_CONSTRAINTS TO alation;

GRANT SELECT ON DBA_VIEWS TO alation;

GRANT SELECT ON DBA_IND_COLUMNS TO alation;

GRANT SELECT ON DBA_INDEXES TO alation;

GRANT SELECT ON DBA_SYNONYMS TO alation;

GRANT SELECT ON DBA_COL_COMMENTS TO alation;

GRANT SELECT ON DBA_MVIEW_COMMENTS TO alation;

GRANT SELECT ON DBA_TAB_COMMENTS TO alation;

GRANT SELECT ON DBA_SEGMENTS TO alation;

GRANT SELECT ON DBA_LOBS TO alation;

GRANT SELECT ON DBA_IND_STATISTICS TO alation;

GRANT SELECT ON DBA_IND_PARTITIONS TO alation;

GRANT SELECT ON DBA_ARGUMENTS TO alation;

GRANT SELECT ON SYS.ALL_IND_STATISTICS TO alation;

GRANT SELECT ON SYS.ALL_USERS TO alation;

GRANT SELECT ON ALL_IND_PARTITIONS TO alation;
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Permission Purpose

GRANT SELECT ON DBA_OBJECTS TO alation;

GRANT SELECT ON DBA_LOBS TO alation;

Required for

table extrac-

tion.

GRANT SELECT ON DBA_TAB_COLUMNS TO alation; Required

for table

and column

extraction.

GRANT SELECT ON DBA_CONS_COLUMNS TO alation; Required

for column

extraction.

GRANT SELECT ON DBA_CONSTRAINTS TO alation; Required for

primary key

and foreign

key extrac-

tion.

GRANT SELECT ON DBA_VIEWS TO alation; Required for

view extrac-

tion.

GRANT SELECT ON DBA_IND_COLUMNS TO alation;

GRANT SELECT ON DBA_INDEXES TO alation;

Required for

index extrac-

tion.

GRANT SELECT ON DBA_SYNONYMS TO alation; Required for

synonym ex-

traction.

GRANT SELECT ON DBA_COL_COMMENTS TO alation; Required

for source

comments

extraction.

GRANT SELECT ON DBA_MVIEW_COMMENTS TO alation; Required

for view

comments

extraction.

GRANT SELECT ON DBA_TAB_COMMENTS TO alation; Required

for table

comments

extraction.

GRANT SELECT ON DBA_SEGMENTS TO alation; Required for

table iteration.

GRANT SELECT ON DBA_IND_STATISTICS TO alation;

GRANT SELECT ON DBA_IND_PARTITIONS TO alation;

GRANT SELECT ON DBA_ARGUMENTS TO alation;

GRANT SELECT ON SYS.ALL_IND_STATISTICS TO alation;

GRANT SELECT ON SYS.ALL_USERS TO alation;

GRANT SELECT ON ALL_IND_PARTITIONS TO alation;

Required

for partition

extraction.
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Table Profiles

GRANT SELECT on [SCHEMA or TABLE]

2.12.4 Query History

Active session history (ASH, or “AWR tables”) is recorded by default and is the most commonly used method for

capturing query history for the Alation catalog. ASH only records some of the queries, as it samples them on an interval

(one every ten seconds). This means that the lineage feature is not fully supported when using ASH. Some lineage may

appear but many links may be missing. Popularity will not be as accurate with ASH, but over many samples it should

still be a good approximation. Oracle Enterprise Edition and the Diagnostics and Tuning option are required for Active

session history.

ASH query ingestion requires access to a view on top of:

• dba_hist_active_sess_history

• dba_users

• dba_hist_sqltext tables

See appendix A.4 Oracle Query Log View for the view definition.

2.12.5 Enable Default Schema Extraction

Applies from 2020.4

When configuring metadata extraction on the Metadata Extraction tab of the Settings page, enable the Enable default

schema extraction checkbox to extract the default schemas.

Important: Enable this checkbox only if required since extracting all the default schemas may slow down the metadata

extraction process.
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2.13 PostgreSQL

2.13.1 Required Information

To configure PostgreSQL in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number

• Database name

• Service account with privileges listed

• Query Log Ingestion setup

2.13.2 Preliminaries

Firewall Configuration:

• Open outbound TCP port 5432 to PostgreSQL server
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2.13.3 Service Account

Sample SQL to create an account:

CREATE USER alation WITH PASSWORD '[password]';

2.13.4 Metadata Extraction

GRANT USAGE ON SCHEMA PG_CATALOG TO alation;

GRANT SELECT ON ALL TABLES IN SCHEMA PG_CATALOG TO alation;

TABLE PROFILES

GRANT USAGE ON SCHEMA [schema] TO alation;

GRANT SELECT ON ALL TABLES IN SCHEMA [schema] TO alation;

2.13.5 Query History

See A.7 Postgres QLI Setup for details.

2.14 Presto on Hive

2.14.1 Required Information

To configure Presto in Alation, you will need the following information:

• Hostname or IP address of your Presto server

• Port number

• Metastore URI (thrift format)

• Service account with privileges listed below

• Query Log Ingestion setup: No additional requirements
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2.14.2 Preliminaries

Firewall Configuration:

• Open outbound TCP port

• The HTTP Port to Presto Coordinator. For example: 8080

• Port 9083 to Hive Metastore server

2.14.3 Create Service Account

This account needs to be able to access underlying Hive metastore server and have SELECT privileges.

2.14.4 Metadata Extraction

• Plain vanilla environment without authentication: No requirements

• Kerberized Hive metastore server: We need a DB service account with SELECT privileges.
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2.14.5 Table Profiling

Service account should have SELECT privileges to all the tables.

2.14.6 Query History

No additional requirements. No view or table needs to be specified in the Alation UI.

2.15 Amazon Redshift

2.15.1 Required Information

To configure an Amazon Redshift data source in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number

• Database name

• Service account with privileges listed

• Query Log Ingestion setup: custom table
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2.15.2 Preliminaries

Firewall Configuration:

• Open outbound TCP port 5439 to Amazon Redshift

2.15.3 Create Service Account

Note: From version 2021.3, you can authenticate with AWS IAM without using a service account. For

details, see Configure MDE with AWS IAM Authentication.

Sample SQL to create an account:

CREATE USER alation WITH PASSWORD '[password]';

2.15.4 Metadata Extraction

GRANT USAGE ON SCHEMA PG_CATALOG TO alation;

GRANT SELECT ON ALL TABLES IN SCHEMA PG_CATALOG TO alation;

LOGIN as alation into the respective database; grants are eligible across that database.

GRANT SELECT ON TABLE stv_blocklist TO alation;

GRANT SELECT ON TABLE stv_partitions TO alation;

GRANT SELECT ON TABLE STV_SLICES TO alation;

GRANT SELECT ON TABLE stv_tbl_perm TO alation;

2.15.5 Table Profiles

GRANT SELECT ON ALL TABLES IN SCHEMA [schema] TO alation;

GRANT USAGE ON SCHEMA [schema] TO alation;

GRANT USAGE ON SCHEMA information_schema TO alation;

GRANT SELECT ON ALL TABLES IN SCHEMA information_schema TO alation;

2.15.6 Query History

Create a custom query log table using SQL from Appendix A.3 and provide SELECT privileges to Alation DB account

on the table.
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2.15.7 Compose

Available from release 2021.2

Amazon Redshift data sources support SSO authentication: SSO Authentication for Amazon Redshift Data Source.

2.15.8 Lineage

From version 2022.1, column-level lineage is supported for Amazon Redshift data sources in addition to table-level

lineage.

Note: This feature requires the Amazon Redshift Column Level Lineage parser add-on. Contact Alation

Support about purchasing this add-on.

Enable Column-Level Lineage

To enable column-level lineage:

1. Go to Settings > Feature Configuration.

2. Turn on the toggle Automatically extracts Column Level Lineage for Redshift data sources.

3. Click the Save changes button to save the changes.

3. In the Verify Feature Configuration Change dialog, click the Save Configuration button .
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View Column-Level Lineage

When you enable the column-level lineage add-on, Alation will automatically generate column-level lineage data based

on the existing metadata that was previously extracted with MDE, QLI, or ingested from Compose.

Note: Once the feature flag is enabled, the column-level lineage will be automatically generated only for

the view definitions that are complete and already added to table-level lineage.

Complete view definition:

CREATE VIEW adbc_database_01.query_execution_main.table_view AS

SELECT src.*

FROM (SELECT col1, col2, col3 FROM tpch.sf1.customer LIMIT 10) src;

Incomplete view definition:

SELECT src.* FROM

(SELECT col1, col2, col3 FROM tpch.sf1.customer LIMIT 10) src;

More column-level lineage data will be created after you perform metadata extraction (MDE), query log ingestion (QLI),

and (or) use Compose to run queries that create or update column objects.

To view column-level lineage data:

1. Go to the Lineage tab on the catalog page of a table object that should have column-level lineage.

2. Expand the table or view lineage node to see the columns of the table or view and links to the dataflow object.
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When you expand a table or view lineage node and click one of the child columns, the column-level lineage link for that

particular column becomes highlighted.

Note: If the column-level lineage feature flag is disabled, the column-level lineage links that were generated previously

are not removed. Only the future queries and query history will not be processed.

2.16 Salesforce

2.16.1 Enable Salesforce Data Source Support

To turn on support for Salesforce data sources, enable the corresponding feature flag in Admin Settings > Labs/Feature

Configuration:

• Enable SFDC Database Type: enables support for SFDC (Salesforce) as a database type when adding a new

data source.

Once enabled, this feature cannot be disabled.
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2.16.2 Prerequisites

Creation of a Connected App in Salesforce is a prerequisite to connect Salesforce to Alation.

Connected Apps allow external applications to connect to Salesforce over Identity and other DATA APIs. Such apps

utilize the standard OAuth 2.0 protocol and can provide Single Sign-On and acquire access tokens for use by the

Salesforce supported APIs. To connect your app to Salesforce, follow the instructions as listed in Auth0 documentation.

After the connected app is created, go to App Manager -> Your connected app -> Manage -> Edit policies. Update the

IP Relaxation settings to Relax IP restrictions. Select the option Relax IP restrictions to turn off the IP restrictions to

enable the connected app to connect to Salesforce:

2.16.3 Required Information

To configure Salesforce in Alation, you will need the following information:

• Salesforce URL: https://<instanceID>.salesforce.com/. The value of <instanceID> can be found by looking at

the URL. Example: If the URL is https://ap5.lightning.force.com/lightning/setup/Navigationmenus/home , the

value of <instanceID> is ap5.

• Username

• User password

• Client ID: Consumer Key of the connected app

• Client Secret: Consumer Secret of the connected app

Connectivity

Confirm Alation can reach your server on your Salesforce URI.
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2.16.4 Service Account

Set up a service account for Alation to use for Metadata Extraction. No explicit permission setting is required for

metadata extraction.

2.16.5 Metadata Extraction

The metadata extraction information includes details about sobjects in a Salesforce instance. The objects are grouped

under a logical schema named sobjects.

2.16.6 Profiling/Sampling

Not supported

2.16.7 Query Log Ingestion

Not supported

2.16.8 Steps to Configure Salesforce in Alation

Follow the steps in Add Data Sources to bring up the Add Data Source Wizard.

1. On the Add a Data Source Wizard screen, enter the following information:

• Database Type Salesforce

• Enter the URI

• Click Save and Continue
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2. Service Account Wizard Page:

• Enter the username and password of your Service Account.

• Enter the Salesforce Client ID and Salesforce Client Secret.

• Click Save and Continue.

2.17 SAP Hana

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the SAP Hana

Native Connector. Support for the SAP Hana Native Connector will cease on December 1, 2023, as set out in Alation’s

Support Policy. See the Transition from Native to OCF Connectors announcement in Alation Community (requires

login to Community).

2.17.1 Required Information

To configure SAP Hana in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number

• Service account with privileges listed below

• Query Log Ingestion setup: Expensive Statements Trace
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2.17.2 Preliminaries

Firewall Configuration:

• Open outbound TCP port 30015

2.17.3 Create Service Account

This account is used for extraction from SYS tables (alation and password are for reference):

CREATE USER alation PASSWORD password;

2.17.4 Metadata Extraction

GRANT CATALOG READ TO alation; --- read system views

The following views will be queried by the Alation service account during the Metadata Extraction process:

• VIEWS

• TABLES

• M_TABLES

• SYNONYMS

• INDEX_COLUMNS
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• TABLE_COLUMNS

• INDEXES

• INDEX_COLUMNS

• FUNCTIONS

• FUNCTION_PARAMETERS

• AFL_FUNCTIONS

• AFL_FUNCTION_PARAMETERS

• PROCEDURES

• PROCEDURE_PARAMETERS

• REFERENTIAL_CONSTRAINTS

Calculation View

A SAP HANA view is used to select data, analyze data, or perform calculations with data from the SAP HANA database.

The types of view are Attribute view, Analytic view, and Calculation View. The calculation view is a powerful and

flexible information view, which is used to define advanced logic or complex calculations on the tables or information

views available in SAP HANA. Calculation views can be created in two ways: Graphical or SQL Script. To enable

Alation to extract metadata (Lineage, view definition SQL) from Calculation View, manually run metadata extraction on

_SYS_BIC schema. Alation can only extract metadata of “graphical” calculation view.

Note: The data source administrator will need to always provide an include list and must include _SYS_BIC to extract

Calculated Views. The Include list will look something like: schema1, schema2, _SYS_BIC

2.17.5 Table Profiling

Run for all schemas:

GRANT SELECT ON SCHEMA [schema] TO alation;

Or run for all tables in all schemas:

GRANT SELECT ON [schema].[table] TO alation;

2.17.6 Query History

Query History logs are read from the Expensive Statements Trace. The Expensive Statements Trace is off by default;

for information on activation and configuration options, refer to the corresponding SAP HANA help center article.

To enable Alation to read logs:

GRANT SELECT ON "SYS"."M_EXPENSIVE_STATEMENTS" TO alation;
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2.18 SAS

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the SAS Native

Connector. Support for the SAS Native Connector will cease on December 1, 2023, as set out in Alation’s Support

Policy. See the Transition from Native to OCF Connectors announcement in Alation Community (requires login to

Community).

2.18.1 Required Information

To configure SAS in Alation, you will need the following information:

• Hostname or IP address of your server

• Port: 8591

• Service account with privileges listed below

2.18. SAS 2441

https://www.alation.com/tscs/support/
https://www.alation.com/tscs/support/
https://community.alation.com/communityhubmicrosite/blogs/diby-malakar/2023/07/12/transition-from-native-to-ocf-connectors


Alation User Guide

2.18.2 Preliminaries

Firewall Configuration

Open outbound TCP port 8591 to SAS Workspace server.

SAS Workspace Server should be installed on your SAS server and Alation should be able to connect to the SAS

Workspace Server.

Enable SAS Flag

Enable SAS flag in Alation shell, refer to Feature Flags For Data Sources.

alation.feature_flags.enable_datasource_sas

2.18.3 Create Service Account

You will need to create an account on the SAS Workspace Server that supports host authentication. On how to define

host-authenticated users, see, for example, Connecting to a Remote SAS Workspace Server Using SAS Objects in SAS

documentation.

2.18.4 Metadata Extraction and Table Profiles

You will need to allocate the Base SAS Library to the SAS WorkSpace Server using the SAS Management Console.

Instructions on allocation can be found at Allocate Libraries via SAS Management Console.

2.18.5 Query Log Ingestion

Not Supported

2.19 Snowflake

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the Snowflake

Native Connector. Support for the Snowflake Native Connector will cease on December 1, 2023, as set out in Alation’s

Support Policy. See the Transition from Native to OCF Connectors announcement in Alation Community (requires

login to Community).
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2.19.1 Scope

The table below shows what features are covered by the connector.

Feature Scope Availability

Metadata Extraction Extract metadata from data source Yes

Schemas Extract schemas Yes

Tables Extract tables Yes

Views Extract views Yes

Materialized Views Extract materialized views Yes

Columns Extract columns Yes

Primary Key Extract primary keys No

Foreign Key Extract foreign keys No

Policies Extract Snowflake policies Yes

Tags Extract Snowflake tags (from

2022.1)

Yes

Source Comments Extract source comments Yes

Profiling Profile the data Yes

Query Log Ingestion Ingest query logs Yes

Lineage Build Lineage based on ingested

query logs

Yes

Compose Use Compose to run queries on data

source

Yes

2.19.2 Required Information

To configure Snowflake in Alation, you will need the following information:

• Hostname

– For instances on AWS: <account_name>.<region_id>.snowflakecomputing.com:

alation_partner.us-east-1.snowflakecomputing.com

– For instances on Azure: <account_name>.<region_id>.azure.snowflakecomputing.com:

lj16805.east-us-2.azure.snowflakecomputing.com

• Port

– The default port is: 443

• Warehouse Name

– The currently active/running warehouse in your account for which the service account you are going to use

in Alation has access privileges

• Database Name (optional):

– Provide the database name for which you have access privileges.

Note: If the database name is specified, the metadata will be extracted for this specific database only.

If the database name is not provided, the metadata will be extracted for all the databases that the user

account provided as a service account in Alation has access to.
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This setting does not affect QLI.

• Authentication

– Snowflake Service Account

– Key Pair Authentication

– Snowflake OAuth For Compose

2.19.3 Snowflake Service Account

Under your Snowflake account, set up a user account for Alation. You can also use an existing account. Alation will use

it for Metadata Extraction (MDE), Profiling/Sampling, and Query Log Ingestion (QLI). It must be assigned a role that

has enough privileges for these data jobs.

Security and account administrators for Snowflake (users with the SECURITYADMIN or ACCOUNTADMIN roles)

can create users.

Snowflake connection requires a warehouse and role. A Snowflake user may have multiple roles which give them

different access. As a best practice, when setting up a user account in Snowflake for Alation, it is recommended to set a

default role and default warehouse for this user.

Example:

• Create role for the Alation service account:

CREATE ROLE <alation_role>;

• Create Alation Service Account User:

CREATE USER <alation_user> PASSWORD='*****' DEFAULT_ROLE = <alation_role>

MUST_CHANGE_PASSWORD = TRUE;

• Add a default warehouse:

ALTER USER <alation_user> SET DEFAULT_WAREHOUSE={warehouse_name};

GRANT ROLE <alation_role> TO USER <alation_user>;

GRANT USAGE ON WAREHOUSE <warehouse_name> TO ROLE <alation_role>;

Privileges for MDE

The role you are using for the Alation account needs to have access to the INFORMATION_SCHEMA of the database

for which you wish to perform MDE:

• INFORMATION_SCHEMA.TABLES

• INFORMATION_SCHEMA.COLUMNS

• INFORMATION_SCHEMA.PROCEDURES

• INFORMATION_SCHEMA.FUNCTIONS

• INFORMATION_SCHEMA.SCHEMATA

• INFORMATION_SCHEMA.VIEWS
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Note: When querying an INFORMATION_SCHEMA view or table function, only objects for which the current role has

been granted access privileges are returned. For more details, refer to Information Schema in Snowflake documentation.

You can use the following template query to grant privileges. The placeholder <alation_role> stands for the default

role of the Alation service account:

USE ROLE ACCOUNTADMIN;

-- Grant access to warehouse if MDE will be performed on a warehouse that is not the

default warehouse of the Alation user

GRANT USAGE ON WAREHOUSE <warehouse_name> TO ROLE <alation_role>;

-- GRANT access to Database

GRANT USAGE ON DATABASE <DBNAME> TO ROLE <alation_role>;

-- GRANT access to all schemas in a Database

GRANT USAGE ON ALL SCHEMAS IN DATABASE <DBNAME> TO ROLE <alation_role>;

-- OR grant access to specific schemas in Database

GRANT USAGE ON SCHEMA <DBNAME.SCHEMANAME> TO ROLE <alation_role>;

-- Grant access to all tables in all schemas in Database

GRANT SELECT ON ALL TABLES IN DATABASE <DBNAME> TO ROLE <alation_role>;

-- OR grant access to all tables in specific schemas

GRANT SELECT ON ALL TABLES IN SCHEMA <DBNAME.SCHEMANAME> TO ROLE <alation_role>;

-- OR grant access to specific tables

GRANT SELECT ON TABLE <DBNAME.SCHEMANAME.TABLENAME> TO ROLE <alation_role>;

-- OR grant access to all views in all schemas in Database

GRANT SELECT ON ALL VIEWS IN DATABASE <DBNAME> TO ROLE <alation_role>;

-- OR grant access to all VIEWS in specific schemas

GRANT SELECT ON ALL VIEWS IN SCHEMA <DBNAME.SCHEMANAME> TO ROLE <alation_role>;

-- OR grant access to specific views

GRANT SELECT ON VIEW <DBNAME.SCHEMANAME.VIEWNAME> TO ROLE <alation_role>;

-- OPTIONAL: allow access to future objects

USE ROLE ACCOUNTADMIN;

-- OPTIONAL: GRANT access to future schemas (not yet created)

GRANT USAGE ON FUTURE SCHEMAS IN DATABASE <DBNAME> TO ROLE <alation_role>;

-- OPTIONAL: grant access to future tables in database

GRANT SELECT ON FUTURE TABLES IN DATABASE <DBNAME> TO ROLE <alation_role>;

-- OR grant access to future tables in specific schemas

GRANT SELECT ON FUTURE TABLES IN SCHEMA <DBNAME.SCHEMANAME> TO ROLE <alation_role>;

-- OPTIONAL: GRANT access to future views in database

GRANT SELECT ON FUTURE VIEWS IN DATABASE <DBNAME> TO ROLE <alation_role>;

-- OR grant access to future tables in specific schemas

GRANT SELECT ON FUTURE VIEWS IN SCHEMA <DBNAME.SCHEMANAME> TO ROLE <alation_role>;
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Privileges for Policy Center and Tags

Available from version 2022.1

For more on working with policies extracted into the catalog, see Policy Center. For more on tags, see Snowflake tags.

Note: The configuration described below is only relevant to native data sources. Do not use it if your Snowflake data

source is added via the Open Connector Framework (OCF) connector.

For a native Snowflake data source, Alation retrieves policy and tag metadata from views in METADATA_-

DB.METADATA_SCHEMA. If the database and schema do not exist yet, create them first, and then create the

required views (see below). The service account must be granted permissions for METADATA_DB, METADATA_-

DB.METADATA_SCHEMA, and the views:

• Database:

– METADATA_DB

• Schema:

– METADATA_SCHEMA

• Views for policies:

– POLICY_REFERENCES

– MASKING_POLICIES

– ROW_ACCESS_POLICIES

• Views for tags:

– TAGS

– TAG_REFERENCES

A Snowflake administrator must grant the required permissions to the service account before running

metadata extraction.

Note: Tag and policy views on the Snowflake database sometimes undergo structural changes,

with columns being added or removed. After such a change goes into production on Snowflake,

metadata extraction from Alation may fail. In this case you may need to recreate the views in

the schema METADATA_DB.METADATA_SCHEMA. Find the most recent example in MDE

from Snowflake Data Source Fails with “Error Message: ‘name’”.

Database and Schema

If they don’t exist yet, create the required database and schema.

CREATE DATABASE METADATA_DB;

CREATE SCHEMA METADATA_DB.METADATA_SCHEMA;
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Views for Policies

Create the required views for policies.

CREATE VIEW METADATA_DB.METADATA_SCHEMA.POLICY_REFERENCES

AS SELECT POLICY_DB,

POLICY_SCHEMA,

POLICY_ID,

POLICY_NAME,

POLICY_KIND,

REF_DATABASE_NAME,

REF_SCHEMA_NAME,

REF_ENTITY_NAME,

REF_ENTITY_DOMAIN,

REF_COLUMN_NAME,

REF_ARG_COLUMN_NAMES

FROM SNOWFLAKE.ACCOUNT_USAGE.POLICY_REFERENCES;

CREATE VIEW METADATA_DB.METADATA_SCHEMA.MASKING_POLICIES

AS SELECT * FROM SNOWFLAKE.ACCOUNT_USAGE.MASKING_POLICIES;

CREATE VIEW METADATA_DB.METADATA_SCHEMA.ROW_ACCESS_POLICIES

AS SELECT * FROM SNOWFLAKE.ACCOUNT_USAGE.ROW_ACCESS_POLICIES;

Grant the Alation service account role access to the policy views. Replace <alation_role> with the Alation service

account role you’ve chosen to give access.

GRANT SELECT ON METADATA_DB.METADATA_SCHEMA.POLICY_REFERENCES TO <alation_role>;

GRANT SELECT ON METADATA_DB.METADATA_SCHEMA.MASKING_POLICIES TO <alation_role>;

GRANT SELECT ON METADATA_DB.METADATA_SCHEMA.ROW_ACCESS_POLICIES TO <alation_

role>;

Views for Tags

Create the required views for tags.

CREATE VIEW METADATA_DB.METADATA_SCHEMA.TAGS

AS SELECT * FROM SNOWFLAKE.ACCOUNT_USAGE.TAGS

WHERE TAG_ID IS NOT NULL;
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CREATE VIEW METADATA_DB.METADATA_SCHEMA.TAG_REFERENCES

AS SELECT * FROM SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

WHERE TAG_ID IS NOT NULL;

Grant the Alation service account role access to the tag views. Replace <alation_role> with the Alation service

account role you’ve chosen to give access.

GRANT SELECT ON METADATA_DB.METADATA_SCHEMA.TAGS TO <alation_role>;

GRANT SELECT ON METADATA_DB.METADATA_SCHEMA.TAG_REFERENCES TO <alation_role>;

See Snowflake Tags for more on how to configure and use tags in Alation.

Privileges for Profiling/Sampling

To profile a table, the connected account needs SELECT privileges on this table:

GRANT SELECT ON TABLE <DBNAME.SCHEMANAME.TABLENAME> TO ROLE <alation_role>;

Privileges for Query Log Ingestion

QLI requirements depend on your Alation release.

Releases V R6 (5.10.4) and below

Alation performs QLI using the QUERY_HISTORY table function of the INFORMATION_SCHEMA which allows for

extracting a maximum of 10,000 query logs for the last 7 days, which is optimized to fetch 10,000 query logs for the

last 24 hours.

There are no specific requirements for the privileges for the service account.

Starting from V R6 (5.10.5) and above

Starting with V R6 (5.10.5), Alation supports QLI on the INFORMATION_SCHEMA (as in prior releases) and QLI on

the ACCOUNT_USAGE.QUERY_HISTORY view of the SNOWFLAKE database (recommended).

The use of the ACCOUNT_USAGE.QUERY_HISTORY schema for QLI helps overcome the limitation of the INFOR-

MATION_SCHEMA which only allows to extract 10,000 logs for the last 24 hours.

To use the ACCOUNT_USAGE.QUERY_HISTORY view for QLI, grant IMPORTED PRIVILEGES on the

SNOWFLAKE database to the default role of the user account you are going to use in Alation. This can be done by a

user with the ACCOUNTADMIN role or by any user who has access to the SNOWFLAKE database:

GRANT IMPORTED PRIVILEGES ON DATABASE SNOWFLAKE TO ROLE <alation_role>;

If for some reason access to the SNOWFLAKE database cannot be granted to this user account, create a general or

secure view based on a query of the SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY view then grant:

• USAGE privileges on the database and schema where the view is created

• SELECT privileges on the created view -

to the role of the user account you are going to use in Alation. Remember to replace the placeholder values in red with

your actual values:
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CREATE OR REPLACE [SECURE] VIEW <DBNAME>.<SCHEMANAME>.<VIEWNAME> AS

SELECT

START_TIME,

DATABASE_NAME,

SCHEMA_NAME,

WAREHOUSE_NAME,

ERROR_MESSAGE,

QUERY_TYPE,

TRIM(QUERY_TEXT) as QUERY_TEXT,

QUEUED_PROVISIONING_TIME,

QUEUED_REPAIR_TIME,

QUEUED_OVERLOAD_TIME,

TRANSACTION_BLOCKED_TIME,

USER_NAME,

COMPILATION_TIME,

EXECUTION_TIME,

QUERY_ID,

ERROR_CODE,

SESSION_ID

FROM SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY;

GRANT USAGE ON DATABASE <DBNAME> TO ROLE <alation_role>

GRANT USAGE ON SCHEMA <DBNAME>.<SCHEMANAME> TO ROLE <alation_role>

GRANT SELECT ON VIEW <DBNAME>.<SCHEMANAME>.<VIEWNAME> TO ROLE <alation_role>

2.19.4 Key Pair Authentication

Alation supports the Key Pair Authentication method for the service account connection to Snowflake. To use Key Pair

Authentication, a number of Key Pair Authentication-relevant parameters need to be included into the Snowflake URI in

the Alation Catalog.

Key Pair Authentication requires preliminary configuration on Snowflake and the Alation server side before the Snowflake

data source is added to the Catalog.

Configuration on the Snowflake Side

1. Generate and assign a key pair to the user account you created for Alation. Refer to Key Pair Authentication &

Key Pair Rotation for details.

2. Once the private key is generated, store the private key securely in your local machine as it needs to be uploaded

in Alation while configuring the key pair authentication.
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Configuration on the Alation Server Side

Version 2022.1 and Newer Versions

You will need to upload the private key file in the General Settings > Service Account section of your Snowflake data

source after adding this data source to the Catalog. The steps to upload the file are described below in Authentication

with the Key Pair.

Version 2021.4 and Older Versions

You need to upload the private key file to the Alation host and place it inside the Alation shell. To upload the file, follow

these steps:

1. SSH to the Alation host and inside the Alation Chroot, create a folder and copy the private key file into this folder.

The Alation chroot is located at /opt/alation/alation-X.X.X.X, where X.X.X.X represents the version of Alation

that’s installed.

2. Change ownership of the private key file to alation:

sudo chown alation:alation rsa_key.p8

3. Note down the path to the private key file inside the Alation Chroot. You will need to provide this path in the URI

field in Alation.

Build the URI

Version 2022.1 and Newer

Build the URI with the following parameters:

• Hostname

• Port

• Warehouse Name

• Database Name (Optional)

Note: Key Pair Authentication values must be provided in the General Settings > Service Account section and should

not be included in the URI. Refer to Authentication with the Key Pair.

Format:

snowflake://<Hostname>:<Port>/?warehouse=<Warehouse_Name>&db=<Database_Name>

Example:

snowflake://alation.snowflakedb.com:443/?warehouse=EX_DEMO&db=EX_SNOWCASE

2450 Chapter 2. Adding Data Sources



Alation User Guide

Version 2021.4 and Older

To build the URI for Snowflake connection with Key Pair Authentication, the URI has to include the parameters that

pass the path to the private key file and the passphrase. Include the following parameters to build the URI:

• user: username of the service account

• role: role of the service account

• private_key_file: path to the private key file inside the Alation shell

• private_key_file_pwd: the passphrase, if set for the private key file. Note that currently, the passphrase has to be

provided as a plain text parameter value which will be visible to Data Source Admins in the URI string on the

data source Settings page.

• authenticator: authenticator=snowflake_jwt

Example:

snowflake://caa03991.us-east-1.snowflakecomputing.com:443/?user=alation&

role=alation_admin&private_key_file=/snowflakeKPA/rsa_key.p8&private_key_file_

pwd=1234&authenticator=snowflake_jwt

URI to Extract Policies

The Snowflake URI must include the default database name as shown below to extract the policies from a particular

database, if not all the policies will be extracted from the complete Snowflake data source.

snowflake://alation_partner.us-east-1.snowflakecomputing.com:443/?warehouse=OXY_WH&db=PC_

DB

Compose

The Default connection URI that includes the Key Pair Authentication parameters can also work as the Default Compose

connection. A restart of Alation is required after the data source is set up in order to use the Default connection in

Compose.

Note:

• Key Pair Authentication for individual user account connections from Compose is currently not

supported.

• Key Pair Authentication for Snowflake OAuth in Compose is currently not supported. Snowflake

OAuth uses authentication based on the provided Client ID and Secret.
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2.19.5 Steps in Alation

Basic Authentication with Username/Password

Note: The steps in this section are applicable only for the basic authentication with username/password. For key pair

authentication, perform the steps in Key Pair Authentication (URI) section.

To add a Snowflake data source to Alation,

1. Follow the instructions in Add Data Sources to bring up the Add Data Source wizard.

2. On Step 1 of the Add Data Source wizard provide the connection information for your new source:

• In the Database Type list select Snowflake;

• In the Host field, provide the hostname.

• In the Port field, type the port number or leave the defaults;

• In the Warehouse Name field, specify the name of the warehouse you would like to catalog in Alation;

• Optionally, in the Database Name field, specify the name of the database. If the database name is provided,

metadata will be extracted for this particular database only. If the database name is not provided, the metadata

is extracted for all the databases that the user account you will provide in Alation has access to.

• Under Catalog, provide the Title, Description, and Privacy settings, and click Save and Continue:
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3. Step 2 of the Add Data Source wizard will open. At this stage, provide your service account information then

click Save and Continue:
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4. The next step of the wizard will open. This step is devoted to QLI setup. Click Skip This Step. You can set up

QLI later on the Settings page of the data source.

Key Pair Authentication (URI)

To add a Snowflake data source using Key Pair Authentication,

1. Follow the instructions in Add Data Sources to bring up the Add Data Source wizard.

2. On Step 1 of the Add Data Source wizard, select the Enter JDBC URI checkbox.

3. Enter the URI you have built for the key pair authentication.

• For version 2021.4 and older versions, enter the URI using the format described in Version 2021.4

and Older.

• For version 2022.1 and newer versions, enter the URI using the format described in Version 2022.1

and Newer.

Note: From version 2022.1, Key Pair Authentication values must be provided in the General

Settings > Service Account section and should not be included in the URI.
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3. Under Catalog, provide the Title, Description, and Privacy settings, and click Save and Continue.

4. Step 2 of the Add Data Source wizard will open. At this stage, select the Yes radio button for the service account,

then specify the Username and leave the Password field empty. Click Save and Continue.
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5. The next step of the wizard will open. This step is devoted to QLI setup. Click Skip This Step. You can set up

QLI later on the Settings page of the data source.

6. If you intend to use the key pair authentication-based default connection in Compose, restart Alation:

sudo /etc/init.d/alation shell

alation_action restart_alation

2.19.6 Complete the Configuration

After you have walked through the Add Data Source wizard screens, your source will be added to Alation and you will

land on the Access tab of the data source Settings page:
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2.19.7 Access Tab

On the Access tab, you can change the data source Privacy settings and give/remove access to/from users.

2.19.8 General Settings

On the General Settings tab, you can edit the connection parameters, specify miscellaneous data source information,

and configure authentication with Snowflake OAuth for Compose users.

Authentication with the Key Pair

Version 2022.1 and newer

If you chose to use key pair authentication instead of authentication with the username and password, you need to

upload the private key file for your data source. In the Service Account section, perform the following steps for key pair

authentication:

1. Select the Enable Snowflake Key Pair Auth checkbox.

2. Specify the values for the key pair authentication fields based on the description in the following table:

Parameter Description

User Provide the user name of the service account that has the public key

assigned to it.

Make sure that the username provided here is the same as the service

account username provided in the course of the data source configuration.

Role Provide the role of the service account user with the public key.

Password Provide the service account password.

Upload Private Key File Click the Upload button to upload the private key file.

Private Key Passpharse Provide the passphrase of the private key file.

3. Click Save.

4. Click Test to validate network connectivity.
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2.19.9 Metadata Extraction (MDE)

You can perform MDE on the Metadata Extraction tab of the Setting page. No specific pre-configuration is required.

From 2021.3:

Materialized views will be extracted during the Metadata Extraction.

From 2021.4:

External tables will be extracted during the Metadata Extraction. The catalog page displays the location of the base file

of the external table in the right pane.

From 2022.1:

Snowflake tags will be extracted during Metadata Extraction, if the feature has been enabled and the required setup has

been performed. See Snowflake Tags for more information.
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2.19.10 Query Log Ingestion (QLI)

Available starting from version V R2 (5.4.x).

Note: MDE must are performed before attempting QLI.

There are differences in how Snowflake QLI can be configured depending on your Alation version.

Releases V R6 (5.10.4) and below

Alation reads query logs from their default location in the INFORMATION_SCHEMA. No specific configuration is

required for Alation to read the logs. You can perform QLI on the Query Log Ingestion tab of the Setting page.

Note: QLI over the INFORMATION_SCHEMA is limited to ingesting 10,000 logs from the last 24 hours due to the

specifics of the QUERY_HISTORY table function of this schema.

Starting from V R6 (5.10.5) and above

Default

By default, QLI is based on INFORMATION_SCHEMA.QUERY_HISTORY. With no additional configuration, Alation

will use the QUERY_HISTORY table function of the INFORMATION_SCHEMA for QLI.

Recommended

You can configure QLI to use the ACCOUNT_USAGE.QUERY_HISTORY view. This is a recommended approach that

lets overcome the limitation of 10,000 query logs of the INFORMATION_SCHEMA. This approach requires that some

configuration should be performed in Alation before running QLI.

Note: Make sure the user account you are using in Alation is given the required privileges for the

SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY view. See Privileges for Query Log Ingestion.

To configure QLI based on the SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY view, do the following:

1. On the data source Settings page, General Settings tab, in the Query Log Privileges section, specify either:

• directly the view SNOWFLAKE.ACCOUNT_USAGE.QUERY_HISTORY - if the user account you

have provided in Alation is granted the required privileges to the ACCOUNT_USAGE.QUERY_-

HISTORY view of the SNOWFLAKE database;

• Or the qualified name of a view you have created for Alation QLI off the SNOWFLAKE.ACCOUNT_-

USAGE.QUERY_HISTORY view: <DBNAME>.<SCHEMANAME>.<VIEWNAME>.

Note: If the Query Log Privileges field is left blank, QLI will be performed based on the QUERY_-

HISTORY table function of the INFORMATION_SCHEMA.
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2. Click Save.

3. Go to the Query Log Ingestion tab and perform QLI.

2.19.11 Per-Object Parameters

We recommend setting per-object parameters before you perform Profiling.

MDE must are performed for you to see the extracted metadata on the Per-Object Parameters page.

2.19.12 Data Profiling

MDE must have been performed before Profiling.

2.19.13 Lineage

From 2021.4, column-level lineage is supported for the Snowflake data source in addition to table-level lineage.

Note: This feature requires the Snowflake Column-Level Lineage parser add-on. Contact Alation Support

about purchasing this add-on.

Enable Column-Level Lineage

To enable column-level lineage:

1. Go to Settings > Feature Configuration.

2. Turn on the toggle Automatically extracts Column Level Lineage for Snowflake data sources.

3. Click the Save changes button to save the changes.
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3. In the Verify Feature Configuration Change dialog, click the Save Configuration button.

View Column-Level Lineage

When you enable the column-level lineage add-on, Alation will automatically generate column-level lineage data based

on the existing metadata that was previously extracted with MDE, QLI, or ingested from Compose.

Note: Once the feature flag is enabled, the column-level lineage will be automatically generated only for

the view definitions that are complete and already added to table-level lineage.

Complete view definition:

CREATE VIEW adbc_database_01.query_execution_main.table_view AS

SELECT src.*

FROM (SELECT col1, col2, col3 FROM tpch.sf1.customer LIMIT 10) src;

Incomplete view definition:

SELECT src.* FROM

(SELECT col1, col2, col3 FROM tpch.sf1.customer LIMIT 10) src;

More column-level lineage data will be created after you perform metadata extraction (MDE), query log ingestion (QLI),

and (or) use Compose to run queries that create or update column objects.

To view column-level lineage data:
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1. Go to the Lineage tab on the catalog page of a table object that should have column-level lineage.

2. Expand the table or view lineage node to see the columns of the table or view and links to the dataflow object.

When you expand a table or view lineage node and click one of the child columns, the column-level lineage link for that

particular column becomes highlighted.

Note: If the column-level lineage feature flag is disabled, the column-level lineage links that were generated previously

are not removed. Only the future queries and query history will not be processed.
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2.20 SQL Server

2.20.1 Required Information

To configure SQL Server in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number

• Database name - Optional

• Instance name - Optional

• SSL confirmation

– Authentication Type confirmation (Active Directory preferred)

∗ Realm (if using NTLM)

∗ Server SPN (for Kerberos)

• Service account with privileges listed below

• Query Log Ingestion setup: Extended events

2.20.2 Preliminaries

Firewall Configuration:

• Open outbound TCP port 1433 to SQL Server

• SQL Server instances can listen on non-standard ports. If you connect Alation to a SQL Server instance, then

open the appropriate outbound TCP ports from the Alation server.

2.20.3 Create Service Account

We recommend using an Active Directory service account. This enables Alation to read log files generated by

Extended Events. A SQL Server username/password also reads log files generated by Extended Events.

Alation supports both DB based authentication and Windows authentication. For Windows authentication, SQL-Server

should be configured for Kerberos, SQL-Server default, or instance SPNs must be registered with the Active Directory.

You can verify if the SQL-Server is configured for Kerberos by running the following command from a Windows CMD

prompt. The command should be run on a computer in the same Realm as the SQL Server:

setspn -L [SQL-server-hostname]

Following is a sample output of setspn command showing the SPNs for SQL-Server default instance:

The following information is required during configuration if SQL Server uses Windows Authentication:
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• Active Directory realm

• Active Directory server IP or DNS name

2.20.4 Steps In Alation

Step 1: Add a Datasource

Add a new Datasource on the Sources page, refer to Adding a Data Source.

Step 2: Set up the Connection

JDBC URI

Add an SQL Server data source to Alation by filling the required and optional fields which construct the URI with the

details provided or construct and provide the URI string manually.

Fill In Fields

To add a SQL Server data source to Alation; On the Add a Data Source screen of the wizard, specify:

• In the Database Type list select SQL Server;

• In the Host field, provide the hostname or IP address of your server.

• In the Port field, type the port number 1433;

• Provide the Database name (Optional)

• Provide the Instance name (Optional)

• Select SSL certificate if required.

• If using Windows Active Directory for Authentication, select the Use Windows Active Directory

checkbox and then select the required protocols:

– NTLM

∗ Realm

Note: From 2020.4, when you use the NTLM protocol with Active Directory authentication,

Alation will pre-select a built-in jTDS driver when you go through all the steps. However,

NTLM authentication for SQL Server does not work with this jTDS driver, and you must

switch to the Microsoft JDBC driver on the General Settings page. See below.

– Kerberos

∗ Server SPN (Optional)
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Provide the URI as a String

Alternatively, you can add a Data Source connection using JDBC URI. Click Enter JDBC URI and provide the JDBC

URI to create a connection:

Use the required format for the JDBC URI depending on the Authentication Protocol and your database environment

configuration.
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NTLM

Microsoft Driver

sqlserver://<Host_Name>:<Port>;domain=<Domain_Name>;authenticationScheme=NTLM;

integratedSecurity=true

Example:

sqlserver://10.13.82.165:1433;domain=al55527.test.local;authenticationScheme=NTLM;integratedSecurity=true

JTDS Driver

Warning: Do not use JTDS Driver and its URI if you are using Alation version 2020.4 and later. It is recommended

to use the Microsoft Driver and its URI.

sqlserver://<Host_Name>:<Port>/<db_name>;domain=<Domain_Name>;useNTLMv2=true

Example:

sqlserver://10.13.47.231:1433/SQL;domain=al55527.test.local;useNTLMv2=true

Kerberos

sqlserver://<Host_name>:<Port>;databaseName=<name>;integratedSecurity=true;

authenticationScheme=JavaKerberos

Example:

sqlserver://10.13.47.231:1433;databaseName=SQL;integratedSecurity=true;authenticationScheme=JavaKerberos’

Basic Authentication

sqlserver://<Host_Name>/databaseName=<db_name>;

Example:

sqlserver://10.13.47.231:1433;databaseName=SQL;

Step 3: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. After this step, you are navigated to the Settings page of your data source.
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Step 4: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

2.20.5 General Settings

Driver for SQL Server 2017

Refer to Support Matrix for the certified driver version.

To see the certified JDBC driver in the drop-down list of drivers, the driver must be added to the custom_drivers path in

the instance. Steps are as follows:

• Download JDBC driver.

• Copy the driver to the Alation instance.

• ssh to the Alation instance.

• Move the file to /opt/alation/alation/data1/site_data/custom_drivers/

• $ sudo service alation restart

Driver to Use With NTLM Authentication

From release 2020.4, when you use the Add Data Source wizard screen to fill the fields and select the NTLM protocol

with Active Directory authentication, Alation will later pre-select a built-in jTDS driver when you add a SQL server

data source. NTLM authentication for SQL Server does not work with jTDS drivers in Alation, so you must switch to

the Microsoft JDBC driver on the General Settings tab of the Settings.

Select the Microsoft JDBC driver from the list of drivers on the General Settings page and make sure the URI is in the

required format: Microsoft Driver

2.20.6 Metadata Extraction

GRANT SELECT or VIEW ANY DEFINITION at Database or Schema level to alation (service

account)

2.20.7 Synonym Extraction

Available from release V R7 (5.12.x)

Synonyms will be extracted if Synonym Extraction feature is enabled in Labs/Feature Configuration. Alation will

extract synonyms if their parent schemas are extracted during MDE.
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2.20.8 Table Profiles

GRANT SELECT at Database or Schema level to alation (service account)

2.20.9 Query History

Alation supports several methods of query ingestion for SQL Server. Select one type of query ingestion from the options

below. Use Extended Events if you have SQL Server 2008 or later. Extended events are supported for SQL Server with

the 2008 version onwards. For more details, refer to SQL Server documentation.

Option 1: Extended Events

To use this option, make sure your Alation service account has the required permissions. If the Alation service account is

a local SQL Server account, it must have the sysadmin role. If an Active Directory account is used, the ‘sysadmin’ role

is not required.

The SQL Server account (not the Alation service account) must have read/write access to the directory where the logs

are being stored.

Query Log Ingestion using extended events is the preferred method and has less performance impact on the SQL Server

system than the other methods. An extended events session is created that logs queries to files. Alation reads those files

through SQL queries sent to SQL Server to ingest them. The volume of events may be high, so in the SQL to set up the

extended events (provided later in the guide) it defaults to logging only a sample of the events and tries to filter out as

many queries as possible that aren’t useful to Alation. We suggest starting with this and scaling back the sampling after

Query Log Ingestion is configured and working with the sampled log.

Steps:

1. Grant the Alation service account VIEW SERVER STATE permission.

Why is this needed? Alation must have access to run sys.fn_xe_file_target_read_file com-

mand to read the logged XEL files that extended events create. VIEW SERVER STATE is required to

use that command.

2. Grant the Alation service account permission to run the stored procedure xp_dirtree.

Why is this needed? Alation needs to read the list of logged XEL files that it is going to ingest. This

stored procedure lists files in a directory.

3. Create and turn on an extended events session that logs queries. Depending on the SQL Server version, refer to:

• A.1a SQL Server Extended Events Session Creation

• A.1b SQL Server 2008 Extended Events Session Creation

You will have to change the file path to log files and may optionally change some of the other parameters

like the buffer size.

4. When you first turn on the session, monitor it for a few hours to see that it is working and the volume of log files.

If the volume is small, - only a few log files per day, - you can edit the Extended Events SQL to turn down or

remove the sampling. See the comments in the SQL code.

5. Have an Alation Admin for your instance configure the Settings from the Alation UI to point to the files that are

being logged. Ensure that you include the trailing \ at the end of the path or you will get partial_success “no logs

to ingest.”
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Note: If you run XEvents for SQL Server, enter the file path in the format C:\Users\Public\Documents\ and run

QLI. Use the trailing backslash at the end of the path.

Option 2: Server Side Trace

Alation uses Server Side Trace to capture Query History log. By default, Server Side Trace can log a lot of unwanted

queries like system queries, backup or maintenance queries that can take up a lot of disk space. To limit disk usage, it is

important to limit the traced queries to only the important ones that support your use case. For example:

• Model queries from data analysts that can be used for reference and knowledge sharing.

• Queries on a subset of DBs to compute object popularity in a DB.

If filtering doesn’t help limit the size of Query History log, Trace script can be run for a short interval anywhere from

two to four hours to capture of a subset of the queries.

Refer to Appendix A.1c SQL Server Trace Script <Appendix_1c> for a sample Trace script. The script is run directly on

the server.

Option 3: SQL Profiler

SQL Server environments with light, infrequent loads can use Client Side Profiling with SQL Profiler to capture the

Query History Log. The following steps show the method to set up Query History Log using Profiler.

1. Launch SQL Server Profiler and create a new Template called AlationQueryLog:
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2. Click the Events Selection tab and pick the following events:

• Stored Procedures -> SP:StmtCompleted

• TSQL -> SQL:StmtCompleted

3. For SP:StmtCompleted and SQL:StmtCompleted events, select the following Columns:

• ApplicationName

• CPU

• DatabaseName

• Duration

• EndTime
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• LoginName

• NTUserName

• Reads

• RowCounts

• SPID

• StartTime

• TextData

• Writes

4. Set Filters to log only the important queries (for example not routine maintenance queries). This step is optional.

Click the Column Filters button on the Events Selection tab:

For example, to exclude queries from MaintenanceApp set ApplicationName Not Like filter to

MaintenanceApp%.

Set Filters on other Columns as you see fit to limit logging to useful queries.
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5. Save the template.

6. Start a Trace using the AlationQueryLog template.

7. Select Save To Table. Select Set maximum rows and define a limit based on the workload in your environment and

the disk space on the server.

8. Observe the Trace and adjust the Column Filters as needed (after pausing the Trace).

9. Set up a job to periodically copy rows from Trace Table into another Archive table where you maintain history for

three or four days.

10. Provide SELECT privileges to Alation database account on the Archive Table to read Query History.

Note: Create a view from the SQL Profiler for SQL Server 2017 and enter the qualified table view name

under QLI section on the General Settings page and perform QLI.
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Option 4: SQL Server Audit

Query history information can be captured from the SQL Server Audit database.

Note: For specific details about SQL Server Audit, please refer to the SQL Server documentation for the

relevant SQL Server version:

• SQL Server Audit (Database Engine)

• CREATE DATABASE AUDIT SPECIFICATION (Transact-SQL)

• SQL Server Audit Action Groups and Actions

Preliminaries

To use SQL Server Audit for QLI in Alation:

1. Create a Server Audit to log query events for Alation QLI. FILEPATH is the path to the directory to store the audit

files:

CREATE SERVER AUDIT test_audit

TO FILE ( FILEPATH =

'C:\Users\Public\Documents\' );

2. Create a Database Audit Specification that defines which events to audit for Alation. Audit groups specify the

type of queries to be logged:

CREATE DATABASE AUDIT SPECIFICATION test_audit_spec

FOR SERVER AUDIT test_audit

ADD( DATABASE_OBJECT_CHANGE_GROUP),

ADD( SELECT ON DATABASE::db_name BY <role>))

WITH (STATE = ON);

3. Allow some time for users to query the database before performing QLI in Alation. Alation recommends to have

2 to 3 weeks of query history logs in the database for QLI to render meaningful results. Logs will be stored in the

file path you have set up in the .sqlaudit format.

4. To list the files that currently exist in the file path, you can run the following command:

EXEC xp_dirtree 'C:\Users\Public\Documents', 0, 1;

5. Create a QLI View for Alation with the data from the audit files:

CREATE VIEW Alation_QLI_View AS (

SELECT

application_name as ApplicationName,

server_principal_sid as CPU,

database_name as DatabaseName,

duration_milliseconds as Duration,

event_time as EndTime,

server_principal_name as LoginName,

server_principal_name as NTUserName,

0 as Reads,

affected_rows as RowCounts,

(continues on next page)
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(continued from previous page)

server_principal_sid as SPID,

event_time as StartTime,

statement as TextData,

session_id as Writes,

null as EventClass

FROM fn_get_audit_file('C:\Users\Public\Documents\*',default,default)

);

6. Grant SELECT privileges on the created QLI view to the Alation service account.

Configure QLI in Alation

When you have created the QLI view, configure QLI in Alation:

1. Go to the SQL Server Data Source Settings > Query Log Ingestion tab.

2. Clear the Use XEvents checkbox.

Note: When the Use XEvents checkbox is selected on the Query Log Ingestion tab, the Query Log

Privileges section is not available on the General Settings tab.

3. Open the General Settings tab and under the Query Log Privileges section, provide the name of the database query

history view in the format datasorcename.schema.table. For example: Craft_Beer_Sales.dbo.Alation_-

QLI_View.

4. Click Save.

5. Go back to the Query Log Ingestion tab. Set the QLI date range. Import the Query Logs on demand by clicking

Import or set an automatic schedule.

Other Methods

Alation can also support ingestion from a custom table (not recommended). For information on the custom table set up,

see A.1d SQL Server Ingestion from Custom Table Setup <Appendix_1d>.

2.21 Sybase IQ

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the Sybase IQ

Native Connector. Support for the Sybase IQ Native Connector will cease on December 1, 2023, as set out in Alation’s

Support Policy. See the Transition from Native to OCF Connectors announcement in Alation Community (requires

login to Community).
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2.21.1 Required Information

To configure Sybase in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number: Default port is 2638

• Service account

– Metadata Extraction Privileges

– Profiling Privileges

• Query Log Ingestion Setup

2.21.2 Create Service Account

Sample SQL to create an account:

CREATE USER alation IDENTIFIED BY '[password]';

2476 Chapter 2. Adding Data Sources



Alation User Guide

2.21.3 Metadata Extraction

GRANT SELECT ON < TABLE > TO alation

<TABLE> is each of the following and alation is the service account.

All accounts may have select access to some of the following tables:

• SYS.SYSTABLE - tables & view defs

• SYS.SYSCOLUMNS - columns

• SYS.SYSINDEXES

• SYS.SYSINDEX - index information

• SYS.SYSPARTITIONS - partition indexes

• SYS.SYSPROCEDURE

• SYS.SYSPROCPARM - stored procs & function definitions

• SYS.SYSUSERPERMS - required for every one of the above

• SYS.SYSUSER - schemas information.

The following are required for reading object permissions:

GRANT SELECT ON SYS.SYSROLEGRANTS to alation

GRANT EXECUTE TO alation on sp_objectpermissions()

GRANT SELECT ON SYS.SYSUSER to alation

GRANT SELECT ON SYS.SYSUSERPERM to alation

GRANT SELECT ON SYS.SYSUSERS to alation

GRANT SELECT ON SYS.SYSCOLUMN to alation

GRANT SELECT ON SYS.SYSCOLPERM to alation

GRANT SELECT ON SYS.SYSTABLE to alation

GRANT SELECT ON SYS.SYSTABLEPERM to alation

2.21.4 Table Profiling

GRANT SELECT ON <TABLE or DATABASE>

on tables or databases profiling for which profiling is needed.

2.21.5 Query Log Ingestion Setup

Query Log Ingestion requires the setup of an event logging table. The following setup needs to be completed by the

service account used by Alation.

Note: Alation service account needs permission to run sa_get_request_times(). Users with DBA role can execute

this stored procedure. QLI must be performed by the same user who runs the following steps to set up QLI.
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Setup Steps in Sybase IQ

Step 1: Check state

This step must be performed to check the state of Request Logging and Request Log file. By default, the value of

Request Logging might be NONE and the value of Request Log File might be EMPTY. Run the following query to

check the current state of Request Logging and Request Log File.

select property('RequestLogFile'),property('RequestLogging');

Step 2: Set state

1. To set Request Logging to SQL, run the following query:

call sa_server_option('RequestLogging','SQL');

2. Execution of this call enables SQL log storage. Set the log file to sqllog.txt:

call sa_server_option('RequestLogFile', 'sqllog.txt');

Note: Setting the log file to sqllog.txt must be done every time the database server is restarted.

Step 3: Create a Table for Logging Events

1. Create the user_connections_event_table in the default schema. The query is represented as follows:

SELECT * INTO user_connections_event_table FROM sp_iqconnection() WHERE 1=2

Note: If a failure is observed during the execution of the query, run the following command: select * from

user_connections_event_table to make sure that the user_connections_event_table exists.

2. Create the user_connections_event and insert it into the user_connections_event_table. The query to perform

this is represented as follows:

CREATE EVENT { user } _connections_event

TYPE CONNECT

HANDLER

BEGIN

INSERT INTO user_connections_event_table

SELECT * FROM sp_iqconnection() a

WHERE

a.Name != '{user}_connections_event'

AND datediff(Second, now(), a.conncreatetime) < 1

END

The command creates the user_connections_event_table in the default schema and populates it. Replace {user} with

the name of the DBA in the query for creating the user_connections_event. The user who has run steps 3.1 and 3.2

should navigate to the QLI tab of the data source Settings page. Click Preview.

2478 Chapter 2. Adding Data Sources



Alation User Guide

2.22 Sybase Adaptive Server Enterprise (ASE)

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the Sybase Adaptive

Server Enterprise (ASE) Native Connector. Support for the Sybase Adaptive Server Enterprise (ASE) Native Connector

will cease on December 1, 2023, as set out in Alation’s Support Policy. See the Transition from Native to OCF

Connectors announcement in Alation Community (requires login to Community).

2.22.1 Prerequisite

Ensure that the feature flag alation.feature_flags.enable_datasource_sybasease is turned on using

alation_conf. If the feature flag is not turned on, Sybase ASE will not be displayed in the drop-down list of

Database Types in the Add Data Source wizard. This will not allow you to add this data source.

2.22.2 Required Information

To configure Sybase in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number

• Optional database name: If the name is not provided, the ‘master’ database is assumed

• Service account with privileges listed in the corresponding section

• Query Log Ingestion setup
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2.22.3 Connectivity

Firewall Configuration: Open outbound TCP port 5000 to Sybase ASE Server.

2.22.4 Service Account

Create a service account as follows. For illustration purposes, the document uses alation as the service account user

name.

CREATE LOGIN alation WITH password <password>;

USE <database>;

sp_adduser alation;

2.22.5 Metadata Extraction

Service Account requires SELECT access on system tables:

GRANT SELECT on master.dbo.sysdatabases to alation;

On each database, provide the following grant to the service account for metadata extraction:
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GRANT SELECT on sysusers to alation;

GRANT SELECT on sysobjects to alation;

GRANT SELECT on syscomments to alation;

GRANT SELECT on syscolumns to alation;

GRANT SELECT on systypes to alation;

GRANT SELECT on sysindexes to alation;

GRANT SELECT on syspartitions to alation;

GRANT SELECT on syspartitionkeys to alation;

GRANT SELECT on sysprocedures to alation;

GRANT SELECT on sysconstraints to alation;

GRANT SELECT on syskeys to alation;

2.22.6 Profiling/Sampling

On each database, provide the following grant for profiling each table:

GRANT SELECT ON <table_name> to alation;

2.22.7 Query Log Ingestion

Overview of Query History

A new feature called “Monitoring Data Access (MDA) tables” is available to users from ASE version 12.5.0.3. These

MDA tables provide access to low-level monitoring information in ASE. Because the MDA tables can be accessed

with regular SQL select statements, they are easier to use than Monitor Server/Historical Server. MDA is also used as

an acronym for Monitoring and Diagnostics for ASE, Monitoring and Diagnostic Agent, Monitoring and Diagnostic

Access. The MDA table is commonly referred to as the monitoring table. They are proxy tables mapped to native remote

procedure call (RPC) inside ASE.

The MDA tables are proxy tables located in the master database. All MDA tables are named master..monXXX, where

XXX indicates the type of information in the table.

Example: master..monCachedObject, has details about the current data cache usage for different tables and indexes.

After the installation of MDA tables, monSysSQLText and monSysStatement are enabled and queries are extracted

from them. The maximum permissible limit for Statement and SQL Text file is 2147483647. The maximum value set as

log will be rolled off after this limit.

Install MDA tables (ASE version 15+)

In ASE 15, the MDA tables are automatically installed by the install master script. This is applicable to ASE 15.0

ESD#2 and later versions. Always run the install master script when you install a new EBF. Failure to do so might

result in incorrect values or errors being returned when the MDA tables are queried. Run sp_version to check for the

correct version installed for the EBF.
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Configuration Settings

The following configuration setting must be set before using MDA tables.

1. Ensure that the configuration parameter enable cis is set to 1.

If the value is not set to 1, then, ASE must be restarted.

sp_configure "enable cis" 1 go

2. Assign mon_role to the service account to allow MDA access.

use master

go

Grant role mon_role to alation

go

The same procedure is applicable to sa login. In version 15.7 and onwards, ESD#2, the mon_role is

assigned to sa by default so you may not need to make this change.

use master

go

Grant role mon_role to sa

go

Note:

• If the mon_role is not granted to the service account„ you will not be able to access

monSysStatement and monSysSQLText tables.

• You might need to disconnect/reconnect to activate mon_role after the role isgranted to the login.

3. Test the basic MDA configuration:

select * from master..monState

go

4. Enable Monitoring

enable monitoring is essentially the ‘master switch’ for most MDA functionality. This must be set to 1 for

Alation to have logs to read.

sp_configure "enable monitoring", 1

go

5. Enable all configuration parameters.

• For all “pipe” tables, the number of messages is set to 1,000,000. However, you may want to choose a larger

size.

• Logs will be rolled off after the maximum value is set. The maximum permissible value is 2147483647.

• SQL text pipe max messages and statement pipe max messages should be set as equal.
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Parameter Command

monSysSQLText

sp_configure "sql text pipe active", 1

go

sp_configure "sql text pipe max messages",

1000000

go

monSysStatement

sp_configure "statement pipe active", 1

go

sp_configure "statement pipe max messages

", 1000000

go

Column in MDA table

sp_configure "statement statistics active

", 1

go

sp_configure "per object statistics active

", 1

go

mon*SQLTexttables

sp_configure "SQL batch capture", 1

go

2.23 Teradata

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the Teradata Native

Connector. Support for the Teradata Native Connector will cease on December 1, 2023, as set out in Alation’s Support

Policy. See the Transition from Native to OCF Connectors announcement in Alation Community (requires login to

Community).

2.23.1 Required Information

To configure Teradata in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number - default is 1025

• COP discovery status (Select checkbox Use COP if you are using COP)

• Auth type for service account (Select checkbox Use LDAP if you are using LDAP)

• Service Account

• Custom View for Query Log Ingestion
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2.23.2 Preliminaries

Firewall Configuration: Open outbound TCP port 1025 to Teradata server

2.23.3 Service Account

Sample SQL to create an account:

CREATE USER alation FROM [database] AS PASSWORD = [password] PERM = 20000000;

Permissions

Metadata Extraction

Ensure the user alation has the following privileges on system tables.

GRANT SELECT ON dbc.dbase TO alation;

GRANT SELECT ON dbc.databasesv TO alation;

Note: If only databasesv is allowed to be selected, (dbase is not selected), then run the following command to

enable the following feature flag in the alation shell: alation_conf alation.feature_flags.teradata_use_-

databasesv -s True

Run the following grant:

GRANT SELECT ON dbc.tablesv TO alation;

GRANT SELECT ON dbc.tabletextv TO alation;

GRANT SELECT ON dbc.tablesizev TO alation;

GRANT SELECT ON dbc.columnsv TO alation;

GRANT SELECT ON dbc.indicesv TO alation;

GRANT SELECT ON dbc.all_ri_parentsv to alation;

GRANT SELECT ON dbc.indexconstraintsv TO alation;

GRANT SELECT ON dbc.tvm TO alation;

GRANT SELECT ON dbc.tvfields TO alation;

Profiling

SELECT on [SCHEMA or TABLE]
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Access Rules

GRANT SELECT ON dbc.rolemembersv TO alation;

GRANT SELECT ON dbc.allRoleRightsv TO alation;

GRANT SELECT ON dbc.databasesv TO alation;

GRANT SELECT ON dbc.allrightsv TO alation;

2.23.4 Steps In Alation

Step 1: Add a Datasource

Add a new Datasource on the Sources page, refer to Adding a Data Source.

Step 2: Set up the Connection

To add a Teradata data source to Alation; On the Add a Data Source screen of the wizard, specify:

• In the Database Type list select Teradata;

• In the Host field, provide the hostname or IP address of your server.

• In the Port field, type the port number 1025;

• Under Catalog, provide the Title, Description, and Privacy settings, and click Save and Continue.

The next wizard screen - Set Up a Service Account - will open.
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Step 3: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. After this step, you are navigated to the Settings page of your data source.

Step 4: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

2.23.5 Metadata Extraction

To perform regular MDE,

1. On the Metadata Extraction tab, click Fetch from DB Now. Alation will fetch schemas from your data

source.

2. You can now extract the metadata for all the schemas that Alation fetched (full extraction) or you can

specify the schemas to be extracted from the list of fetched schemas (selective extraction). To perform

full extraction, click Launch Job. To perform selective extraction, first, select the schemas you wish

to extract, and then click Launch Job:
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3. Once MDE has been completed, you should be able to see the extracted metadata in your Alation

catalog. You can monitor the job status in the Job History table at the bottom of the page:

2.23.6 Profiling

Configure and perform Profiling (optional) and verify the results. Set the number of tables to be profiled by the Profiling

job by selecting a value in the dropdown list on top of the Job History table. By default, all tables are profiled. When a

specific number of tables to profile is selected, unprofiled and popular tables are prioritized.

Click Launch Job Now to perform profiling.
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Automatic full and selective Profiling is supported. You can run a profile for one table or column on the Samples

tab of the Table or Column page of this data source or use the Per-Object Parameters tab to specify which objects to

profile.

Note: To profile a table during automatic Profiling, Alation issues a simple query for each table: SELECT * FROM

<table>. Please note that from a cost perspective you may want to profile specific tables only and/or set a schedule to

profile weekly or even monthly.

2.23.7 Query Log Ingestion

Alation reads query history information from a custom view created on your Teradata system. The service account

(alation) needs to have SELECT privileges on this view.

The three options for the custom view are as follows:

• DBC Created on DBC tables with standard columns

• PDCR Created on PDCR tables with standard columns

– This enables partitioning on a date column that can enable query log ingestion to run more efficiently while

pulling all information

• Reduced Created on DBC tables with a minimal set of columns

– This enables Alation to run more efficiently on DBC tables and can substantially reduce the time taken for

QLI. There may be some loss of context with this option.

– Select this option in the Alation UI (refer to the screenshot under Exclude Additional Columns section)

For more information on example SQL to create the view, see Appendix A.2.
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Exclude Additional Columns

If you use the Reduced query log view SQL, select the checkbox Exclude additional columns on the Query Log

Ingestion settings page as shown. If this option is not selected, Alation will expect all columns in the full DBC view to

be present:

2.24 Vertica

2.24.1 Required Information

To configure Vertica in Alation, you will need the following information:

• Hostname or IP address of your server

• Port number - default is 5433

• Service account with privileges listed below

• Query Log Ingestion setup: ETL job and table
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2.24.2 Preliminaries

Firewall Configuration:

• Open outbound TCP port 5433 to Vertica server

2.24.3 Create Service Account

Sample SQL to create an account:

CREATE USER alation IDENTIFIED BY [password];

2.24.4 Metadata Extraction

Alation requires USAGE on all schemas that it will ingest and SELECT on all tables that it will ingest.

GRANT SELECT ONPROJECTIONS TO alation;

GRANT SELECT ON PROJECTION_STORAGE TO alation;
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2.24.5 Table Profiles

GRANT USAGE ON SCHEMA [schema] TO alation;

GRANT SELECT ON ALL TABLES IN SCHEMA [schema] TO alation;

2.24.6 Query History

Vertica by default logs queries to some system tables. However, only an admin account can select rows from these tables

that have other users queries. For Alation to ingest the queries you must either give Alation admin credentials or create

an ETL process to move the data into another table that Alation can access. See Appendix A.5 Vertica Query Log for

the SQL to create this table and move the queries into it.

2.25 Kerberos Configuration (General)

Kerberos needs to be configured to access Kerberized databases from Alation. Follow the below steps to configure

Kerberos.

• Edit etc/krb5.conf inside the Alation Shell. (From outside the Alation shell, the path to the file is

/opt/alation/alation/etc/krb5.conf.) Make sure that Default Realm, Domain-To-Realm map, KDC for the Realm

are defined.

• Run kinit followed by kvno to verify your changes. Provide the Database Service Principal name as the argument

for kvno.

• Commit the changes into Alation Conf by running alation_action copy_krb5_conf.

Run the below command to view the currently saved version of krb5.conf in Alation Conf.

alation_conf kerberos.config_raw

2.26 Configure Alation DB

Alation DB is a feature of Alation that gives you access to query a curated subset of the database that backs the Alation

server. This allows you to answer questions about how people at your organization are using Alation DB.

To configure Alation DB:

1. Confirm an admin username for the Alation user who will own the Alation DB data source.

2. Choose a password. This password will be used to run queries on the Alation DB under the username alation_db.

Make it something you feel comfortable sharing with others who will be using Alation DB.

3. Enter the Alation shell to do the configuration.

sudo /etc/init.d/alation shell

4. Become the Alation user:

sudo su alation

5. Run the following management command to initialize Alation DB.
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cd /opt/alation/django

python manage.py initialize_alation_db -u username

You must pass it a username of an Alation admin user that it can make the owner of the objects in Alation DB.

You will be prompted for the password.

To query Alation DB, you must have Admin privileges.

To run a query in Compose, enter alation_db as the username and the password set during the configuration, in the

credentials screen.

2.27 Appendix

2.27.1 A.1a SQL Server Extended Events Session Creation

Query to create extended events session

-- Query to create an extended events session

CREATE EVENT SESSION [alation_query_log] ON SERVER

ADD EVENT sqlserver.sp_statement_completed

(

ACTION

(

package0.collect_system_time,

package0.event_sequence,

sqlos.task_time,

sqlserver.client_app_name,

sqlserver.database_id,

sqlserver.database_name,

sqlserver.nt_username,

sqlserver.server_principal_name,

sqlserver.server_principal_sid,

sqlserver.session_id,

sqlserver.session_nt_username,

sqlserver.transaction_id,

sqlserver.username

)

WHERE

-- Lineage and context queries:

(

(

(

[statement] like '%ALTER %' OR

[statement] like '%CREATE %' OR

[statement] like '%DROP %' OR

[statement] like '%TRUNCATE %' OR

[statement] like '%MERGE %' OR

-- INSERT statements can be of type "SELECT INTO ..." or "INSERT INTO ..."

[statement] like '%SELECT % INTO %' OR

[statement] like '%INSERT INTO % FROM %' OR

[statement] like '%UPDATE %FROM %' OR

(continues on next page)
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(continued from previous page)

[statement] like '%USE %'

)

-- OPTIONALLY CONFIGURE THIS

-- This specifies sampling 1 out of 20 queries that may contribute to table lineage

-- Start with this and if ingestion is successful, try scaling back the sampling

-- by decreasing 20 or comment out the line below to remove sampling altogether

-- Keep in mind that as long as this is sampled some lineage will be missing

AND package0.divides_by_uint64(package0.counter, 20)

-- Uncomment the following lines if you wish to limit sampling to specific databases.

-- Provide appropriate database names instead of placeholder names DB1, DB2, DB3, etc.

-- Or alternatively, use database_id.

-- AND ([sqlserver].[database_name]= N'DB1' OR

-- [sqlserver].[database_name]= N'DB2' OR

-- [sqlserver].[database_name]= N'DB3')

-- Alternatively, you can use database_id.

-- To get the database id, run: SELECT DB_ID ('database name') in SSMS or any query

tool.

-- Provide the specific database id’s in place of <integer1-3>:

-- AND ([sqlserver].[database_id] = <integer1> OR

-- [sqlserver].[database_id] = <integer2> OR

-- [sqlserver].[database_id] = <integer3>)

-- Uncomment the following line if you wish to filter out queries by users.

-- This is SQL server username. Provide the appropriate user name instead of the

placeholder name user:

-- AND [sqlserver].[username]=N'user'

)

OR

(

-- Includes all SELECT queries

[statement] like '%FROM %'

-- OPTIONALLY CONFIGURE THIS

-- This specifies sampling 1 out of 20 non lineage queries. Start with this and if

-- ingestion is successful try scaling back the sampling by lowering 20 or comment

out

-- the line below to remove sampling altogether:

AND package0.divides_by_uint64(package0.counter, 20)

-- Uncomment the following lines if you wish to limit sampling to specific databases.

-- Provide appropriate database names instead of placeholder names DB1, DB2, DB3.

-- Or alternatively, use database_id.

-- AND ([sqlserver].[database_name] = N'DB1' OR

(continues on next page)
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-- [sqlserver].[database_name] = N'DB2' OR

-- [sqlserver].[database_name] = N'DB3' )

-- Uncomment the following lines if you wish to filter out queries by users.

-- This is SQL server username. Provide the appropriate user name instead of the

placeholder name user:

-- AND [sqlserver].[username] = N'user'

)

)

),

ADD EVENT sqlserver.sql_statement_completed

(

SET collect_statement=(1)

ACTION

(

package0.collect_system_time,

package0.event_sequence,

sqlos.task_time,

sqlserver.client_app_name,

sqlserver.database_id,

sqlserver.database_name,

sqlserver.nt_username,

sqlserver.server_instance_name,

sqlserver.server_principal_name,

sqlserver.session_id,

sqlserver.session_nt_username,

sqlserver.transaction_id,

sqlserver.username

)

-- Generic Alation filters, we only make use of certain types of statements

-- Note SELECT is omitted because SELECT without FROM is not useful for our analysis

WHERE

-- Lineage and context queries:

(

(

(

[statement] like '%ALTER %' OR

[statement] like '%CREATE %' OR

[statement] like '%DROP %' OR

[statement] like '%TRUNCATE %' OR

[statement] like '%MERGE %' OR

-- INSERT statements can be of the form "SELECT INTO ..." or "INSERT INTO ..

."

[statement] like '%SELECT % INTO %' OR

[statement] like '%INSERT INTO % FROM %' OR

[statement] like '%UPDATE % FROM %' OR

[statement] like '%USE %'

)

-- OPTIONALLY CONFIGURE THIS

-- This specifies sampling 1 out of 20 queries that may contribute to table lineage.

-- Start with this and if ingestion is successful try scaling back the sampling by

lowering

(continues on next page)
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-- 20 or comment out the below line to remove sampling altogether.

-- Keep in mind that as long as this is sampled some lineage will be missing

AND package0.divides_by_uint64(package0.counter, 20)

-- Uncomment the following lines if you wish to limit sampling to specific databases.

-- Provide appropriate database names instead of placeholder names DB1, DB2, DB3.

-- Or alternatively, use database_id.

-- AND ([sqlserver].[database_name]= N'DB1' OR

-- [sqlserver].[database_name]= N'DB2' OR

-- [sqlserver].[database_name]= N'DB3' )

-- Uncomment the following lines if you wish to filter out queries by users.

-- This is SQL server username. Provide the appropriate user name instead of the

placeholder name user:

-- AND [sqlserver].[username]=N'user'

)

OR

(

-- Includes all SELECT queries:

[statement] like '%FROM %'

-- OPTIONALLY CONFIGURE THIS

-- This specifies sampling 1 out of 20 non lineage queries. Start with this and if

-- ingestion is successful try scaling back the sampling by lowering 20 or comment

out

-- the line below to remove sampling altogether:

AND package0.divides_by_uint64(package0.counter, 20)

-- Uncomment the following lines if you wish to limit sampling to specific databases.

-- Provide appropriate database names instead of placeholder names DB1, DB2, DB3.

-- Or alternatively, use database_id.

-- AND ([sqlserver].[database_name]= N'DB1' OR

-- [sqlserver].[database_name]= N'DB2' OR

-- [sqlserver].[database_name]= N'DB3' )

-- Uncomment the following lines if you wish to filter out queries by users.

-- This is SQL server username. Provide the appropriate user name instead of the

placeholder name user:

-- AND [sqlserver].[username]=N'user'

)

)

)

ADD TARGET package0.event_file

(

-- CONFIGURE THIS:

SET filename=N'C:\Users\Public\Documents\test\alation_query_log.xel',

-- OPTIONALLY CONFIGURE THIS

-- Note: Alation will read one file at a time so this is the size of the file

that may be read into memory while it is being fetched.

-- max file size in MB before rolling over:

(continues on next page)
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max_file_size=(100), -- in MB

-- OPTIONALLY CONFIGURE THIS:

max_rollover_files=(100)

)

WITH

(

-- OPTIONALLY CONFIGURE THIS. The total event buffer size:

MAX_MEMORY=50 MB,

-- If buffer is full, events will be dropped instead of blocking the server:

EVENT_RETENTION_MODE=ALLOW_SINGLE_EVENT_LOSS,

-- OPTIONALLY CONFIGURE THIS. Max time before writing events to storage:

MAX_DISPATCH_LATENCY=30 SECONDS,

-- Any events that are too large to fit in the buffer will be dropped:

MAX_EVENT_SIZE=0 KB,

MEMORY_PARTITION_MODE=NONE,

TRACK_CAUSALITY=OFF,

STARTUP_STATE=ON

);

GO

-- Query to start the session (change START -> STOP to stop it)

ALTER EVENT SESSION [alation_query_log] ON SERVER

STATE = START;

GO

Query to Delete and Recreate the Session

If you want to recreate the session, you need to first drop the existing session.

Use the following query to delete a session:

DROP EVENT SESSION [alation_query_log] ON SERVER;

GO

-- Check if the session is dropping events and see other data about the session

Using Database ID instead of Database Name

If you wish to limit sampling to specific databases, you can either provide database_name or database_id.

To get the database id:

SELECT DB_ID ('database name')

This command can be run in SSMS or any query tool.

Provide the specific database id’s in place of <integer> in the appropriate sections of the query. Comments explain

where you can alternatively use database_name or database_id:

AND [sqlserver].[database_id]=<integer>
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2.27.2 A.1b SQL Server 2008 Extended Events Session Creation

Query To create extended events session SQL Server 2008

--Query To Create Extended Events Session

CREATE EVENT SESSION alation_query_log ON SERVER

ADD EVENT sqlserver.sql_statement_completed(

ACTION(

package0.collect_system_time,

sqlos.task_time,

sqlserver.client_app_name,

sqlserver.database_id,

sqlserver.nt_username,

sqlserver.session_id,

sqlserver.session_nt_username,

sqlserver.transaction_id,

sqlserver.username,

sqlserver.sql_text

)

)

ADD

TARGET package0.asynchronous_file_target(

SET filename = N'C:UsersPublicDocumentsalation_query_log.xel',

-- CONFIGURE THIS

-- OPTIONALLY CONFIGURE THIS, max file size in MB before rolling over

-- Note Alation will read one file at a time so this is the size of file that may

be

-- read into memory while it is being fetched

max_file_size =(100), -- in MB

max_rollover_files =(100)

)

-- OPTIONALLY CONFIGURE THIS

WITH (

MAX_MEMORY = 50 MB,

-- OPTIONALLY CONFIGURE THIS, the total event buffer size

EVENT_RETENTION_MODE = ALLOW_SINGLE_EVENT_LOSS,

-- If buffer is full events will be dropped instead of blocking the server

MAX_DISPATCH_LATENCY = 30 SECONDS,

-- OPTIONALLY CONFIGURE THIS, max time before writing events to storage

MAX_EVENT_SIZE = 0 KB,

-- Any events that are too large to fit in the buffer will be dropped

MEMORY_PARTITION_MODE = NONE,

TRACK_CAUSALITY = OFF,

STARTUP_STATE = ON

)

GO

-- Query to start the session (change START -> STOP to stop it)

ALTER EVENT SESSION alation_query_log ON SERVER STATE = START

GO

-- If you need to delete and recreate the session this is the syntax to drop it.

DROP EVENT SESSION [alation_query_log] ON SERVER

GO

-- Check if the session is dropping events and see other data about the session
(continues on next page)
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SELECT * FROM sys.dm_xe_sessions;

-- Check if Alation service account can see the log files by running this as the

Alation service account

-- Change the path in the example to the location of the log files

EXEC xp_dirtree ‘ C: / path / to / log / files / ’, 0, 1

2.27.3 A.1c SQL Server Trace Script

Adjust stoptime, tracefile, maxfilesize, and filecount variables in the script.

//

/* Created by: SQL Server 2012 Profiler */

/* Date: 05/19/2015 00:27:35 AM */

//

-- Create a Queue

declare @rc int

declare @TraceID int

declare @maxfilesize bigint

declare @stoptime datetime

declare @filecount int

declare @tracefile nvarchar(245)

-- maxfilesize is in MB

set @maxfilesize = 1024

-- Set stoptime to NULL to run forever

set @stoptime = '2015-06-19 15:06:00.000'

-- Max number of rotated trace files to keep

set @filecount = 40

-- Please replace the text InsertFileNameHere, with an appropriate

-- filename prefixed by a path, for example, c:MyFolderMyTrace. The .trc extension

-- will be appended to the filename automatically. If you are writing from

-- remote server to local drive, please use UNC path and make sure server has

-- write access to your network share

set @tracefile = N'c:AlationServerTrace1'

exec @rc = sp_trace_create @TraceID output, 2, @tracefile, @maxfilesize, @stoptime,

@filecount

if (@rc != 0) goto error

-- Client side File and Table cannot be scripted

-- Set the events required by Alation

declare @on bit

set @on = 1

exec sp_trace_setevent @TraceID, 45, 1, @on

exec sp_trace_setevent @TraceID, 45, 6, @on

exec sp_trace_setevent @TraceID, 45, 10, @on

exec sp_trace_setevent @TraceID, 45, 11, @on

exec sp_trace_setevent @TraceID, 45, 12, @on

(continues on next page)
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exec sp_trace_setevent @TraceID, 45, 13, @on

exec sp_trace_setevent @TraceID, 45, 14, @on

exec sp_trace_setevent @TraceID, 45, 15, @on

exec sp_trace_setevent @TraceID, 45, 16, @on

exec sp_trace_setevent @TraceID, 45, 17, @on

exec sp_trace_setevent @TraceID, 45, 18, @on

exec sp_trace_setevent @TraceID, 45, 35, @on

exec sp_trace_setevent @TraceID, 45, 48, @on

exec sp_trace_setevent @TraceID, 41, 1, @on

exec sp_trace_setevent @TraceID, 41, 6, @on

exec sp_trace_setevent @TraceID, 41, 10, @on

exec sp_trace_setevent @TraceID, 41, 11, @on

exec sp_trace_setevent @TraceID, 41, 12, @on

exec sp_trace_setevent @TraceID, 41, 13, @on

exec sp_trace_setevent @TraceID, 41, 14, @on

exec sp_trace_setevent @TraceID, 41, 15, @on

exec sp_trace_setevent @TraceID, 41, 16, @on

exec sp_trace_setevent @TraceID, 41, 17, @on

exec sp_trace_setevent @TraceID, 41, 18, @on

exec sp_trace_setevent @TraceID, 41, 35, @on

exec sp_trace_setevent @TraceID, 41, 48, @on

-- Set the Filters

declare @intfilter int

declare @bigintfilter bigint

-- Filter out all queries by Trace: ApplicationName NOT LIKE 'SQL Server Profiler%'

exec sp_trace_setfilter @TraceID, 10, 0, 7, N'SQL Server Profiler%'

-- Filter out all queries by SQL Server Mgmt Studio IntelliSense

exec sp_trace_setfilter @TraceID, 10, 0, 7, N'%Transact-SQL

IntelliSense%'

-- Log only user queries: isSystem = 0

exec sp_trace_setfilter @TraceID, 60, 0, 0, 0

-- **

-- TODO: FILTER OUT OTHER UNWANTED QUERIES HERE

-- Filter Queries from a DB

-- NOTE: If your query doesn't explicitly call 'USE DB_NAME' then the DatabaseName

-- column will not be valid.

-- exec sp_trace_setfilter @TraceID, 35, 0, 0, N'MyDatabase'

-- **

-- Set the trace status to start

exec sp_trace_setstatus @TraceID, 1

-- display trace id for future references

select TraceID=@TraceID

goto finish

error:

select ErrorCode=@rc

finish:

go
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2.27.4 A.1d SQL Server Ingestion from Custom Table Setup

The Alation SQL Server ingestion expects a table with specific columns. They are a subset of the SQL Profiler Data

Columns.

The columns listed in both sections below must all be present. Some of the required columns must be present and

correctly filled, others can have null values as they are not essential to the ingestion process.

Columns that are required to be filled correctly:

• LoginName

• SPID

• TextData

• StartTime

• DatabaseName

• EndTime (we filter out queries that haven’t finished so this can be faked by making it non null)

Columns that must be present but are not required for ingestion to function:

• ApplicationName

• Reads

• Writes

• CPU

• RowCounts

• NTUserName

• EventClass

• Duration

Additionally, in the logging process, we usually filter out queries that we know aren’t useful to Alation. You would

know best what kind of queries are being logged but if there is a large volume you may need to filter them down before

putting them in the table. We suggest the following filters:

• TextData like ‘%ALTER %’ OR

• TextData like ‘%CREATE %’ OR

• TextData like ‘%DROP %’ OR

• TextData like ‘%TRUNCATE %’ OR

• TextData like ‘%MERGE %’ OR

• TextData like ‘%FROM %’ OR

• TextData like ‘%USE %’
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2.27.5 A.2 Teradata Query Log View SQL

Use the following query to create a Query Log view.

• Change my_schema.qrylog_full to a custom name.

• It is recommended to create qrylog_full table in a schema owned by Alation DB account.

Note: If you archive queries in PDCR or another schema, change the source schema from DBC to the other schema.

DBC

CREATE VIEW MY_SCHEMA.QRYLOG_FULL AS

SELECT

s.ProcID,

s.CollectTimeStamp,

s.QueryID,

UserID,

AcctString,

ExpandAcctString,

SessionID,

LogicalHostID,

RequestNum,

InternalRequestNum,

LogonDateTime,

AcctStringTime,

AcctStringHour,

AcctStringDate,

LogonSource,

AppID,

ClientID,

ClientAddr,

QueryBand,

ProfileID,

StartTime,

FirstStepTime,

FirstRespTime,

LastStateChange,

NumSteps,

NumStepswPar,

MaxStepsInPar,

NumResultRows,

TotalIOCount,

AMPCPUTime,

ParserCPUTime,

UtilityByteCount,

UtilityRowCount,

ErrorCode,

ErrorText,

WarningOnly,

((firstresptime - starttime) hour(4) to second) (Named ElapsedTime),

DelayTime,
(continues on next page)
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AbortFlag,

CacheFlag,

StatementType,

StatementGroup,

sqltextinfo AS QueryText,

NumOfActiveAMPs,

MaxAMPCPUTime,

MaxCPUAmpNumber,

MinAmpCPUTime,

MaxAmpIO,

MaxIOAmpNumber,

MinAmpIO,

SpoolUsage,

WDID,

OpEnvID,

SysConID,

LSN,

NoClassification,

WDOverride,

ResponseTimeMet,

ExceptionValue,

FinalWDID,

TDWMEstMaxRows,

TDWMEstLastRows,

TDWMEstTotalTime,

TDWMAllAmpFlag,

TDWMConfLevelUsed,

TDWMRuleID,

UserName,

DefaultDatabase,

AMPCPUTimeNorm,

ParserCPUTimeNorm,

MaxAMPCPUTimeNorm,

MaxCPUAmpNumberNorm,

MinAmpCPUTimeNorm,

EstResultRows,

EstProcTime,

EstMaxRowCount,

ProxyUser,

ProxyRole,

SessionTemporalQualifier,

CalendarName,

SessionWDID,

DataCollectAlg,

ParserExpReq,

CallNestingLevel,

NumRequestCtx,

KeepFlag,

QueryRedriven,

ReDriveKind,

CPUDecayLevel,

IODecayLevel,

(continues on next page)
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TacticalCPUException,

TacticalIOException,

SeqRespTime,

ReqIOKB,

ReqPhysIO,

ReqPhysIOKB,

r.sqlrowno

FROM dbc.dbqlsqltbl r,

dbc.dbqlogtbl s

WHERE r.queryid = s.queryid and r.procid = s.procid;

Reduced Query Log View

CREATE VIEW MY_SCHEMA.query_log_reduced AS

SELECT

s.QueryID,

UserID,

SessionID,

UserName,

AppID,

ClientID,

ClientAddr,

StartTime,

sqltextinfo AS QueryText,

((firstresptime - starttime) hour(4) to second) (Named ElapsedTime),

DelayTime,

DefaultDatabase,

AbortFlag,

NumResultRows,

TotalIOCount,

AMPCPUTime,

ErrorCode,

ErrorText,

RequestNum,

LogonDateTime,

r.sqlrowno

FROM dbc.dbqlsqltbl r,

dbc.dbqlogtbl s

WHERE r.queryid = s.queryid and r.procid = s.procid;

PDCR

If PDCR tables are used, change the source schema (pdcr is used in this example) and add the date partition column

(logDate is usually the partition column and is used in this example).

CREATE VIEW MY_SCHEMA.QRYLOG_FULL AS

SELECT

s.ProcID,

s.CollectTimeStamp,

(continues on next page)
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s.QueryID,

UserID,

s.logDate,

AcctString,

ExpandAcctString,

SessionID,

LogicalHostID,

RequestNum,

InternalRequestNum,

LogonDateTime,

AcctStringTime,

AcctStringHour,

AcctStringDate,

LogonSource,

AppID,

ClientID,

ClientAddr,

QueryBand,

ProfileID,

StartTime,

FirstStepTime,

FirstRespTime,

LastStateChange,

NumSteps,

NumStepswPar,

MaxStepsInPar,

NumResultRows,

TotalIOCount,

AMPCPUTime,

ParserCPUTime,

UtilityByteCount,

UtilityRowCount,

ErrorCode,

ErrorText,

WarningOnly,

((firstresptime - starttime) hour(4) to second) (Named ElapsedTime),

DelayTime,

AbortFlag,

CacheFlag,

StatementType,

StatementGroup,

sqltextinfo AS QueryText,

NumOfActiveAMPs,

MaxAMPCPUTime,

MaxCPUAmpNumber,

MinAmpCPUTime,

MaxAmpIO,

MaxIOAmpNumber,

MinAmpIO,

SpoolUsage,

WDID,

OpEnvID,

(continues on next page)
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SysConID,

LSN,

NoClassification,

WDOverride,

ResponseTimeMet,

ExceptionValue,

FinalWDID,

TDWMEstMaxRows,

TDWMEstLastRows,

TDWMEstTotalTime,

TDWMAllAmpFlag,

TDWMConfLevelUsed,

TDWMRuleID,

UserName,

DefaultDatabase,

AMPCPUTimeNorm,

ParserCPUTimeNorm,

MaxAMPCPUTimeNorm,

MaxCPUAmpNumberNorm,

MinAmpCPUTimeNorm,

EstResultRows,

EstProcTime,

EstMaxRowCount,

ProxyUser,

ProxyRole,

SessionTemporalQualifier,

CalendarName,

SessionWDID,

DataCollectAlg,

ParserExpReq,

CallNestingLevel,

NumRequestCtx,

KeepFlag,

QueryRedriven,

ReDriveKind,

CPUDecayLevel,

IODecayLevel,

TacticalCPUException,

TacticalIOException,

SeqRespTime,

ReqIOKB,

ReqPhysIO,

ReqPhysIOKB,

r.sqlrowno

FROM pdcr.dbqlsqltbl r,

pdcr.dbqlogtbl s

WHERE r.queryid = s.queryid

AND r.procid = s.procid

AND r.logDate = s.logDate;

If my_schema is not owned by the Alation DB account, provide SELECT privileges to the Alation DB account on

Query Log view by running the following queries:
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GRANT SELECT ON DBC TO MY_SCHEMA WITH GRANT OPTION;

GRANT SELECT ON MY_SCHEMA TO ALATION_DB_USER;

Verify the setup by running the following query asalation_db_user.

SELECT COUNT(*) FROM MY_SCHEMA.QRYLOG_FULL;

Typical query run during extraction by alation_db_user:

SELECT * FROM MY_SCHEMA.QRYLOG_FULL WHERE <...>

2.27.6 A.3 Amazon Redshift Query Log Table

Automated daily Query Log Ingestion of Amazon Redshift queries requires an ETL to maintain a rolling Query Log

having queries executed in the last 3 days. If Query Log table is small then we recommend maintaining queries for a

longer period like the last seven days.

This needs to be a table, not a view, to allow the Alation user to see queries created by other people. If the Alation

user queried the view, it would only see its own queries; if a process with full access to everyone’s queries creates and

updates a table the Alation user queries, the Alation user can see all the queries in that table.

The following two queries can be used to create a rolling query log. The sample queries use public.alation_qlog as

the Query Log table however the table can be named anything and can be placed in any schema as long as Alation DB

account has SELECT, INSERT, and DELETE privileges to the table.

1. Delete queries older than last three days.

DELETE FROM PUBLIC.ALATION_QLOG

WHERE START_TIME < (CURRENT_DATE - INTERVAL '3 days');

2. Append queries executed in the last 24 hours to the Query Log. The following query needs to run as an admin

user else the Query Log will not have queries by all users.

(SELECT

q.querytxt AS text,

q.starttime AS start_time,

CASE q.aborted

WHEN 0 THEN ''

ELSE 'ABORTED' END AS canceled,

datediff (millisecond, q.starttime, q.endtime) / 1000.0 AS seconds_

taken,

s.user_name AS user_name,

cast (s.process AS VARCHAR) || '/' || to_char

(s.starttime, 'YYYY-MM-DD HH:MI:SS.US') || '/' || s.user_name AS

session_id,

q.sequence AS seq,

trim (s.db_name) AS default_database,

trim (label) AS query_filename,

q.xid AS transaction_id,

q.qtype AS qtype

INTO public.alation_qlog

FROM

(

SELECT * FROM

(continues on next page)
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(

SELECT

q.userid,

q.query,

q.label,

q.xid,

q.pid,

DATABASE,

qt.text::text AS querytxt,

q.starttime,

q.endtime,

q.aborted,

'QUERY' AS qtype,

qt.sequence AS "sequence"

FROM

stl_query q

JOIN stl_querytext qt ON q.query = qt.query

AND q.xid = qt.xid

AND q.pid = qt.pid

) query_combined

UNION ALL

SELECT

userid,

0 AS query,

label,

xid,

pid,

'' AS DATABASE,

text::text AS querytxt,

starttime,

endtime,

0 AS aborted,

'DDL' AS qtype,

"sequence"

FROM

stl_ddltext

) AS q

INNER JOIN stl_sessions s ON q.pid = s.process

AND q.userid = s.userid

WHERE

s.user_name != 'rdsdb'

AND s.starttime >= (LOCALTIMESTAMP - interval '3 day')

);
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Alternative SQL (does not automatically create table)

INSERT INTO

public.alation_qlog (

SELECT

q.querytxt AS text,

q.starttime AS start_time,

CASE q.aborted WHEN 0 THEN '' ELSE 'ABORTED' END AS canceled,

datediff(millisecond, q.starttime, q.endtime) / 1000.0 AS seconds_taken,

s.user_name AS user_name,

cast(s.process AS VARCHAR) || '/' || to_char

(s.starttime, 'YYYY-MM-DD HH:MI:SS.US') || '/' || s.user_name AS session_id,

q.sequence AS seq,

trim(s.db_name) AS default_database,

trim(label) AS query_filename,

q.xid AS transaction_id,

q.qtype AS qtype

FROM

(

SELECT * FROM

(

SELECT

q.userid,

q.query,

q.label,

q.xid,

q.pid,

DATABASE,

qt.text :: text AS querytxt,

q.starttime,

q.endtime,

q.aborted,

'QUERY' AS qtype,

qt.sequence AS "sequence"

FROM stl_query q

JOIN stl_querytext qt

ON q.query = qt.query

AND q.xid = qt.xid

AND q.pid = qt.pid

) query_combined

UNION ALL

SELECT

userid,

0 AS query,

label,

xid,

pid,

'' AS DATABASE,

text::text AS querytxt,

starttime,

endtime,

0 AS aborted,

'DDL' AS qtype,

(continues on next page)
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"sequence"

FROM stl_ddltext) AS q

INNER JOIN stl_sessions s ON q.pid = s.process

AND q.userid = s.userid

AND q.starttime >= s.starttime

AND q.endtime <= s.endtime

WHERE

s.user_name != 'rdsdb'

AND s.starttime >= (localtimestamp - interval '1 day')

);

2.27.7 A.4 Oracle Query Log View

Oracle QLI View using ASH table

CREATE

OR REPLACE VIEW <schema>.alation_query_log_view AS

SELECT

r.begin_interval_time,

r.dbid,

r.snap_id,

b.username AS user_name,

b.username ||'/'|| r.session_id ||'/'|| r.session_serial# ||'/'|| r.instance_number AS

session_id,

r.instance_number,

r.sql_id,

r.sample_id,

r.service_hash,

r.client_id,

r.machine,

r.port,

s.command_type,

s.sql_text,

r.start_time,

r.cpu_time_ms,

r.time_ms,

r.db_time_ms,

r.time2_ms,

r.read_io_requests,

r.write_io_requests,

r.read_io_bytes,

r.write_io_bytes,

r.interconnect_io_bytes,

r.max_pga_mem,

r.max_temp_space,

r.machine ||':'|| r.port AS client_addr,

0 AS returncode,

0 AS process_id,

NULL AS session_start_time

FROM

(continues on next page)
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(

SELECT

s.begin_interval_time,

a.DBID,

a.snap_id,

a.user_id,

a.session_id,

a.session_serial#,

a.sql_id,

a.sample_id,

a.service_hash,

a.client_id,

a.machine,

a.port,

a.instance_number,

MIN(a.sample_time) AS start_time,

SUM(a.tm_delta_cpu_time) AS cpu_time_ms,

SUM(a.tm_delta_time) AS time_ms,

SUM(a.tm_delta_db_time) AS db_time_ms,

SUM(a.delta_time) AS time2_ms,

SUM(a.delta_read_io_requests) AS read_io_requests,

SUM(a.delta_write_io_requests) AS write_io_requests,

SUM(a.delta_read_io_bytes) AS read_io_bytes,

SUM(a.delta_write_io_bytes) AS write_io_bytes,

SUM(a.delta_interconnect_io_bytes) AS interconnect_io_bytes,

MAX(a.pga_allocated) AS max_pga_mem,

MAX(a.temp_space_allocated) AS max_temp_space

FROM

dba_hist_active_sess_history a

JOIN dba_hist_snapshot s ON a.dbid = s.dbid

AND a.snap_id = s.snap_id

AND a.instance_number = s.instance_number

GROUP BY

a.dbid,

a.snap_id,

a.user_id,

a.session_id,

a.session_serial#,

a.sql_id,

a.sample_id,

a.service_hash,

a.client_id,

a.machine,

a.port,

s.begin_interval_time,

a.instance_number

) r

JOIN dba_users b ON r.user_id = b.user_id

JOIN dba_hist_sqltext s ON r.dbid = s.dbid

AND r.sql_id = s.sql_id

WHERE

s.command_type NOT IN (

(continues on next page)
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6, 7, /* system cmds */

47, /* declare cmd */

170, 189

)

AND b.username NOT IN (

'SYSTEM',

'SYS',

'OLAPSYS',

'LBACSYS',

'OWBSYS',

'OWBSYS_AUDIT',

'APPQOSSYS',

'SYSMAN',

'WMSYS',

'EXFSYS',

'CTXSYS',

'ORDSYS',

'MDSYS'

);

2.27.8 A.5 Vertica Query Log

-- SQL to create the query log table that Alation will read from. Drop is only require

-- You can choose any name for the table and any name for ‘alation_app’

-- You will enter these names in the Alation UI to configure Query Ingestion

DROP TABLE IF EXISTS public.alation_qrylog_table;CREATE TABLE public.alation_qrylog_table

(

session_id varchar(128),

user_name varchar(128),

start_timestamp timestamptz,

end_timestamp timestamptz,

request_duration_ms int,

request_id int,

request varchar(64000),

canceled varchar(6),

search_path varchar(64000)

);

GRANT SELECT

ON public.alation_qrylog_table TO alation_app;

-- You can use this query to check the current size given to the Requests Issued

-- collector. You may need to increase the size if your query volume is high because

-- the queries may be gone by the time the ETL runs to copy them over to the alation

-- table. The ETL copies the previous days queries over so you need at least enough

-- to store two days worth of queries.

SELECT * FROM V_MONITOR.DATA_COLLECTOR

WHERE

component = 'RequestsIssued';

-- ETL SQL to move queries from Vertica system tables to the Alation query log table.

-- Run this query every day, preferably towards the end of the data in case

-- any queries from the previous day are still running.

(continues on next page)
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-- Alation ingests the day two days behind the current date so as long as the ETL is

done

-- by then Alation will not miss any queries.

INSERT INTO

alation_qrylog_table

SELECT * FROM (

SELECT

ri.session_id,

ri.user_name,

qr.start_timestamp,

qr.end_timestamp,

qr.request_duration_ms,

ri.request_id,

ri.request,

CASE WHEN qr.success THEN '' ELSE 'FAILED' END as canceled,

qr.search_path

FROM

v_internal.dc_requests_issued ri

JOIN v_monitor.query_requests qr ON ri.transaction_id = qr.transaction_id

AND ri.request_id = qr.request_id

AND ri.session_id = qr.session_id

WHERE

date(start_timestamp) > CURRENT_DATE - 1

and date(start_timestamp) <= CURRENT_DATE

) AS alation_querylog;

-- Optional ETL to delete rows from the query log table to save space.

-- If Alation auto ingestion is enabled it will continually ingest the queries from

this

-- table each day. It may lag a few days behind the current date so it is safe to

delete

-- rows older than a week.

DELETE FROM

public.alation_qrylog_table

WHERE

date(start_timestamp) < CURRENT_DATE - 7;

2.27.9 A.6 Netezza Query Log View

Netezza supports Query History version 2 and Query History version 3. Alation does not support Query History version

1.

Descrip-
tion

Query History version 2 Query History version 3

Netezza

Release

IBM® Netezza® release In release 7.1, the

version 7.0.3 introduces a new version of the history database to

support schema in the Netezza database.

query history configuration version is

incremented from 2 to 3.

The parameters {query_prolog}, {query_epilog}, and {session_prolog} will be replaced in the query as listed

in the following table.
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Parameter History Version 2 view History Version 3 view

{query_prolog} hist.TEST_HISTORY_OWNER.

"$hist_query_prolog_2"

hist.TEST_HISTORY_OWNER.

"$hist_query_prolog_3"

{query_epilog} hist.TEST_HISTORY_OWNER.

"$hist_query_epilog_2"

hist.TEST_HISTORY_OWNER.

"$hist_query_epilog_3"

{session_prolog} hist.TEST_HISTORY_OWNER.

"$hist_session_prolog_2"

hist.TEST_HISTORY_OWNER.

"$hist_session_prolog_3"

Follow the steps as listed to view the query log for Netezza.

1. Log in to the system database as an admin user.

2. Create query history load user (optional user):

CREATE USER test_history_load WITH PASSWORD 'password';

3. Create query history owner user or a mandatory user. If the history load user is not created, it is a load user:

CREATE USER test_history_owner WITH PASSWORD 'password';

4. Grant Create Database to test_history_owner:

GRANT CREATE DATABASE TO test_history_owner;

5. Grant List on test_history_load to USER test_history_owner if it is used as load user:

GRANT LIST ON test_history_load TO test_history_owner;

6. Create a history database:

nzhistcreatedb -d hist -n netezza.alation.internal -t Q -o test_history_

owner -p password -u test_history_load -v {version}

Replace the value of {version} with 2 for History Version 2 and 3 for History Version 3.

7. Create query history configuration based on database. Replace the value of {configuration name} of test_-

hist_v2 for History Version 2 and a value of test_hist_v3 for History Version 3.

CREATE HISTORY CONFIGURATION {configuration name} HISTTYPE QUERY

DATABASE hist USER test_history_owner PASSWORD 'password' COLLECT QUERY

LOADINTERVAL 0 LOADMINTHRESHOLD 0 LOADMAXTHRESHOLD 20

STORAGELIMIT 40 LOADRETRY 2 VERSION {version};

8. Set Query History configuration.

SET HISTORY CONFIGURATION {configuration name}

9. Stop Netezza

nzstop

10. Start Netezza

nzstart

11. Log in database hist with test_history_owner
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12. Create a schema and view for Query Log Ingestion (QLI).

CREATE SCHEMA netezza_test_query_log_sch;

CREATE VIEW netezza_test_query_log_sch.netezza_test_query_log AS SELECT

qp.opid,

sp.connecttime,

qe.npsid,

qe.npsinstanceid,

qe.sessionid,

qe.resultrows,

qe.status,

qe.finishtime,

qp.userid,

qp.username,

qp.submittime,

qp.querytext,

qp.dbname,

qp.dbid,

qp.schemaid,

qp.schemaname,

date_part ('epoch', finishtime - submittime) AS runtime_seconds

FROM

{query_prolog} qp

JOIN {query_epilog} qe ON qp.opid = qe.opid

AND qp.npsid = qe.npsid

AND qp.npsinstanceid = qe.npsinstanceid

AND qp.sessionid = qe.sessionid

JOIN {session_prolog} sp ON sp.npsid = qe.npsid

AND sp.npsinstanceid = qe.npsinstanceid

AND sp.sessionid = qe.sessionid

AND qp.querytext not in (

'commit', 'COMMIT',

'begin', 'BEGIN',

'select current_catalog’, ‘current_schema’, ‘current_user',

'select identifier_case’, ‘current_catalog’, ‘current_user',

'select db_encoding', 'select nchar_encoding'

)

AND qp.querytext not like 'select version()%'

AND qp.querytext not like 'set client_version%'

AND qp.querytext not like 'SET CLIENT_VERSION%'

AND qp.querytext not like 'set nz_encoding%'

AND qp.querytext not like 'set datestyle %'

AND qp.querytext not like 'set DateStyle %'

AND qp.querytext not like 'SET timezone %'

AND qp.querytext not like 'SET TRANSACTION %'

AND qp.querytext not like '%JDBC Client Version%';

13. Result query validation:

SELECT count(*) FROM netezza_test_query_log_sch.netezza_test_query_log;

The validation result should not be zero.

14. Connect to the system database as an admin and grant permission to <alation_service_account>:
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GRANT LIST ON <alation_service_account> TO test_history_owner;

GRANT ALTER ON <alation_service_account> TO test_history_owner;

15. Connect to hist database using test_history_owner user and give permission to <alation_service_account>

to run hist.netezza_test_query_log_sch.netezza_test_query_log view:

GRANT SELECT ON hist.netezza_test_query_log_sch.netezza_test_query_log

TO <alation_service_account>;

16. Connect to system database using extraction user <alation_service_account>:

SELECT COUNT(*) FROM hist.netezza_test_query_log_sch.netezza_test_query_log;

17. Verify results. The validation result should not be zero.

How do you capture history for a particular database?

ALTER DATABASE <db_name> COLLECT HISTORY {ON DEFAULT}

Field Description of value

COLLECT HISTORY Creation of a database: Collection of history for session

attached to the database.

If the value is set to ON, history is collected only if

the user is a member of at least one group. The COL-

LECT HISTORY is set to ON and is the default value.

If the value is set to OFF, history is not collected for the

database.

If the value is set to DEFAULT, history is collected for

the database only if the user is a member of at least one

group. The COLLECT HISTORY is set to ON and one

of the following criteria apply:

• The user is not a member of any group.

• All the user groups of which the user is a member

and the COLLECT HISTORY is set to DEFAULT.

• The user is a member of at least one user group

and COLLECT HISTORY is set to ON.
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How do you capture history for a particular user group <group_name> ?

ALTER GROUP <group_name> WITH COLLECT HISTORY {ONDEFAULT}

How to add a particular user <user_name> to group <group_name> for which COLLECT HISTORY is ON
or DEFAULT?

ALTER GROUP <group_name> ADD <user_name>

Field Description of value

COLLECT HISTORY If the system should collect history of data for the session

of a user who is a member of the group:

If the value is set to ON, history is collected only if the

user is connected to a database and the COLLECT HIS-

TORY is set to ON.

If the value is set to OFF, history is not collected for the

database.

If the value is set to DEFAULT, history is collected for

the user only if the user is connected to a database and

the COLLECT HISTORY is set to ON and one of the

following criteria apply:

• The user is not a member of any group.

• All the user groups of which the user is a member

and the COLLECT HISTORY is set to DEFAULT.

• The user is a member of at least one user group

and COLLECT HISTORY is set to ON.

2.27.10 A.7 Postgres QLI Setup

CSV Logging with No Log Rotation

1. First you need to change the server configuration (postgresql.conf) and enable CSV logging as described in detail

here and reload.

# set in postgresql.conf + restart/reload server (changing logging_collector

needs a restart)

log_destination ='csvlog'

log_directory = 'pg_log'

logging_collector = on

log_filename = 'postgresql'

log_min_duration_statement = 0

log_error_verbosity = verbose # terse, default, or verbose messages

(continues on next page)
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log_hostname = on

log_statement = 'all' # none, ddl, mod, all

log_rotation_age = 0

log_rotation_size = 0

log_min_error_statement = info

Reload the updated postgressql.conf as follows:

SELECT pg_reload_conf();

Note: log_rotation_age = 0 and log_rotation_size = 0 to stop rotation and all logs will be

written to the same file, that is to the same table. The difference between setting this option and setting

log_min_duration_statement to zero is that exceeding log_min_duration_statement forces the

text of the query to be logged, but log_duration doesn’t.

2. Install the file_fdw extension (contrib package needed) and create a foreign file server and a foreign table,

linking to our above configured log file name.

Postgres 14.1

CREATE EXTENSION file_fdw;

CREATE SERVER pglog FOREIGN DATA WRAPPER file_fdw;

CREATE FOREIGN TABLE public.postgres_log (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

(continues on next page)
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location text,

application_name text,

backend_type text,

empty_column text,

column_with_zeroes text

)

SERVER pglog

OPTIONS (filename 'pg_log/postgresql.csv', format 'csv');

Postgres 13

CREATE EXTENSION file_fdw;

CREATE SERVER pglog FOREIGN DATA WRAPPER file_fdw;

CREATE FOREIGN TABLE public.postgres_log (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text,

backend_type text

)

SERVER pglog

OPTIONS (filename 'pg_log/postgresql.csv', format 'csv');

3. Create a View

Create view public.alation_postgres_logv as

SELECT

session_id,

user_name,

session_line_num,

session_start_time,

(continues on next page)
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process_id,

connection_from,

transaction_id,

command_tag,

message,

log_time,

sql_state_code,

error_severity,

location,

query,

database_name,

application_name

FROM postgres_log;

4. Grant access to Alation Service Account:

Grant SELECT on public.alation_postgres_logv to {Alation Service Account}

Update General Settings in Alation UI

Enter the view name public.alation_postgres_logv in the Query Log Privileges entry box.

Leave Use EDB Audit Logs for Profiling checkbox unselected.

CSV Logging with Log rotation

A handy way to expose and physically keep around (automatic truncation) only seven days of logs is to define seven

child tables for a master one. Process would then look something like this:

1. set in postgresql.conf + reload conf

log_destination = 'csvlog'

log_filename = 'postgresql-%a' # Keep 7d of logs in files 'postgresql-Mon.csv'

etc.

log_directory ='pg_log'

(continues on next page)
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logging_collector = on

log_min_duration_statement = 0

log_error_verbosity = verbose # terse, default, or verbose messages

log_hostname = on

log_statement = 'all' # none, ddl, mod, all

log_truncate_on_rotation = on

log_rotation_age = 1440

log_rotation_size = 0

log_min_error_statement = info

Note: To keep seven days of logs, one log file per day named postgresql-Mon, postgresql-Tue, etc.

and automatically overwrite last week’s log with this week’s log, set log_filename to postgresql-%a,

log_truncate_on_rotation to on, and log_rotation_age to 1440.

The difference between setting this option and setting log_min_duration_statement to zero is that

exceeding log_min_duration_statement forces the text of the query to be logged, but log_duration

doesn’t.

2. Install the file_fdw extension (contrib package needed) and create a foreign file server and a foreign table,

linking to our above configured log file name.

CREATE EXTENSION file_fdw;

CREATE SERVER pglog FOREIGN DATA WRAPPER file_fdw;

CREATE TABLE public.postgres_log (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

(continues on next page)
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context text,

query text,

query_pos integer,

location text,

application_name text

);

CREATE FOREIGN TABLE public.postgres_log_mon (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text

) SERVER pglog

OPTIONS (filename 'pg_log/postgresql-Mon.csv', format 'csv');

ALTER TABLE public.postgres_log_mon INHERIT public.postgres_log;

3. Repeat for Tue. . .Sun

4. Create a View

Create view public.alation_postgres_logv as

SELECT

session_id,

user_name,

session_line_num,

session_start_time,

process_id,

connection_from,

transaction_id,

command_tag,

message,

log_time,

sql_state_code,

(continues on next page)
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error_severity,

location,

query,

database_name,

application_name

FROM postgres_log;

5. Grant access to Alation Service Account

Grant SELECT on public.alation_postgres_logv to {Alation Service Account}

6. Update General Settings in Alation UI

Have an Alation Admin for your instance configure the General Settings from the Alation UI to point

to the created view public.alation_postgres_logv.

Leave Use EDB Audit Logs for Profiling checkbox unselected.

EDB Audit logs with No Log Rotation

1. First you need to change the server configuration (postgresql.conf) and enable CSV logging as described in detail

here and reload.

# set in postgresql.conf + restart/reload server (changing logging_collector

needs restart)

#------------------------------------------------------------

# ERROR REPORTING AND LOGGING

#------------------------------------------------------------

# - Where to Log -

logging_collector = on

#------------------------------------------------------------

# EDB AUDIT

#------------------------------------------------------------

edb_audit = 'csv' # none, csv or xml

(continues on next page)
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# These are only used if edb_audit is not none:

edb_audit_directory = 'edb_audit' # Directory where the log files are

written

# Can be absolute or relative to PGDATA

edb_audit_filename = 'postgresaudit' # Audit file name pattern.

# Can include strftime() escapes

edb_audit_rotation_day = 'none' # Automatic rotation of log files based

# on day of week. none, every, sun,

# mon, tue, wed, thu, fri, sat

edb_audit_rotation_size = 0 # Automatic rotation of log files will

# happen after this many megabytes (MB)

# of log output. 0 to disable.

edb_audit_rotation_seconds = 0 # Automatic log file rotation will

# happen after this many seconds.

edb_audit_connect = 'all' # none, failed, all

#edb_audit_disconnect ='none' # none, all

edb_audit_statement = 'all' # none, dml, ddl, select, error,

rollback, all

#edb_audit_tag = ''

Reload the updated postgressql.conf using the following command:

SELECT pg_reload_conf();

Note: edb_audit_rotation_size = 0, edb_audit_rotation_day = 'none' and edb_audit_-

rotation_seconds = 0 to stop rotation and all logs will be written to the same file, that is, to same

table.

2. Install the file_fdw extension (contrib package needed) and create a foreign file server and a foreign table,

linking to our above configured log file name.

CREATE EXTENSION file_fdw;

CREATE SERVER pglog FOREIGN DATA WRAPPER file_fdw;

CREATE FOREIGN TABLE public.postgres_log (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

(continues on next page)
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transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text,

extra text

) SERVER pglog

OPTIONS (

filename 'edb_audit/postgresaudit.csv', format 'csv');

3. Create a View

Create view public.alation_postgres_logv as

SELECT

session_id,

user_name,

session_line_num,

session_start_time,

process_id,

connection_from,

transaction_id,

command_tag,

message,

log_time,

sql_state_code,

error_severity,

location,

query,

database_name,

application_name

FROM postgres_log;

4. Grant access to Alation Service Account

Grant SELECT on public.alation_postgres_logv to {Alation Service Account}

5. Update General Settings in Alation UI

Enter the view namepublic.alation_postgres_logv in text entry box.

Select Use EDB Audit Logs for Profiling checkbox:
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Note: This log doesn’t log duration.

EDB Postgres Server with Audit Log Rotation

(Alation version 4.16)

1. First you need to change the server configuration (postgresql.conf) and enable CSV logging as described in detail

here and reload.

# set in postgresql.conf + restart/reload server (changing logging_collector

needs restart)

#-------------------------------------------------------------------------------

----------

#ERROR REPORTING AND LOGGING

#-------------------------------------------------------------------------------

----------

# - Where to Log -

logging_collector = on

#-------------------------------------------------------------------------------

----------

# EDB AUDIT

#-------------------------------------------------------------------------------

----------

edb_audit = 'csv' # none, csv or xml

# These are only used if edb_audit is not none:

edb_audit_directory = 'edb_audit' # Directory where the log

files are written

# Can be absolute or

relative to PGDATA

edb_audit_filename = 'audit-%Y-%m-%dT%H:%M:%S' # Audit file name pattern.

# Can include strftime()

escapes

(continues on next page)
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edb_audit_rotation_day = 'every' # Automatic rotation of log

files based

# on day of week. none,

every, sun,

# mon, tue, wed, thu, fri,

sat

edb_audit_rotation_size = 0 # Automatic rotation of log

files will

# happen after this many

megabytes (MB)

# of log output. 0 to

disable.

edb_audit_rotation_seconds = 0 # Automatic log file

rotation will

# happen after this many

seconds.

edb_audit_connect = 'all' # none, failed, all

#edb_audit_disconnect ='none' # none, all

edb_audit_statement = 'all' # none, dml, ddl, select,

error, rollback, all

#edb_audit_tag = '' # Audit log session tracking

tag.

Note:

• edb_audit_filename = 'audit-%Y-%m-%dT%H:%M:%S' will create a file with name as

audit-2017-11-26T11:04:44.csv.

• Every file will be rolled off due to configuration edb_audit_rotation_day = 'every'

2. Create a table to copy logs from csv

For EnterpriseDB Postgres Version 9.6:

CREATE TABLE public.postgres_log (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

(continues on next page)
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message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text,

extra text

);

For EnterpriseDB Postgres version 10:

CREATE TABLE public.postgres_log (

log_time timestamp(3) with time zone,

user_name text,

database_name text,

process_id integer,

connection_from text,

session_id text,

session_line_num bigint,

command_tag text,

session_start_time timestamp with time zone,

virtual_transaction_id text,

transaction_id bigint,

error_severity text,

sql_state_code text,

message text,

detail text,

hint text,

internal_query text,

internal_query_pos integer,

context text,

query text,

query_pos integer,

location text,

application_name text,

statement_type text,

extra text

);

3. Create a log rotation config file as follows. Note:

• EDB_AUDIT_LOG_DIRECTORY_PATH should have read privileges.

• POSTGRES_HOME/bin/edb-psql should have execute privileges.

vi postgres_audit_log_rotation_config.txt

EDB_AUDIT_LOG_DIRECTORY_PATH=/opt/edb/as9.6/data/edb_audit/

EDB_AUDIT_LOG_FILENAME_PREFIX=audit-

(continues on next page)
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HOST=10.11.21.41

PORT=5432

USERNAME=postgres

PASSWORD=hyperbad

DATABASE=postgres

POSTGRES_HOME=/opt/edb/as9.6/

4. Create a log rotation script as follows. Note that following the script will look for yesterday’s log and copy

yesterday’s csv to public.postgres_log.

5. Move both postgres_audit_log_rotation.sh and postgres_audit_log_rotation_config.txt to

{Postgres Installation Directory}/edb/as9.6/bin.

mv postgres_audit_log_rotation.sh opt/edb/as9.6/bin/.

mv postgres_audit_log_rotation_config.txt opt/edb/as9.6/bin/.

6. Provide execute permission on postgres_audit_log_rotation.sh.

chmod +x {Postgres Installation Directory}/edb/as9.6/bin/postgres_audit_

log_rotation.sh

chmod +x opt/edb/as9.6/bin/postgres_audit_log_rotation.sh

7. Grant read permission on postgres_audit_log_rotation_config.txt

chmod 444 opt/edb/as9.6/bin/postgres_audit_log_rotation_config.txt

7. Create a cron job to run at 1 am every day script as follows. This will sync yesterday’s log to public.postgres_log

at 1.00 AM.

0 1 * * * sh {Postgres Installation Directory}/edb/as9.6/bin/postres_

audit_log_rotation.sh

{Postgres Installation Directory}/edb/as9.6/bin/postres_audit_log_rotation_

config.txt

For example, crontab -e

0 1 * * * sh /opt/edb/as9.6/bin/postres_audit_log_rotation.sh

/opt/edb/as9.6/bin/postres_audit_log_rotation_config.txt

For Ubuntu Users

For example, crontab -e (Use bash instead of sh)

0 1 * * * bash /opt/edb/as9.6/bin/postres_audit_log_rotation.sh

/opt/edb/as9.6/bin/postres_audit_log_rotation_config.txt

8. Create a View

Create view public.alation_postgres_logv as

SELECT

session_id,

user_name,

session_line_num,

session_start_time,

(continues on next page)
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process_id,

connection_from,

transaction_id,

command_tag,

message,

log_time,

sql_state_code,

error_severity,

location,

query,

database_name,

application_name

FROM

postgres_log;

9. Grant access to Alation Service Account

Grant SELECT on public.alation_postgres_logv to {Alation Service Account}

10. Update General Settings in Alation UI

Enter the view name public.alation_postgres_logv in the text entry box.

Select the Use EDB Audit Logs for Profiling checkbox:

2.27.11 A.8 Impala QLI Script

from subprocess import call

import os

from datetime import datetime, timedelta, date

import calendar

import sys

import socket

def get_filenames_in_dir(dir_path):

file_name_list = []

for (dirpath, dirnames, filenames) in os.walk(dir_path):

file_name_list.extend(filenames)

break

return file_name_list

def grant_full_access_for_dir(dir_path):

# grant access permission for the tmp file

cmd = ['sudo', 'chmod', '-R', '777', dir_path]

print ' '.join(cmd)

call(cmd)

def copy_file_to_hdfs(file_path, dst_hdfs_path):

try:

(continues on next page)
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# overwrite the file in HDFS if it exists already

cmd = ['hadoop', 'fs', '-copyFromLocal', '-f', file_path, dst_hdfs_path]

print ' '.join(cmd)

call(cmd)

except OSError:

print 'Cannot run hadoop command in the host. Cmd: ' + ' '.join(cmd)

def copy_logs_to_hdfs(src_log_dir_path, dst_hdfs_dir_path, start_time, end_time):

# scan audit logs and find the logs created on a specified date

file_name_list = get_filenames_in_dir(src_log_dir_path)

# verify the file name, and only process log files

# example name: impala_audit_event_log_1.0-1464403015360

prefix = 'impala_audit_event_log'

version = '1.0'

prefix_len = len(prefix)

version_len = len(version)

timestamp_len = 13

file_name_len = prefix_len + version_len + timestamp_len + 2

version_offset = prefix_len + 1

timestamp_offset = version_offset + version_len + 1

# the file just before the start_time

pre_file_time = 0

pre_file_name = None

# find all files created inside [start_time, end_time]

# and the file created just before start_time (because this file should be updated

here)

for file_name in file_name_list:

# skip the file if the file name length does not match

if len(file_name) != file_name_len:

continue

# skip the file if the file name format does not match

if file_name[version_offset - 1:version_offset] != '_' or \

file_name[timestamp_offset - 1:timestamp_offset] != '-' or \

file_name[0:prefix_len] != prefix:

continue

# extract the version of audit log

current_version = file_name[version_offset:version_offset + version_len]

if current_version != version:

print 'Audit log version does not match, file name: ' + current_version

continue

# extract time stamp

timestamp = -1

try:

timestamp_str = file_name[timestamp_offset:timestamp_offset + timestamp_len]

timestamp = long(timestamp_str)

(continues on next page)

2.27. Appendix 2531



Alation User Guide

(continued from previous page)

except ValueError:

continue

if timestamp < start_time and pre_file_time < timestamp:

pre_file_name = file_name

pre_file_time = timestamp

continue

# if the timestamp is outside [start_time, end_time], then skip

if timestamp < start_time or timestamp >= end_time:

continue

# for legal log file names whose timestamp is inside [start_time, end_time]

file_path = src_log_dir_path + '/' + file_name

dst_hdfs_path = dst_hdfs_dir_path + '/' + file_name

copy_file_to_hdfs(file_path, dst_hdfs_path)

# copy the file created just before the start_time to hdfs

if pre_file_name is not None:

file_path = src_log_dir_path + '/' + pre_file_name

dst_hdfs_path = dst_hdfs_dir_path + '/' + pre_file_name

copy_file_to_hdfs(file_path, dst_hdfs_path)

if __name__ == "__main__":

host_id = socket.gethostbyname(socket.gethostname())

if len(sys.argv) < 3:

print 'Please specify the source log directory and HDFS log directory. For

example,\n' + \

'python fetch-log source-log-dir hdfs-log-dir\n' + \

'or\n' + \

'python fetch-log source-log-dir hdfs-log-dir start-date end-date\n' + \

'date inputs are in format YYYY-MM-DD'

sys.exit(0)

src_log_dir_path = sys.argv[1]

dst_hdfs_dir_path = sys.argv[2] + '/' + str(host_id)

today_date = date.today()

one_day = timedelta(days=1)

yesterday_date = today_date - one_day

# by default, the script only fetches log files for folder for yesterday

start_date = yesterday_date

end_date = today_date

try:

if len(sys.argv) == 5:

start_date = datetime.strptime(sys.argv[3], "%Y-%m-%d")

end_date = datetime.strptime(sys.argv[4], "%Y-%m-%d")

except ValueError:

print 'Please input the dates in YYYY-MM-DD format.'

(continues on next page)
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sys.exit(0)

# start time is the 00:00:00 of the start date in milliseconds

start_time = calendar.timegm(start_date.timetuple()) * 1000

# end time is the 00:00:00 of the end date in milliseconds

end_time = calendar.timegm(end_date.timetuple()) * 1000

print 'starting from ' + str(start_time) + ' ms'

print 'ending at ' + str(end_time) + ' ms'

# create the directory of dst_hdfs_dir_path in hdfs

try:

cmd = ['hadoop', 'fs', '-test', '-e', dst_hdfs_dir_path]

if call(cmd) != 0:

cmd = ['hadoop', 'fs', '-mkdir', dst_hdfs_dir_path]

print ' '.join(cmd)

call(cmd)

except OSError:

print 'Cannot run hadoop command in the host. Cmd: ' + ' '.join(cmd)

sys.exit(0)

# hadoop user may not have access to audit log, so we grant full access to it.

# customers may want to modify this according to their security policy.

grant_full_access_for_dir(src_log_dir_path)

# put log files in tmp dir to hadoop

copy_logs_to_hdfs(src_log_dir_path, dst_hdfs_dir_path, start_time, end_time)
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CHAPTER

THREE

COMPOSE SSO FOR AMAZON DATA SOURCES

Applies from release 2021.1

When Alation users query data sources in Compose, run table and column profiles, or upload data from the catalog, they

need to authenticate against the data source they are working with.

For all database types, Alation supports basic authentication with the username and password or the access key and

secret. For some data source types, there are more authentication options. For Amazon Athena, Amazon DynamoDB,

and Amazon Redshift, Alation supports SSO with a SAML 2.0-compliant IdP and AWS IAM.

When SSO authentication is configured for an Amazon data source, the Alation server does not store the database

credentials of users who establish connections from the catalog and Compose. Users authenticate with the IdP and

receive temporary access to the AWS resources through the AWS STS API.

SSO authentication for Amazon data sources goes through AuthService: a component that delegates authentication

requests from the Alation application to external authentication systems. The image below shows this authentication

flow:

1 - Alation user begins authentication to access an AWS resource

2 - Alation AuthService redirects the authentication request to the external IdP
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3 - The IdP constructs a SAML assertion with information about the user and sends it back to AuthService

4 - AuthService calls the AWS STS AssumeRoleWithSAML API, passing the role ARN and the SAML assertion for a

user to assume a role

5 - AWS STS generates temporary security credentials (an STS token) which are cached in memory within Alation for

reuse

6 - Compose or the catalog call AuthService and retrieve the temporary security credentials to call Amazon services

(such as Athena, DynamoDB or other resources) through the appropriate JDBC driver

7 - Alation user is authenticated and authorized to query the AWS resource within the scope of the assumed role

SSO for AWS data sources is configured for each data source and invoked when users run queries against the data

source in Compose, run Dynamic Profiles on the data source tables and columns, and perform data upload into the data

source in the catalog.

Note: It is not recommended to schedule queries and use Excel Live Reports with the connection established using

SSO authentication as these features require user credentials to be valid at the time the data is refreshed on schedule.

AWS STS API does not currently offer the capability to automatically renew temporary credentials. Users can schedule

queries or use Excel Live Reports over connections that use an AWS IAM key ID and secret if they are available to users

establishing the connection.

SSO authentication for Amazon data sources requires configuration in 3 systems:

• the IdP

• AWS

• the Alation server.

End-to-end configuration consists in the following steps:

1. Identify Alation users who need access to the AWS resources from Compose and the Catalog. Make sure these

users exist on the IdP side.

2. Identify the AWS IAM roles required for these Alation users. You need to know the ARNs of these roles.

3. Create an authentication application for Alation in the IdP that is integrated with AWS services of your organization:

• Compose SSO for Amazon Data Sources: Create an Authentication Application

4. In Alation, enable the AuthService component on the Alation server and configure its AWS IAM plug-in:

• Compose SSO with Amazon Sources: Configure AWS IAM Plug-in

5. In Alation, configure your Amazon data source to use SSO with Compose and test the configuration:

• SSO Authentication for Amazon Athena Data Source

• SSO Authentication for Amazon DynamoDB Data Source

• SSO Authentication for Amazon Redshift Data Source.
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3.1 Compose SSO for Amazon Data Sources: Create Authentication

Application

Applies from release 2021.1

Use the steps in this section to create an authentication application for Alation in the IdP when configuring Compose

SSO for Amazon data sources.

Note: This configuration requires that you switch from the IdP to AWS IAM and back.

• First, you will need to create an authentication application in the IdP and download its metadata file.

• After that, switch to AWS IAM and configure the required entities on the AWS side. This step will give you

additional information for your authentication app.

• Next, return to the IdP and update the application by specifying the required SAML attributes.

3.1.1 Prerequisites

AWS

AWS STS API should be enabled for your AWS region. The AssumeRoleWithSAML endpoint of the AWS STS API is

used by AuthService to request STS tokens.

Identity Provider

Alation supports Okta, AD FS, PingIdentity, and other identity providers. Alation expects that the IdP meets the

following requirements:

• Is SAML 2.0-compliant

• Supports HTTP-Redirect Binding SAML requests

• Can access AWS IAM roles:

– IdP provides a way for the admin to configure IAM Roles for federated AWS users

– The assertion response can be configured to include SAML attributes Role and RoleSessionName. The

ARNs of the role and of the IAM identity provider will be used by AuthService to request an STS token

using the AssumeRoleWithSAML endpoint of the AWS STS API. See Configuring SAML assertions for the

authentication response in AWS documentation for more details.

• Each Alation user who needs to access AWS resources from Alation exists in the IdP user directory.

3.1.2 Step 1. Create an Authentication Application for Alation in the IdP

The minimal configuration of the authentication application in the IdP requires the ACS endpoint and AWS-specific

SAML attributes.

3.1. Compose SSO for Amazon Data Sources: Create Authentication Application 2537

https://docs.aws.amazon.com/STS/latest/APIReference/API_AssumeRoleWithSAML.html
http://docs.oasis-open.org/security/saml/Post2.0/sstc-saml-tech-overview-2.0-cd-02.html#5.1.2.SP-Initiated%20SSO:%20%20Redirect/POST%20Bindings%7Coutline
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_providers_create_saml_assertions.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_providers_create_saml_assertions.html


Alation User Guide

ACS Endpoint

Use the following format:

<base_url>/auth/callback/?method=aws_iam&config_name=<config_name>

Where:

• <base_url> - Base URL of your Alation server

• <method_name> - aws_iam

• <config_name> - A string value. This value will be required later when configuring the AWS IAM plug-in of the

AuthService on the Alation server. The <config_name> can be any value, for example: sso_for_alation_-

athena. It is important to save this value and have it at the ready later in the configuration process.

Example

http://catalog.alation.com/auth/callback/?method=aws_iam&config_name=sso_for_

alation_athena

SAML Attributes

At a minimum, the SAML assertion must contain the following SAML attributes:

• https://aws.amazon.com/SAML/Attributes/Role

• https://aws.amazon.com/SAML/Attributes/RoleSessionName

At this stage, create the authentication application without specifying the SAML attributes and download its metadata

file. The role and principal ARNs can be obtained from the role and identity provider objects in AWS after they are

configured in AWS.

Note: For detailed information about these attributes, refer to AWS documentation:

• Configuring your SAML 2.0 IdP with relying party trust and adding claims

• Configuring SAML assertions for the authentication response

The next step is performed in AWS.

3.1.3 Step 2: Create an Identity Provider in AWS and Configure Trust Relationships
for AWS Roles

1. In AWS IAM, create an identity provider object with Provider Type = SAML and in the settings, upload the

metadata file of the authentication app you created for Alation in your IdP.
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2. If the required AWS roles already exist, for this identity provider, click Assign Role and select the roles required

for users to connect from Alation. If not, create the required roles.

• Creating a role for a third-party Identity Provider (federation)

3. Edit the properties of the roles by adding this identity provider as the Trusted Entity to Trust relationships of

the role.

Note: Make sure that the identity provider is added as the Trusted Entity in the Trust Relationship of

every role that users will need to connect from Alation.

4. Save the ARNs for the roles and the ARN of the identity provider and have them at the ready.

5. Return to the IdP to configure SAML attributes.
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3.1.4 Step 3. Configure SAML Attributes in the Authentication Application

In the IdP, edit the configuration of the authentication application you created for Alation and add the required SAML

attributes. For each value of the attribute https://aws.amazon.com/SAML/Attributes/Role, specify the ARNs

of the AWS IAM role and Identity Provider separated by a comma.

To specify multiple roles, use the syntax accepted by your IdP.

SAML Attribute Format

https://aws.amazon.com/SAML/Attributes/Role <RoleARN, PrinicipalARN>

https://aws.amazon.com/SAML/Attributes/RoleSessionName<Unique_Identifier>

Typically, an IdP username or email

Example of the Role attribute value

arn:aws:iam::26375297569752:role/analyst,arn:aws:iam::56239756293759:saml-

provider/my_provider

3.1.5 Step 4. Assign Users

Assign users to the authentication application for Alation in the IdP. These should be the users who need access to the

AWS resources from the catalog and Compose. Note that these users will be assigned the role specified in the attribute

https://aws.amazon.com/SAML/Attributes/Role when they authenticate from Alation.

In case you configured multiple roles:

• For Amazon Athena, users can specify one of their roles by adding the role ARN to the connection URI. If no

role is specified in the URI, the authenticating user will be granted the first role returned in the assertion response.

• For Amazon DynamoDB, selecting a role is not supported.

3.2 Compose SSO with Amazon Sources: Configure AWS IAM Plug-in

Applies from release 2021.1

To use SSO authentication for Amazon data sources, configure the AWS IAM plug-in of AuthService.

Note: This page describes how to configure the IAM plug-in on the backend of the Alation server. Starting

with version 2022.3, the AWS IAM plug-in can be configured in the Alation user interface: Authentication

Configuration Methods for External Systems.
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3.2.1 Step 1: Collect Information from AWS and the IdP

You will need:

• Your AWS region.

• The <config_name> value that you used when creating an authentication application for Alation in IdP.

– Refer to Compose SSO for Amazon Data Sources: Create an Authentication Application

• SSO login URL of the IdP that supports HTTP-REDIRECT Binding for the SSO SAML endpoint. This is the

URL that will be used to initiate authentication from Alation. The SSO login URL can usually be found in the

IdP metadata file of the authentication application.

– Example of the SSO login URL from a metadata file from Okta:

<md:SingleSignOnService Binding="urn:oasis:names:tc:SAML:2.0:bindings:HTTP-

Redirect" Location="https://myidp.okta.com/app/alationtest_

awsstswithoktaauthframework_1/eomf7wv8fsqdzeEVX0h3/sso/saml"/>

3.2.2 Step 2: Enable AuthService

Note: Enabling of AuthService requires a redeployment of alation_conf and a restart of the Alation server. Alation

recommends to schedule this configuration at a time when users are the least active in the Catalog. A redeployment of

alation_conf and a restart will cause the Alation user interface to reload and users may lose their unsaved work.

From version 2022.2, AuthService is enabled by default. In versions before 2022.2, perform the following configuration

on the Alation server to enable AuthService:

1. Use SSH to connect to your Alation host.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Check if the AuthService is enabled on your instance by checking the current value of the alation_conf parameter

alation.authentication.service.enabled.

alation_conf alation.authentication.service.enabled

If the current value is True, the AuthService is already enabled. If it’s False, then change the value

to True.

4. Set the value to True.

alation_conf alation.authentication.service.enabled -s True

5. Deploy the configuration.

alation_action deploy_conf_all

6. Restart Alation.

alation_action restart_alation
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3.2.3 Step 3: Write the Code for the IAM Configuration Object

AuthService uses plug-ins to route authentication requests from Alation to external authentication systems. A plug-in

consumes configuration objects that are created by an admin in the Alation Django shell.

SSO authentication to Amazon data sources goes through the built-in AWS IAM plug-in of AuthService.

This section explains how to write the Python code required for configuring the AWS IAM plug-in to work with an

external IdP provider integrated with AWS. You will need to provide your AWS region, the SSO login URL, and the

<config_name> value:

1. In an editor of your choice to write the required code using the following pattern:

AuthClient('<method_name>').configure(operation='<operation>', config={

'config_name':'<your_value>', 'region':'<your_value>', 'sts_duration':'

<your_value>', 'redirect_url':'<your_value>'})

Where:
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Parameter Description Supported Values

method_name Identifier for a specific Authentica-

tion plug-in that is going to work

with your data sources. Use the value

'aws_iam'

‘aws_iam’

operation A CRUD operation that should be

performed on the configuration ob-

ject.

To create a configuration object, use

'create'

Can be either of the following values:

• 'create'

• 'update'

• 'read'

• 'delete'

config A dictionary containing configura-

tion values.

Supported Keys:

• config_name

• region

• sts_duration

• redirect_url

config_name Name of the configuration object.

The name will be used to retrieve,

delete, or modify this object.

A string value

Provide the value of the config_-

name parameter that you added to the

SSO URL of the application that you

created in your IdP for Alation.

region Region to be used by the AWS IAM

plug-in to determine the service end-

point and signing region for API re-

quests.

Example:

'us-east-2'

sts_duration Duration (in seconds) to generate the

temporary authorization. The tempo-

rary credentials generated by AWS

STS service will last this number of

seconds. You can provide a value

from 900 seconds (15 min) up to

the maximum of 43200 seconds (12

hours).

Example:

'3600'

redirect_url The SSO login URL of the IdP

that supports HTTP-Redirect Bind-

ing. This is the URL to which Ala-

tion users will be redirected for au-

thentication.

The SSO login URL can usually be

obtained from the authentication ap-

plication settings of of the IdP meta-

data file of the authentication appli-

cation.

Example

AuthClient('aws_iam').configure(operation='create', config={'config_name':'aws_alation_at

hena', 'region':'us-east-1', 'sts_duration':'3600', 'redirect_url':'https://sso.connect.p

ingidentity.com/sso/sp/initsso?saasid=93dfa98a-911e-4199-a316-e76e2a464179&idpid=b1fe7d8f

-70ba-4e72-9a60-7f1f6fcdc2fa'})

This code will be used to create a configuration object with the name = config_name in the AWS IAM plug-in of

AuthService.

3.2. Compose SSO with Amazon Sources: Configure AWS IAM Plug-in 2543



Alation User Guide

3.2.4 Step 4: Configure the AWS IAM Plug-in of AuthService

Use the code you have written in Step 3 to create the configuration object in the AWS IAM plug-in:

1. From the Alation shell, enter the Alation Django shell:

alation_django_shell

2. Call the AuthService client:

from auth_client.auth import Client as AuthClient

3. Check the status of the AWS IAM plug-in of AuthService using the command below. It should return the status

operational:

AuthClient('aws_iam').status_check()

4. Paste the Python code you have written in Step 3 to create your configuration object and press Enter:

5. To validate that the configuration object has been created, you can retrieve it with the read operation:

• AuthClient('aws_iam').configure(operation='read', config={'config_-

name':'your_value'})
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Note: Each AuthService configuration object is stored as a JSON object at

/opt/alation/site/config/authserver inside the Alation shell. The name of the .json file uses

the config_name value. You can check this location to view the list of all AuthService configuration

objects that currently exist on the instance.

6. Save the config_name value as you will need it next for the data source configuration in Alation.

7. You can stay in the Django shell if you are going to continue configuring specific Amazon data sources to use

SSO from Compose and the catalog:

• SSO Authentication for Amazon Athena Data Source

• SSO Authentication for Amazon DynamoDB Data Source

• SSO Authentication for Amazon Redshift Data Source

Note:

• To exit the Django shell: exit

• To exit the Alation shell: exit

3.3 SSO Authentication for Amazon Athena Data Source

Applies from release 2021.1

Perform this configuration for your Amazon Athena data source after completing the configuration of the IdP and

AuthService:

• Compose SSO for Amazon Data Sources: Create an Authentication Application

• Compose SSO with Amazon Sources: Configure AWS IAM Plug-in

Important: SSO authentication should be configured for each specific data source. Multiple data sources can use one

and the same AuthService configuration object if authentication goes through the same authentication application in the

same IdP.

3.3.1 Step 1: Check JDBC Driver for Amazon Athena Data Source

Access to Amazon Athena from Alation using authentication federation requires a JDBC driver that supports AWS STS

API. The Athena JDBC driver by Simba recommended by Alation and distributed by Amazon does not support it out of

the box. You need to use a modified version of the Simba JDBC driver to connect to your Athena data source in Alation.

Please check that your Athena data source is connected using the repackaged version of the driver that includes the

required java class CustomSessionCredentialsProvider:

• Update the Simba JDBC Driver for Amazon Athena to Support SSO
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3.3.2 Step 2: Configure Compose to Use IAM Plug-in

This step requires the data source ID. The data source ID can be obtained from the URL of the Data Source Catalog

page: How to Find Data Source ID

To configure Compose to use the IAM plug-in for authentication to your Amazon Athena data source:

1. Use SSH to connect to the Alation host.

2. Enter the Alation shell, and then enter the Django shell:

sudo /etc/init.d/alation shell

alation_django_shell

3. From the Django shell, run the code given below, substituting the placeholder values <ds_id> and <config_name>

with your real values. As the result, the configuration object of the AuthService IAM plug-in with config_-

name = <config_name> will apply to a Compose connection to Athena when the connection URI contains the

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider parameter.

• <ds_id> - Data source ID

• <config_name> - config_name value of the configuration object in the AWS IAM plug-in of the AuthSer-

vice that has been created for your IdP.

AuthServiceConfiguration.objects.create(

ds_id=<ds_id>,

method_name='aws_iam',

config_name='<config_name>',

jdbc_config={

'auth_obj_to_jdbc_param_map':{

'AWSCredentialsProviderArguments': '{AWSAccessKey},{AWSSecretKey},

{AWSSessionToken}'

},

'jdbc_uri_enabler_patterns': [

'AwsCredentialsProviderClass\\=com\\.example\\.

CustomSessionCredentialsProvider'

],

'jdbc_uri_to_auth_service_args_map': {

'role': [

'preferred_role=(arn:aws:iam::[^:]+:role/[^;]+)'

]

},

'require_strict_jdbc_uri_to_auth_service_args_map': False

})
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4. (Optional) Run the command below to check that the Compose configuration object has been created for your

Athena data source, substituting the placeholder values <ds_id> and <config_name> with real values. The

command will output the number of Compose configurations that exist for a data source, the aws_iamAuthService

method and the specific AuthService config_name:

AuthServiceConfiguration.objects.filter(ds_id=<ds_id>, method_name='aws_iam

', config_name='<config_name>').count()

Important: We recommend to create one Compose configuration that uses the same config_name per

data source.

5. Exit the Django shell: exit.

6. Exit the Alation shell: exit.
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3.3.3 Step 3: Configure Amazon Athena Data Source Settings in Alation

Next, configure the SSO login to Amazon Athena from the catalog and Compose:

1. Log in to the Alation user interface as a Server Admin or a Data Source Admin for your Athena data source.

2. Open the Settings > General Settings page of the Athena data source.

3. Under Network Connections, make sure that the modified JDBC driver is selected from the Drivers list.

4. Scroll down to the Compose Connections section:

5. Create a new Compose connection or edit the default one. If SSO is the only type of authentication

that users are allowed to use in Compose, you can edit the default Compose connection by adding the

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider parameter.

To create a new separate connection, click +Add on the right and add a new Compose connection:

• Give the connection a meaningful name so that it can be recognized by users in the list of connections

in Compose.

• Add the following parameter to the URI (required to enable authentication redirection from Compose

to the IdP):

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider

Format:

awsathena://<your_AWS_URL>:443;S3OutputLocation=s3://<your S3 location>;

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider

Example:

awsathena://athena.us-east-1.amazonaws.com:443;S3OutputLocation=s3://user-s3-

location;AwsCredentialsProviderClass=com.example.

CustomSessionCredentialsProvider
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Now, after selecting the SSO-enabled connection in Compose, users will connect with the AWS role returned for them

in the SAML assertion response from the IdP. If a user is assigned multiple roles and they would like to connect with

a specific role, they can modify the connection URI and specify the role ARN they wish to connect with using the

preferred_role parameter. See How to Specify an IAM Role for Connection below.

3.3.4 Step 4: Test Configuration

You can test with a user account that exists in the IdP and has access to the AWS resource cataloged in Alation as the

data source.

Test Connection in Compose

1. Log in to Alation as a user who should be able to access Amazon Athena.

2. Go to Compose.

3. Select the SSO-enabled connection URI that was configured in data source Settings > General Settings >

Compose Connections:

4. Click the Reconnect button. The following connection dialog should pop up:
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5. Click the link Click here to authorize access before connecting. . . . A new browser tab should open where you

should be redirected to the IdP login page.

6. Enter the IdP credentials to authenticate.

7. Upon confirmation, the tab will close and the user will be authenticated in Compose.

8. If authenticated successfully, run a query. Subsequent queries in this session should not require any authentication

activity until the STS token expires.

If the token request fails, the UI will display an error and connection will not be established. See Troubleshoot SSO

Authentication with Amazon Data Sources.

Test Profiling

This test applies if Dynamic Profiling is enabled for the Amazon Athena data source:

1. Go to the Alation catalog and open the catalog page of a column in the Athena data source.

2. Click Run Profile. The Connect dialog should pop up.

3. Select the SSO-enabled connection from the list of saved connections.

4. Click Test Authorization:

5. If there is no active STS token, a new browser tab should open where you will be redirected to the IdP login page.

6. Enter the IdP credentials to authenticate.

7. Upon authentication, the tab will close and the user will be able to profile the column.
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Test Data Upload

Similarly, you can test the data upload.

1. Go the the Amazon Athena data source page in the catalog.

2. On the upper right, click More, and then click Upload Data.

3. Try to test-upload a table: the authentication flow should be the same as described above in Test Profiling.

3.3.5 How to Specify an IAM Role for Connection

AWS STS allows authenticated users to assume a role and returns temporary credentials that can be used to establish a

connection to Amazon Athena.

Release 2021.2 and Newer

If the SAML assertion response returns multiple roles for a user, they will be able to select one of their roles from the

list roles when they are connecting to the data source:

Note that the role selection can be disabled: Disable Role Selection for SSO-Enabled Data Sources. When role selection

is disabled, the driver will assume the first role from the list returned in the SAML response from the IdP unless the

preferred_role parameter is included into the URI. See Release 2021.1.x below for information about the preferred_role

parameter.

Release 2021.1.x

The Compose connection URI for Amazon Athena can include a preferred_role URI parameter that accepts the value

of the AWS role ARN. The preferred_role parameter can be specified by a Server Admin who creates a Compose

Connection in the data source settings or can be specified by a Compose user who creates a new database connection in

Compose.

Format:

awsathena://<your_AWS_URL>:443;S3OutputLocation=s3://<your S3 location>;

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider;

preferred_role=<role_ARN>

Note: The preferred_role parameter is an Alation-specific parameter and is not the same as the preferred_role

property of the Simba JDBC driver for Athena. This parameter is used by Compose to pass the AWS role ARN to

Alation AuthService.
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If preferred_role is not not provided, the driver assumes the first role from the list returned in the SAML response from

the IdP.

The role ARN specified in preferred_role must be listed in SAML assertion associated with the authorization request

handled by AuthService. If not, AuthService will issue an error. The Role a user specifies in the connection URI must

match the role received in the SAML response from the IdP.

3.4 SSO Authentication for Amazon DynamoDB Data Source

Applies from release 2021.1

Perform this configuration for the Amazon DynamoDB Data Source after completing the configuration of the IdP and

the AuthService:

• Compose SSO for Amazon Data Sources: Create an Authentication Application

• Compose SSO with Amazon Sources: Configure AWS IAM Plug-in

Important: SSO authentication should be configured for each specific data source. Multiple data sources can use one

and the same AuthService configuration object if authentication goes through the same authentication application in the

same IdP.

3.4.1 STEP 1: Configure Compose to Use AuthService IAM Plug-in for Amazon
DynamoDB

Alation recommends using a JDBC driver for Amazon DynamoDB developed by CData: Amazon DynamoDB. The

steps below apply if you are using the driver recommended by Alation.

You need to know the ID of your Amazon DynamoDB data source. It can be obtained from the URL of the Data Source

Catalog page: How to Find Data Source ID.

To perform the configuration:

1. Use SSH to connect to the Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

alation_django_shell

3. Enter the Django shell:

alation_django_shell

4. From the Django shell, run the code given below, substituting the placeholder values <ds_id> and <config_-

name> with the real values. This will create a Compose configuration object for the data source with the given

ID.

• <ds_id> - Data source ID

• <config_name> - The config_name value of the configuration object in the AWS IAM plug-in

of AuthService that has been created for your IdP.

AuthServiceConfiguration.objects.create(ds=DataSource.objects.get(id=<ds_id>

),method_name='aws_iam',config_name='<config_name>')
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5. Still in the Django shell, run the following code, substituting the placeholder value <ds_id> with your data source

ID value. Note that this configuration is for the CData JDBC driver for DynamoDB recommended by Alation:

confs = AuthServiceConfiguration.objects.filter(ds_id=<ds_id>).all()

c = confs[0]

## Now change the above default jdbc_config to the following:

c.jdbc_config['auth_obj_to_jdbc_param_map'] =

{'AWSAccessKey':'{AWSAccessKey}','AWSSecretKey':'{AWSSecretKey}',

'AWSSessionToken':'{AWSSessionToken}'}

c.jdbc_config['jdbc_uri_enabler_patterns']=['AuthScheme\\

=TemporaryCredentials']

c.save()

6. Exit the Django shell: exit.

7. Exit the Alation shell: exit.

3.4.2 Step 2: Configure Amazon DynamoDB Data Source Settings in Alation

Next, configure the SSO login to Amazon DynamoDB from the catalog and Compose:

1. Log in to the Alation user interface as a Server Admin or a Data Source Admin for your DynamoDB data source.

2. Open the Settings > General Settings page of your DynamoDB data source.

3. Scroll down to the Compose Connections section.

4. Click +Add on the right and add a new Compose connection:

• Give the Connection a meaningful name so that it is recognizable in Compose

• Add a new Compose connection URI with the following parameters required to enable redirection

flow within Compose:

– AuthScheme=TemporaryCredentials

Format:

amazondynamodb:URL=<your_AWS_URL>;SupportsCatalogsInTableDefinitions=True;

SupportsSchemasInTableDefinitions=True;AuthScheme=TemporaryCredentials

Example:

amazondynamodb:URL=https://dynamodb.us-east-1.amazonaws.com;

SupportsCatalogsInTableDefinitions=True;

SupportsSchemasInTableDefinitions=True;AuthScheme=TemporaryCredentials

Note: Specifying a role in the connection URI is not supported. Users will be connected with the first

role returned in the assertion response from the IdP.

4. Test the configuration.
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3.4.3 Step 3: Test Configuration

You can test with a user account that exists in IdP and has access to the Amazon DynamoDB data source.

Test Connection in Compose

1. Log in to Alation as a user who should be able to access Amazon DynamoDB.

2. Go to Compose.

3. Select the SSO-enabled connection URI that was configured in data source Settings > General Settings >

Compose Connections.

4. Click the Reconnect button. The Data Source Authorization dialog should pop up.

5. Click the link Click here to authorize access before connecting. . . . A new browser tab should open where you

should be redirected to the IdP login page.

6. Enter the IdP credentials to authenticate.

7. Upon confirmation, the tab will close and the user will be authenticated in Compose.

9. If authenticated successfully, run a query against the data source. Subsequent queries in this session should not

require any authentication activity until the STS token expires.

If the token request fails, the UI will display an error and connection will not be established. See Troubleshoot SSO

Authentication with Amazon Data Sources.

Test Profiling

If Dynamic Profiling is enabled for the Amazon DynamoDB data source, you can test it in the following way:

1. Go to the Alation Catalog and open the Catalog page of a column.

2. Click Run Profile. The Connect dialog should pop up.

3. Select the SSO-enabled connection from the list of saved connections.

4. Click Test Authorization.

5. A new browser tab should open where you will be redirected to the IdP login page.

6. Enter your IdP credentials to authenticate.

7. Upon authentication, the tab will close and the user will be able to profile the column.
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Test Data Upload

Similarly, you can test the Data Upload to your Amazon DynamoDB data source.

1. Go the the DynamoDB data source page in the catalog.

2. On the upper right, click More, and then click Upload Data.

3. Try to test-upload a table: the authentication flow should be the same as described above in Test Profiling.

3.5 SSO Authentication for Amazon Redshift Data Source

Applies from release 2021.2

Perform this configuration to enable SSO from Compose for an Amazon Redshift data source.

SSO authentication should be configured for each specific data source. Multiple data sources can use one and the same

AuthService configuration object if authentication goes through the same authentication application in the same IdP.

3.5.1 Step 1: Perform Configuration in Your IdP and in AWS IAM

Use the steps in Compose SSO for Amazon Data Sources: Create an Authentication Application to perform the

preliminary configuration in your IdP and AWS IAM.

3.5.2 Step 2: Enable Alation AuthService

Note: Enabling of AuthService requires a redeployment of alation_conf and a restart of the Alation server. Alation

recommends to schedule this configuration at a time when users are the least active in the Catalog. A redeployment of

alation_conf and a restart will cause the Alation user interface to reload and users may lose their unsaved work.

From version 2022.2, AuthService is enabled by default. In versions before 2022.2, perform the following configuration

on the Alation server to enable AuthService:

1. Use SSH to connect to your Alation host.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Check if the AuthService is enabled on your instance by checking the current value of the alation_conf parameter

alation.authentication.service.enabled.

alation_conf alation.authentication.service.enabled

If the current value is True, the AuthService is already enabled. If it’s False, then change the value

to True.

4. Set the value to True.

alation_conf alation.authentication.service.enabled -s True

5. Deploy the configuration.
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alation_action deploy_conf_all

6. Restart Alation.

alation_action restart_alation

Stay in the Alation shell.

3.5.3 Step 3: Create an AuthService Configuration

After enabling AuthService, create an AuthService configuration object for the AWS IAM plugin. AuthService

configuration objects are identified with the config_name property and store the redirect URL from the IdP.

This configuration is performed in the Alation Django shell.

To create a configuration object:

1. Prepare the following information:

• Your AWS region

• STS token duration value (in seconds)

• Redirect URL from your IdP

2. Copy the code snippet below into an editor of your choice. Replace the placeholder values with real values:

• 'config_name':'<your_value>': a name for your configuration object

• 'region':'<your_value>': your AWS region

• 'sts_duration':'<your_value>': STS token duration, in seconds. You can provide a value

from 900 seconds (15 min) up to the maximum of 43200 seconds (12 hours)

• 'redirect_url':'<your_value>': the SSO login URL from the application in your IdP.

AuthClient('aws_iam').configure(operation='create', config={'config_name':'

<your_value>', 'region':'<your_value>', 'sts_duration':'<your_value>',

'redirect_url':'<your_value>'})

3. From the Alation shell, enter the Django shell:

alation_django_shell

4. Call the AuthService client:

from auth_client.auth import Client as AuthClient

5. Check the status of the AWS IAM plugin of AuthService using the command below. It should return the status

operational:

AuthClient('aws_iam').status_check()

6. Run the Python code you wrote in step 2.

Example:

AuthClient('aws_iam').configure(operation='create', config={'config_name':

'sso_for_redshift', 'region':'us-east-1', 'sts_duration':'3600', 'redirect_

url':'https://myokta.com/app/dev-888000_alationcomposessoforawssources_1/

exkx5lhqq0emO4ILn0h7/sso/saml'})
(continues on next page)

2556 Chapter 3. Compose SSO for Amazon Data Sources



Alation User Guide

(continued from previous page)

The output should return SUCCESS:

{'status': True,

'code': 'SUCCESS',

'message': '{config_name=sso_for_redshift, method=aws_iam, sts_

duration=3600, region=us-east-1, operation=create, redirect_url=https://

myokta.com/app/dev-888000_alationcomposessoforawssources_1/

exkx5lhqq0emO4ILn0h7/sso/saml}'}

7. The value of the config_name property will be required for the next step. Stay in the Django shell.

3.5.4 Step 4: Create a Compose Configuration

This step requires the data source ID. The data source ID can be obtained from the URL of the Data Source Catalog

page: How to Find Data Source ID

You will need to create a Compose configuration object that links the AuthService configuration and your Amazon

Redshift data source. From the Django shell, run the code below in the order the commands are given:

1. Create a Compose configuration object. In the code below, substitute the placeholder values:

• <config_name>: the value of the config_name property of the AuthService configuration objects

• <ds_id>: the data source ID.

AuthServiceConfiguration.objects.create(ds=DataSource.objects.get(id=<ds_id>

), method_name='aws_iam', config_name='<config_name>')

2. Select the object. Substitute the placeholder <ds_id> with your data source ID:

confs = AuthServiceConfiguration.objects.filter(ds_id=<ds_id>).all()

c = confs[0]

3. Print the object information to the console:

c.jdbc_config

4. Set up the parameter ['auth_obj_to_jdbc_param_map']:

c.jdbc_config['auth_obj_to_jdbc_param_map']={'AccessKeyID':'{AWSAccessKey}',

'SecretAccessKey':'{AWSSecretKey}','SessionToken':'{AWSSessionToken}'}

5. Set up the parameter ['jdbc_uri_enabler_patterns']:

c.jdbc_config['jdbc_uri_enabler_patterns']=['redshift:iam:']

Note: Depending on your Amazon Redshift configuration, you may need to include other URI

parameters into the jdbc_uri_enabler_patterns property, for example:

c.jdbc_config['jdbc_uri_enabler_patterns']=['tcpKeepAlive\\=true&ssl\\=true&

AutoCreate\\=true']
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6. Save the configuration:

c.save()

7. View the saved configuration:

c.jdbc_config

5. Exit the Django shell: exit

6. Exit the Alation shell: exit

Example

In [1]: AuthServiceConfiguration.objects.create(ds=DataSource.objects.get(id=1), method_

name='aws_iam', config_name='aws_iam1')

Out[1]: <AuthServiceConfiguration: AuthServiceConfiguration object>

In [2]: confs = AuthServiceConfiguration.objects.filter(ds_id=1).all()

In [3]: c = confs[0]

In [4]: c.jdbc_config

Out[4]:

{ 'auth_obj_to_jdbc_param_map': {},

'jdbc_uri_enabler_patterns': [],

'jdbc_uri_to_auth_service_args_map': {},

'require_strict_jdbc_uri_to_auth_service_args_map': False}

In [5]: c.jdbc_config['auth_obj_to_jdbc_param_map']={'AccessKeyID':'{AWSAccessKey}',

'SecretAccessKey':'{AWSSecretKey}','SessionToken':'{AWSSessionToken}'}

In [6]: c.jdbc_config['jdbc_uri_enabler_patterns']=['redshift:iam:']

In [7]: c.save()

In [8]: c.jdbc_config

Out[8]:

{ 'auth_obj_to_jdbc_param_map': {'AWSAccessKey': '{AWSAccessKey}',

'AWSSecretKey': '{AWSSecretKey}',

'AWSSessionToken': '{AWSSessionToken}'},

'jdbc_uri_enabler_patterns': ['redshift:iam:'],

'jdbc_uri_to_auth_service_args_map': {},

'require_strict_jdbc_uri_to_auth_service_args_map': False}
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3.5.5 Step 5: Configure Amazon Redshift Data Source Settings in Alation

Next, complete the configuration in the Alation UI:

1. Log in to Alation UI as the Server Admin or as a user who has the Data Source Admin access to the Amazon

Redshift data source.

2. Go to the Catalog page of your Redshift data source and open Settings > General Settings.

3. Scroll down to the Compose Connections section.

4. Click + Add on the right and add a new Compose connection. Give the Connection a meaningful name so that it

can be recognized by users in the list of connections in Compose.

5. Add the iam: prefix to the URI (required to enable authentication redirection from Compose to the IdP):

Example:

redshift:iam://test-67263.chby8zuitgrf.us-east-1.redshift.amazonaws.

com:5439/test_alation_adbc_database_01?tcpKeepAlive=true&ssl=true&

AutoCreate=true

Note: Depending on your Amazon Redshift configuration and on the values you specified in the c.

jdbc_config['jdbc_uri_enabler_patterns'] property, you may need to add other parameters

to the connection, such as, for example, ClusterID and DbUser.

ClusterID can be added to the Compose SSO URI configured in General Settings if it is the same for

all users who will access the Cluster from Compose, for example:

redshift:iam://redshift.somecustomer.com:5439/analytics?ClusterID=prod-

cluster-name&region=us-east-1&ssl=true

If your Amazon Redshift configuration also requires the DbUser parameter, then each Compose user

will need to create their own Compose connection based on the URI for SSO configured in General

Settings. They will need to add the DbUser parameter and their Redshift username as the value,

for example, &DbUser=martythompson, with the ampersand symbol as the delimiter. As the admin,

inform your Compose users that they will need to use their own Redshift username in the Compose

connection when connecting to the Redshift data source using SSO.

redshift:iam://redshift.somecustomer.com:5439/analytics?ClusterID=prod-

cluster-name&region=us-east-1&ssl=true&DbUser=martythompson
(continues on next page)
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(continued from previous page)

Refer to AWS documentation for more details on authentication parameters: Configure Authentication

and SSL.

3.5.6 Selecting an AWS Role

In Compose, when users connect using an SSO-enabled connection, they will access the AWS resource with the AWS

role returned for them in the SAML assertion response from the IdP. If a user is assigned multiple IAM roles and the IdP

returns a list of roles in the response, users will be able to select one of their AWS roles from this list. Upon authorization

in the IdP, Alation will display a page with the list of available roles:

3.5.7 Testing the Configuration

You can test with a user account that exists in IdP and has access to the AWS resource cataloged in Alation as the data

source.

Test Connection in Compose

1. Log in to Alation as a user who has access to Amazon Redshift.

2. Go to Compose.

3. Depending on whether or not the DbUser parameter is required, either create a new Connection or select the SSO

Connection you configured in the General Settings.

Note: If your Amazon Redshift configuration requires the DbUser parameter, then you need to

add it to the SSO-enabled connection URI configured in data source Settings > General Settings >

Compose Connections, for example:

redshift:iam://redshift.somecustomer.com:5439/analytics?ClusterID=prod-

cluster-name&region=us-east-1&ssl=true&DbUser=martythompson
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Release 2021.4 and Older

1. Click the Plus icon next to the selected connection to begin creating a new Compose connection:

2. Specify a name in the Title field.

3. In the URI field, specify the connection URI that includes the DbUser parameter, if necessary, and the connecting

user’s Amazon Redshift username as the value:

4. Click Add & Use to save the new connection.

5. If the DbUser parameter is not required, you can use the default SSO Compose connection configured in Settings

> General Settings > Compose Connections by selecting it from the Compose Connections list and then clicking

the Reconnect icon:

6. In the connection dialog that should pop up, click the link Click here to authorize access before connecting. A

new browser tab should open where you are redirected to the IdP login page:

3.5. SSO Authentication for Amazon Redshift Data Source 2561



Alation User Guide

7. Enter the IdP credentials to authenticate.

8. If the SAML assertion response returns multiple roles, you will see a Select Role screen allowing to select a role.

9. Select a role and click Continue. The tab will close and you should be authenticated in Compose.

Note: If the response only contains one role for the given user, the Select Role screen will not be

displayed and you will be authorized in Compose after you enter your credentials on the login form.

10. If authenticated successfully, run a query. Subsequent queries in this session should not require any authentication

until the STS token expires.

Releases 2022.1 and Newer

1. Click the Connection Settings link to open the Connection Settings dialog.

2. From the Choose a Connection list, choose the connection that uses SSO enablers.
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3. Open the Connect as list. It should have an option +Add New (SSO Login). This means that SSO enablers in

the URI of the connection have been recognized by Compose.

4. Click +Add New (SSO Login). This should open your IdP login screen.

5. Log in with your IdP credentials. If the SAML assertion response returns multiple roles, you will see the select

role screen allowing you to select a role. Select a role and click Continue. The tab will close and you will be

authenticated in Compose.
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Troubleshooting

If the token request fails, the UI will display an error and connection will not be established. See Troubleshoot SSO

Authentication with Amazon Data Sources.

Test Profiling

This test applies if Dynamic Profiling is enabled for the Amazon Redshift data source:

1. In the Alation Catalog, open a catalog page of a column in your Redshift data source.

2. Click Run Profile. The Data Source Authorization dialog should pop up.

3. Use the SSO-enabled connection from the list of saved connections.

4. If there is no active STS token, a new browser tab should open where you will be redirected to the IdP login page.

Enter the IdP credentials to authenticate.

5. If there is an active STS token, Alation will reuse this token to connect.

6. Upon authentication, you will be able to profile the column.

Test Data Upload

Similarly, you can test Data Upload:

1. Go to the Amazon Redshift data source page in the catalog.

2. On the upper right, click More, and then click Upload Data.

3. Try to test-upload a table: the authentication flow should be the same as described above in Test Profiling.

3.6 Troubleshoot SSO Authentication with Amazon Data Sources

Applies from release 2021.1

3.6.1 Logs to Review

The following log files provide state, event, and error information for the AuthService component of Alation (path inside

the Alation shell):

• /opt/alation/site/logs/authserver_err.log

• /opt/alation/site/logs/authserver.log

• /opt/alation/site/logs/authserver_out.log
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3.6.2 Configuration Files to Review

AuthService configuration files are stored at /opt/alation/site/config/authserver/<config_name>.json (path inside the

Alation shell).

3.6.3 Error Messages

Most of the error messages listed below will appear on the Connect dialog in Compose and the Catalog, for example:

Some error messages will appear on a slide-out on bottom right in Compose:

Some error messages may be visible in AuthService logs only.
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Error Cause Troubleshooting

Callback Handler: null: state* SAML Response received by the Call-

back handler contains invalid infor-

mation.

Inspect the SAML response for

the required SAML Attributes.

Minimal configuration requires

that SAML assertion should

include Role and RoleSession-

Name.

Redirect handler exception:

(java.io.FileNotFoundException: ./aws_-

iam1.json (No such file or directory))

Configuration {name} does not exist.

Compose is trying to use an IAM

plug-in configuration that does not ex-

ist. In the example aws_iam1.json

is the config file, and the configura-

tion name is aws_iam1. The error

means the configuration object aws_-

iam1 may not have been created.

Check that the configuration ob-

ject with {name} exists on the

Alation server. If it does not ex-

ist, create it and try again. If it

exists, check its filesystem per-

missions: the .json file must be

readable by user alation

Connector Error: failed to connect to all

addresses

AuthService is not configured or has

stopped.

Check alation_conf and

AuthServer status. alation.

authentication.service.

enabled should be in True

and AuthService should be

operational.

Missing configuration for Redirect URL The URL configuration in the

redirect parameter is missing or

invalid.

Verify configuration or update

the configuration.

HTTP method GET not supported SAML Response is posted using a

GET HTTP call from the SAML IdP.

IdP should use POST response

to configure the SAML asser-

tion.

Your request included an invalidSAML

response

SAML Response was invalid and was

not accepted by the AWS STS end-

point.

Refer to AWS documentation *

Not authorized to perform

sts:AssumeRoleWithSAML

The IAM role ARN specified in the

SAML response contains a typo or

does not exist

Make sure to use the exact name

of the role because role names

are case sensitive.

RoleSessionName in AuthnResponse

must match . . .

The RoleSessionName attribute value

is too long or contains invalid charac-

ters

Refer to AWS troubleshooting

documentation *

Failed to assume role: Issuer not present

in specified provider

Refer to AWS troubleshooting

documentation *

Requested DurationSeconds exceeds

MaxSessionDuration set for this role

User is trying to assume a role with

invalid session duration.

Refer to AWS troubleshooting

documentation *

Error retrieving IAM credentials.

“User:<username> is not authorized to

perform: <permission> on resource:

<AWS resource ARN> (Service: <AWS

Service>; Status Code: 403; Error Code:

AccessDenied; Request ID: <ID>))

AWS role error: the selected role does

not give access to the AWS resource a

user is trying to access from Alation.

Reconnect and select a different

role.

Connector Error: Auth Server re-

turned an invalid authorization autho-

rization error: Error: AWS Valida-

tion Error. Not authorized to per-

form sts:AssumeRoleWithSAML (Ser-

vice: AWSSecurityTokenService; Status

Code: 403; Error Code: AccessDenied;

Request ID:<ID>)

Role configuration error: the role con-

figuration does not allow access for

the authentication application that is

requesting authorization.

Check the AWS role settings:

the authentication application

used in Alation to request access

must be added to the Trust Rela-

tionships of the role.
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* Troubleshooting SAML 2.0 federation with AWS

3.6.4 Operations with AuthService Configuration Objects

The commands below should be run from the Alation Django shell on the Alation host. To enter the Django shell, first

enter the Alation shell and then the Django shell:

sudo /etc/init.d/alation shell

alation_django_shell

Substitute placeholder values in these examples with real values when you run this code.

Configuration Objects of the AWS IAM Plug-in

Below are examples of operations that can be performed on the AWS IAM plug-in configuration objects.

Check Status of AWS IAM Plug-In of AuthService

AuthClient('aws_iam').status_check()

Create a Configuration Object for the AWS IAM Plug-in

AuthClient('aws_iam').configure(operation='create', config={'config_name':'

<your_value>', 'region':'<your_AWS_region>', 'sts_duration':'<your_number>',

'redirect_url':'<your_SSO_URL>'})

Retrieve an Existing AWS IAM Plug-in Configuration Object

AuthClient('aws_iam').configure(operation='read', config={'config_name':'<your_

value>'})

Modify an Existing AWS IAM Plug-in Configuration Object

AuthClient('aws_iam').configure(operation='update', config={'config_name':'

<your_value>', 'region':'<your_AWS_region>', 'sts_duration':'<your_number>',

'redirect_url':'<your_SSO_URL>'})
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Delete an AWS IAM Plug-in Configuration Object

AuthClient('aws_iam').configure(operation='delete', config={'config_name':'

<your_value>'})

Operations with Compose Configuration Objects

Substitute <ds_id> with your data source ID.

Retrieve an Existing Compose Configuration

In [1]: AuthServiceConfiguration.objects.get(ds_id=<ds_id>)

In [2]: conf.method_name

Out[2]: aws_iam

In [3]: conf.jdbc_config

Out[3]:

{'auth_obj_to_jdbc_param_map': {},

'jdbc_uri_enabler_patterns': [],

'jdbc_uri_to_auth_service_args_map': {}

'require_strict_jdbc_uri_to_auth_service_args_map': False}

Delete Compose Configurations

To delete all Compose configurations for a data source:

AuthServiceConfiguration.objects.filter(ds_id=<ds_id>).delete()

2568 Chapter 3. Compose SSO for Amazon Data Sources



CHAPTER

FOUR

COMPOSE SSO FOR AZURE DATA SOURCES

Applies from release 2021.4

For a number of Azure cloud data sources, Alation users can authenticate with Azure AD in order to run and schedule

queries in Compose and perform Dynamic Profiling in the catalog. Data sources that support Compose SSO with

Azure AD are Azure SQL databases, Dedicated SQL pools, and Serverless SQL Pools under Azure Synapse Analytics

cataloged in Alation as Custom DB.

When Compose SSO with Azure AD is set up for an Azure data source:

1. Alation users are redirected to Azure AD for authentication when they establish a connection to an Azure data

source from Compose.

2. Azure AD will either use an existing session if one is open in the browser or require the user to sign in with their

Azure AD credentials.

3. The user provides the credentials. Azure AD generates an authentication code and sends it to the callback endpoint

of Alation’s AuthService.

4. AuthService will pass the authentication code, the client ID, and secret to Azure AD to certify that Alation is

granted access to the Azure resource.

5. Azure AD responds with an access token and a refresh token.

6. Compose will use the access token to run SQL queries on behalf of the user, using the refresh token to request a

new access token when the existing access token is about to expire.

The same OAuth authentication flow will apply if Dynamic Profiling is enabled for an Azure data source. Users who

attempt to profile a table or a column from the Alation catalog will need to authenticate with their Azure AD credentials

before retrieving the results.

With SSO enabled, Compose users are able to schedule Compose queries. A new access token will be requested

automatically after an existing token expires when a query is triggered based on schedule.

You can configure Compose SSO after adding your Azure data source to Alation:

1. Compose SSO for Azure Data Sources: Register an Application in Azure AD.

• This app registration will be used to authorize Compose against Azure AD

2. Compose SSO for Azure Data Sources: Configure Compose SSO in Alation.
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4.1 Compose SSO for Azure Data Sources: Register an Application in

Azure AD

Available from version 2021.4

Before configuring Compose SSO on the Alation server, register an app in Azure AD. This app will be used to authorize

Compose to access Azure resources. From this app, Alation will need:

• client ID

• secret

• API endpoints

The redirect URL will be set up in this app, pointing to the OAuth callback endpoint within Alation.

4.1.1 Prerequisites

1. You may need the assistance of an Azure AD admin with the following access level:

• Ability to access the Azure AD tenant to register an app

• Ability to register apps in Azure AD

• Ability to manage users and groups in Azure AD

– The app registration will authenticate users who exist in the Azure AD tenants of your organization. The

token-identified principal, or the user initiating the OAuth flow, must have access to the data resources

on Azure cloud.

• Ability to create and grant permissions to use scopes. Some scopes may require superuser or root access.

• Ability to add admin users to Azure SQL resources.

• Ability to create users in the Azure SQL databases.

2. On the Alation server, the admin performing this configuration requires the Alation shell access on the host.

4.1.2 Register an App in Azure AD

1. Log in to Azure Portal.

2. Go to the Azure Active Directory homepage.

3. In the left-hand menu, click App registrations.

4. On the App registrations page, click New registration:
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5. On the Register an application screen that opens, register your application:

• Name: specify a name for your app registration, for example “Alation-Compose-OAuth”

• Supported account types: select a value that is required by your environment, for example: Accounts in

any organizational directory (Any Azure AD directory - Multitenant). Refer to Azure AD documentation for

information about account types.

• Redirect URI:

– Type: Web

– Format: https://<base_URL>/auth/callback/?method=oauth&config_name=<config_-

name>

The parameter config_name and its value are required by the Alation server. You can use the

value azure_conf, which is the Alation default or specify another name. If you provide your

own value, note it down as you will need it later when configuring the Alation server. Note

that you can edit this Redirect URI later if necessary.

Example:

https://alationcatalog.alationdata.com/auth/callback/?method=oauth&

config_name=azure_conf

6. Click Register:
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7. You will be navigated to the properties page of your app registration. Note down the items listed below and store

them safely. You will need to provide them when performing the OAuth configuration on the Alation server:

• Application (client) ID

• Endpoints:

– OAuth 2.0 authorization endpoint (v2)

– OAuth 2.0 token endpoint (v2)
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8. In the left-side menu, click Authentication.

9. On the Authentication screen, under Implicit grant and hybrid flows, select these checkboxes:

• Access tokens (used for implicit flows)

• ID tokens (used for implicit and hybrid flows)

10. Save.

11. In the left-hand menu, select Certificates and secrets.

12. On the Certificates and secrets page, click New client secret, specify a Description and select an expiration

period. Click Add:

13. A new secret will be added to the Secrets table. Copy the secret value and store it safely. It will be required

during the configuration on the Alation server.

14. In the left-hand menu, select API permissions.
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15. On the API permissions page, click Add a permission, and then click APIs my organization uses.

16. In the search bar, type Azure SQL Database and then select it from the list.

17. On the Request API permissions screen for Azure SQL Database, click Delegated permissions. This will reveal

the Select permissions search bar and the Permissions list.

18. Under Select permissions, select the user_impersonation checkbox. Click Add permissions:

19. You will be navigated back to the API permissions page. Click Add a permission again.
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20. On the Request API permissions page, click APIs my organization uses again.

21. Search for Microsoft Azure Synapse Gateway. Then click it in the search results list.

22. For the Microsoft Azure Synapse Gateway API, select the permission workspaceartifacts.management and

click Add permissions.

23. Back on the API permissions page, click Grant admin consent for <your domain> and confirm the consent:

The permissions status will change to Granted for <your_domain>:
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User Verification

Next, verify that Alation users who need access to Azure data sources from Compose exist in Azure AD and have been

provided access to the databases. A user initiating the OAuth flow in Compose or the Catalog must have access to the

protected resource within Azure.

Azure Synapse-based SQL Pools, SQL Servers, and SQL Databases require that an Azure AD user should be created on

the database as a user from an external provider in order for these users to be able to initiate the SSO flow from Alation.

Check that all users who require access to Azure resources from Alation exist on the databases that they will need to

access. A SQL Server admin can create users on the databases under this resource. For details on creating users on

Azure databases, refer to Azure documentation, for example:

• Configure and manage Azure AD authentication with Azure SQL

• CREATE USER (Transact-SQL)

After you have registered the app, collected the required app information, and verified that users who need access from

Compose exist in the Azure databases, configure SSO on the Alation side: Compose SSO for Azure Data Sources:

Configure Compose SSO in Alation.

4.2 Compose SSO for Azure Data Sources: Configure Compose SSO

in Alation

Available from version 2021.4

Compose SSO for Azure SQL data sources uses the OAuth plug-in of Alation’s AuthService and requires the AuthService

to be enabled on your Alation server.

4.2.1 Prerequisites

Before performing this configuration:

1. Make sure you have registered Compose with Azure AD: Compose SSO for Azure Data Sources: Register an

Application in Azure AD.

2. Make sure you have the required Azure AD information at hand:

• The client ID of the Compose application registration in Azure AD

• Application client secret value

• OAuth 2.0 endpoints

– OAuth token endpoint URL

– OAuth authorize endpoint URL

3. Prepare the Alation IDs of the data sources for which you are configuring Compose SSO. See How to Find Data

Source ID for details.

2576 Chapter 4. Compose SSO for Azure Data Sources

https://docs.microsoft.com/en-us/azure/azure-sql/database/authentication-aad-configure?tabs=azure-powershell
https://docs.microsoft.com/en-us/sql/t-sql/statements/create-user-transact-sql?view=sql-server-ver15


Alation User Guide

4.2.2 STEP 1: Enable AuthService

Note: Enabling of AuthService requires a redeployment of alation_conf and a restart of the Alation server. Alation

recommends to schedule this configuration at a time when users are the least active in the Catalog. A redeployment of

alation_conf and a restart will cause the Alation user interface to reload and users may lose their unsaved work.

From version 2022.2, AuthService is enabled by default. In versions before 2022.2, perform the following configuration

on the Alation server to enable AuthService:

1. Use SSH to connect to your Alation host.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Check if the AuthService is enabled on your instance by checking the current value of the alation_conf parameter

alation.authentication.service.enabled.

alation_conf alation.authentication.service.enabled

If the current value is True, the AuthService is already enabled. If it’s False, then change the value

to True.

4. Set the value to True.

alation_conf alation.authentication.service.enabled -s True

5. Deploy the configuration.

alation_action deploy_conf_all

6. Restart Alation.

alation_action restart_alation

Stay in the Alation shell.

4.2.3 STEP 2: Configure the AuthService OAuth Plug-in

1. From the Alation shell, enter the Django shell:

alation_django_shell

2. From the Django shell, initiate the OAuth plug-in configuration script by using the following commands:

from rosemeta.one_off_scripts.configure_oauth import config_oauth_in_

alation_shell

config_oauth_in_alation_shell()

This script will guide you through the configuration of every OAuth plug-in parameter. You will need to enter the

information you collected from Azure AD. Refer to the table OAuth Configuration Properties below for descriptions of

the properties that are configured with this script.

To apply a default value and move to the next prompt, press Enter.
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Note that some prompts offer sample values. Sample values are examples of what a value should look like, but they

cannot be applied as they are not equal to the default values. Provide your own values in place of sample values.

Important: During configuration, you will be required to specify a name for the OAuth configuration

object (or use the default value of azure_conf). Save the name you use. It will be required if you need to

perform any of the supported CRUD operations on this configuration object later.

See an example of script usage below. After you move through all the steps in the configuration script, the SSO

configuration is complete and you can test it in Alation.
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4.2.4 OAuth Configuration Properties

Prompt Corresponding
property in Auth-

Service

Description

Please provide a name

for this configuration

set

config_name Name (string) representing this OAuth configuration. The name

can be any string; however, it cannot be an existing name that was

already used for another Auth Server plugin.

Default: azure_conf

OAuth token endpoint

URL

token_endpoint The token endpoint URL in the standard OAuth flow. The

auth code received from the authorize_endpoint is passed to the

token_endpoint to retrieve access and refresh tokens.

Example: https://login.microsoftonline.com/common/

oauth2/v2.0/token

OAuth authorize end-

point URL

authorize_endpoint The authorization endpoint URL in the standard OAuth flow used

to authorize a user principal. In Azure AD, if the app is regis-

tered as multi-tenant, /common/ is used in the URL. If the app

is registered as single-tenant, the tenant ID is used in place of

/common/.

Example: https://login.microsoftonline.com/common/

oauth2/v2.0/authorize

OAuth user info end-

point URL

user_info_endpoint The user info endpoint in the standard OAuth flow. For Azure

cloud, it is the following value: https://graph.microsoft.

com/oidc/userinfo

OAuth redirect URL

for receiving auth

code

redirect_url The URL within Alation to accept the auth code from the OAuth

provider (in this case Azure).

Example: https://myalation.com/auth/callback/?

method=oauth&config_name=azure_conf

Application Client ID client_id Client ID of the application registered in Azure AD to represent

Alation.

Access Scope scope The access scopes associated with the tokens. These scopes

will be presented to the user for approval when redirected to the

OAuth provider. The following scopes are the minimum required

for Compose, representing user-impersonation and access to a

refresh token: https://database.windows.net/.default,

offline_access

(Optional) Names to

use for the authenti-

cated user

subject JWT token field that identifies the user principal authenticated.

This field value is used to display the user session in Compose.

This is an optional field that is not required to be provided when

creating the configuration. Only use this configuration if the user

info that is identified in the JWT token uses any other key.

Default: ComposeAzureUser

(Optional) Access To-

ken lifespan (in min-

utes) before refetch-

ing with Refresh To-

ken

token_buffer_time Buffer time to calculate if a new access token needs to be generated

or not.

Default: 10 (min)

Example: If lifetime of a token is 60 min and Alation acquired the

token at 1:00 PM (UTC), Alation will reuse the same token till

1:50 PM (UTC) even though the token is valid for 60 min. Then, a

new token will be generated if request comes at 1:51 PM (UTC).

continues on next page
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Table 1 – continued from previous page

Prompt Corresponding
property in Auth-

Service

Description

Now please provide

the Application

Client Secret for

encryption

n/a The client secret for the Azure app representing Compose. Alation

will store the client secret in the encrypted format.

Please provide a

comma separated list

of data source IDs in

Alation with which to

use OAuth SSO.

n/a Alation IDs of the data sources which are going to use OAuth

with Azure AD in Compose and for Dynamic Profiling.

4.2.5 Test the Configuration

To test your SSO setup:

1. Log in to Alation as a user who should be able to query an Azure data source from Compose.

2. From your Azure data source, go to Compose and establish a new connection. Instead of the Username and

Password fields, the Data Source Authorization dialog should display the link Click here to authorize access

before connecting. . .

3. Click the authorization link. The Azure AD login screen should open in a new browser tab.

4. Log in with your Azure AD credentials. After a successful login, the connection should be successfully established

and you should be able to run queries in Compose.

Note that with Compose SSO set up for your Azure data source, Dynamic Profiling will also require that users log in

with their Azure AD credentials. When running a column profile, in the Connect to Data Source dialog, choose your

SSO account and click Test Authorization:
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After authenticating with Azure AD, you will be able to submit your query by clicking Submit:

4.2.6 Compose SSO and Scheduled Queries

With Compose SSO set up for an Azure data source, users are able to schedule published queries in Compose. Scheduled

queries use the same OAuth flow as unscheduled Compose queries where Alation uses an existing access token to

authorize Compose to use the data source. When it expires, Alation automatically requests a new access token using the

previously acquired refresh token if the same session is maintained.

If users notice that their scheduled query failed, this may mean that the refresh token has expired. They need to go to

Compose and re-authenticate with their Azure AD credentials in order to renew OAuth tokens.
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4.2.7 Troubleshooting Compose SSO with Azure AD

Error Use Case Solutions

{“message”: “failed to connect to all

addresses: <. . .>}

AuthServer is not running so GRPC

calls fail

Restart the web services or restart the

Alation server.

To restart the web services:

alation_supervisor start

java:authserver

alation_supervisor restart

web:*

Or to restart Alation:

alation_action restart_

alation

Login failed for user ‘<token-

identified principal>’

Azure AD authentication is success-

ful, but authorization for the subject

(user) failed because the user does

not have access to the data source.

In Azure Portal, verify that the user

can access the resource with correct

permissions.

Authorization terminated unexpect-

edly.

The user did not go through the

Azure redirect. This may happen if

the browser tab was closed before be-

fore Alation cloud receive a response

from Azure AD.

Try again by clicking Click here to

authorize access before connect-

ing. . .

Test Result: Error verifying creden-

tials. Please check your username

and password.

Azure AD authentication is success-

ful, but authorization for the subject

(user) failed because the user does

not have access to the data source.

In the Azure Portal, verify that the

user can access the resource with cor-

rect permissions.

4.3 OAuth Plugin CRUD Operations

Available from version 2021.4

Use the information in this section to update the configuration of the OAuth plugin of AuthService.

4.3.1 Reading an Existing Configuration

To view your existing OAuth configurations:

1. On the Alation host, enter the Alation shell:

sudo /etc/init.d/alation shell

2. Enter the Django shell:

alation_django_shell

3. Use the following command to call the AuthClient:

from auth_client.auth import Client as AuthClient
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4. To read the properties of an existing configuration with a specific config_name, run the command below

substituting the placeholder value 'your_value' with the real value.

AuthClient('oauth').configure(operation='read', config={'config_name':'your_

value'})

Example:

AuthClient('oauth').configure(operation='read', config={'config_name':

'azure_conf'})

Example output:

4.3.2 Using the OAuth Plugin Script for Create, Update, and Delete

The OAuth plugin configuration script can be used to perform the following CRUD operations:

• Create a new OAuth config (create)

• Update an existing OAuth configuration properties (update)

• Delete an OAuth config (delete)

• Add data sources to an existing OAuth config (update)

Call the OAuth Configuration Script

1. Use SSH to connect to the Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Enter the Django shell:

alation_django_shell

4. From the Django shell, initiate the configuration script with the following commands:

from rosemeta.one_off_scripts.configure_oauth import config_oauth_in_

alation_shell

config_oauth_in_alation_shell()

The script will prompt to select an operation to perform:

• [1] Create a new OAuth config

• [2] Update an existing OAuth config

• [3] Delete an OAuth config

• [4] Add datasources to an existing OAuth config
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Type the number of the operation you want to perform and press Enter.

Create a New OAuth Config

After calling the OAuth plugin configuration script, select [1] Create a new OAuth config. This will initiate the creation

of a new OAuth configuration that will be identified by the configuration name (config_name) property.

Follow all prompts of the script and specify values or accept defaults.

Update an Existing OAuth Config

After calling the OAuth plugin configuration script, select [2] Update an existing OAuth config. Follow all the prompts

and specify the required values or accept defaults.

Important: When you select the Update action, the script will prompt you to specify all the required

values again and not only the values that you want to change. It is recommended to have all the required

values at hand. The current values of the configuration properties will not be displayed.

Note that the values you specify when using the Update action will overwrite the values that were specified

previously.

The script does not allow selecting the configuration object to update: you will need to type the name of

the configuration (config_name) that you are updating.

The required properties:

• config_name

• token_endpoint

• client_id

• scope

• authorize_endpoint

• user_info_endpoint

• redirect_url

The optional properties:

• subject

• token_buffer_time

On how to find out the existing properties for a configuration, see Reading an Existing Configuration.
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Update the OAuth Configuration Using Python

Instead of using the OAuth plugin configuration script, you can use Python to update OAuth configuration objects. Note

that even if you want to update one specific value, all the required values must be present in the command.

Use the following format for the update operation:

AuthClient('oauth').configure(operation='update', config={

'config_name':'azure_conf',

'subject':'TestUser',

'token_buffer_time':'5',

'token_endpoint':'https://login.microsoftonline.com/common/oauth2/v2.0/token',

'client_id':'0fc8eec5-dab8-4123-af88-f9c84be0c637',

'scope':'https://database.windows.net/.default,offline_access', 'authorize_

endpoint':'https://login.microsoftonline.com/common/oauth2/v2.0/authorize',

'user_info_endpoint':'https://graph.microsoft.com/oidc/userinfo',

'redirect_url':'http://alationcatalog@alationdata.com/auth/callback/?

method=oauth&amp;config_name=azure_conf'})

To update using Python:

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. Enter the Django shell:

alation_django_shell

3. Import AuthClient:

from auth_client.auth import Client as AuthClient

4. Run the update command, for example:

AuthClient('oauth').configure(operation='update', config={

'config_name':'azure_conf',

'token_endpoint':'https://login.microsoftonline.com/common/oauth2/v2.0/token

',

'client_id':'0fc8eec5-dab8-4123-af88-f9c84be0c637',

'scope':'https://database.windows.net/.default,offline_access', 'authorize_

endpoint':'https://login.microsoftonline.com/common/oauth2/v2.0/authorize',

'user_info_endpoint':'https://graph.microsoft.com/oidc/userinfo',

'redirect_url':'http://alationcatalog@alationdata.com/auth/callback/?

method=oauth&amp;config_name=azure_conf'})

The output will look similar to the following:

Out[4]:

{'status': True,

'code': 'SUCCESS',

'message': 'OAuth: azure_conf update successful.'}
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Delete an OAuth Configuration

Call the OAuth plugin configuration script from the Django shell and then select [3] Delete an OAuth config. You will

be prompted to type the name of the configuration that you want to delete. Type the name (the value of config_name)

of the OAuth configuration you want to delete and press Enter.

Add Data Sources to an Existing OAuth Config

Call the OAuth plugin configuration script from the Django shell and then select [4] Add datasources to an existing

OAuth config. Follow all the prompts and specify the required values or accept defaults.

You will be prompted to first enter the name of the configuration (config_name), and then to provide a comma-separated

list of data source IDs to be added to this configuration.

This allows adding a data source to an existing config object.
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FIVE

AUTHENTICATION FOR EXTRACTION

For some data sources, Alation supports federated authentication for metadata extraction, profiling, and query log

ingestion. Use the information in this section to configure authentication for extraction from AWS and Azure data

sources.

5.1 Configure Extraction with AWS IAM Authentication

Applies from version 2021.3

Note: This functionality is in beta release.

For the Alation application instances hosted in AWS EC2 and Amazon sources, Alation supports metadata extraction

(MDE) and query log ingestion (QLI) using authentication with AWS IAM. This configuration can be performed for:

• Amazon Athena (Custom DB)

• Amazon Redshift (native connector)

• Amazon S3 file system source

When authentication for MDE goes through AWS IAM, the AuthService on the Alation server requests an STS token

from AWS IAM in order to access AWS resources using the AWS IAM role defined in the MDE configuration:

In order to set up MDE with AWS IAM authentication, you will need to perform configuration steps in both AWS

Management Console and on the backend of the Alation server. You may need the assistance of your AWS admin to

perform the configuration on the AWS side.
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Important: STS tokens have a maximum duration of 12 hours. AuthService cannot refresh STS tokens

while the metadata extraction is in progress (a known limitation). Metadata extraction that takes longer

than 12 hours will fail because of the STS token expiration.

5.1.1 STEP 1: Configuration in AWS

1. Determine which AWS resources you wish to catalog in Alation.

2. In the AWS IAM service, create an IAM policy (for example, <read_resources_policy>) that grants access

to the AWS resources you are going to catalog. You can also use an existing policy that includes the required

permissions:

• For an Amazon S3 file system source, your <read_resources_policy> should grant the read access to the

S3 buckets you wish to catalog in Alation.

• For an Amazon Athena data source, Alation recommends using the AmazonAthenaFullAccess policy.

You may need to edit the inline policies as prescribed by your company’s AWS access rules.

• For an Amazon Redshift data source, Alation recommends the SELECT privileges on schemas and tables

that you want to add to the catalog, as well as on a number of system tables. See Create Service Account for

information about the required privileges.

3. Create an IAM role (for example, <read_resources_role>) selecting the Type of Trusted Entity to be AWS

Service and Use Case to be EC2. To this role, attach the policy you created in step 2 (<read_resources_policy>)

or an existing policy that fulfills the access requirements for MDE and QLI. This role will be assumed by the

Alation application when performing MDE and QLI from your AWS source.

4. Save the ARN of this role (<read_resources_role>). It will be required for the next configuration steps in AWS

and later during the configuration on the Alation server.

5. Create an IAM policy (for example, <assume_role_policy>) that allows the AssumeRole action for the IAM role

created in step 3. When creating this policy:

• Select STS as Service

• Under Actions > Access Level > Write, select AssumeRole

• Under Resources, specify the ARN of the role that gives access to the AWS resources (your

<read_resources_role> created in step 3):
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6. Create another IAM role, selecting the Type of Trusted Entity to be AWS Service and Use Case to be EC2 (for

example, <instance_profile_role_for_mde>). When creating the role:

• Attach the policy you created in step 5 to this role (your <assume_role_policy>). For Amazon S3 or Athena

sources, you only need to add this one policy.

• If you are performing this configuration for Amazon Redshift, create and attach an additional policy that

allows the GetClusterCredential action for the Redshift service. As a result, your <instance_profile_role_-

for_mde> will be associated with 2 policies:

– your <assume_role_policy> created in step 5

– an additional policy that grants GetClusterCredential for Redshift:

7. Note down the ARN of this role (your <instance_profile_role_for_mde>).
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8. Open the properties page of the role that gives access to the AWS resources (your <read_resources_role> created

in step 3). Edit the Trust Relationship of this role by adding your <instance_profile_role_for_mde> created in

step 6 as the Principal. Save the changes:

9. In the AWS EC2 service, go to the properties page of the EC2 instance that hosts the Alation application.

10. Expand the Actions menu and click Security. Then click Modify IAM role:

11. From the list of roles, select your <instance_profile_role_for_mde> created in step 6 and save. This will allow your

EC2 instance that hosts the Alation application to assume the role that allows access to specific AWS resources

(your <read_resources_role> created in step 3).

5.1.2 STEP 2: Enable AuthService

Note: Enabling of AuthService requires a redeployment of alation_conf and a restart of the Alation server. Alation

recommends to schedule this configuration at a time when users are the least active in the Catalog. A redeployment of

alation_conf and a restart will cause the Alation user interface to reload and users may lose their unsaved work.

From version 2022.2, AuthService is enabled by default. In versions before 2022.2, perform the following configuration

on the Alation server to enable AuthService:

1. Use SSH to connect to your Alation host.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Check if the AuthService is enabled on your instance by checking the current value of the alation_conf parameter

alation.authentication.service.enabled.
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alation_conf alation.authentication.service.enabled

If the current value is True, the AuthService is already enabled. If it’s False, then change the value

to True.

4. Set the value to True.

alation_conf alation.authentication.service.enabled -s True

5. Deploy the configuration.

alation_action deploy_conf_all

6. Restart Alation.

alation_action restart_alation

Stay in the Alation shell.

5.1.3 STEP 3: Configuration on the Alation Server

This configuration step requires the use of the Alation Django shell.

1. From the Alation shell, enter the Django shell:

alation_django_shell

2. Call the AuthService client by running the code below from the Django shell:

from auth_client.auth import Client as AuthClient

3. Check the status of the AWS IAM plug-in of AuthService using the command below. It should return the status

operational:

AuthClient('aws_iam').status_check()

4. In an editor of your choice, write the code for creating an AuthService configuration using the following pattern

and substituting placeholder values with your real values:

AuthClient('aws_iam').configure(operation='create', config={'config_name':'

<YOUR_VALUE_HERE>', 'region':'<YOUR_REGION_HERE>', 'sts_duration':'<YOUR_

VALUE_IN_SECONDS>', 'redirect_url':'', 'aws_creds_type': 'instance_profile'}

)

Example:

AuthClient('aws_iam').configure(operation='create', config={'config_name':

'extraction_from_aws', 'region':'us-east-1', 'sts_duration':'3600',

'redirect_url':'', 'aws_creds_type': 'instance_profile'})

Note: You can use the same configuration object for several AWS resources if the region and

sts_duration parameters are the same. If your AWS resources are in different regions or should use

separate sts_duration values for STS tokens, then create a separate configuration object for each

source.
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5. From the Django shell, run the code you have written. This creates a configuration object with the name you have

specified for the parameter config_name. In the example above, this name is aws_extraction_s3.

6. Note down the name of the configuration object you have created. You will need it for the next configuration steps.

7. If you are configuring an Amazon Athena or Amazon Redshift data source, you may want to stay in the Django

shell to configure the data source to use AuthService for MDE. If you are configuring extraction from S3, exit the

shells and continue the configuration in the Alation UI.

• To exit the Django shell: exit

• To exit the Alation shell: exit

Next, configure your source to use this type of authentication.

5.1.4 Amazon S3 File System Source

1. Log in to Alation as a Server Admin.

2. Create a new file system source of type S3 or open the settings of an existing S3 file system source for which you

are setting up MDE Authentication with IAM.

3. On the Settings page, go to the General Settings tab.

4. Under File System Connection, select the AWS STS Authentication radio button.

5. In the field Plugin Config Name, specify the config_name value of the AuthService configuration object that

was created during the confirmation in the Django shell of the Alation server.

6. In the Role ARN field, specify the ARN of the role that gives access to the S3 resources you want to catalog.

This role was configured on the AWS side (your <read_resources_role>).

7. Click Save:

8. Go to the Metadata Extraction tab and perform metadata extraction. Alation should pull in the S3 resources

allowed by the corresponding role (your <read_resources_role>).

2592 Chapter 5. Authentication for Extraction



Alation User Guide

5.1.5 Amazon Athena Data Source (Custom DB)

In order to use authentication with AWS IAM for MDE, your Amazon Athena data source must use a modified version

of the Simba driver certified by Alation.

1. If you are making changes to the configuration of an existing Athena data source, make sure you have selected the

required driver and modified the URI.

2. If your Athena data source does not exist yet, create a new Custom DB source, following the steps described in

Athena and with the following changes to enable MDE with AWS IAM authentication:

• Use the modified version of the JDBC driver that is recommended for Compose SSO: Update the Simba

JDBC Driver for Athena to Support SSO.

• Append the following string to the JDBC URI:

AwsCredentialsProviderClass=com.example.CustomSessionCredentialsProvider;

3. If you are adding a new data source, note that this configuration does not use a service account. You do not need

to enter valid credentials in the Add Data Source wizard: click Continue with Errors on the Service Account

screen to move through the wizard to the Settings page of the data source:

4. When the source has been added to Alation, note down its ID: How to Find Data Source ID.

5. Prepare the value of the config_name of the AuthService configuration object you created in STEP 3: Configu-

ration on the Alation Server.

6. Prepare the ARN of the role that grants access to Athena in AWS (your <read_resources_role> from STEP 1:

Configuration in AWS.

7. SSH to the Alation host, enter the Alation shell and then the Django shell:

5.1. Configure Extraction with AWS IAM Authentication 2593



Alation User Guide

sudo /etc/init.d/alation shell

alation_django_shell

8. Enable your Athena data source to use AuthService: run the code given below in the Alation Django shell,

substituting the placeholder values with your real values:

• <ds_id>: the ID of your Athena data source in Alation

• <config_name>: the name of the AuthService configuration object

• YOUR_ROLE_ARN: the ARN of your <read_resources_role>

8.1 Create a DSAuthServiceConfiguration object:

conf = DSAuthServiceConfiguration.objects.create(ds=DataSource.

objects.get(id=<ds_id>), method_name='aws_iam', config_name=<config_

name>)

8.2 Update jdbc_config:

configs = DSAuthServiceConfiguration.objects.filter(ds=DataSource.

objects.get(id=<ds_id>))

config = configs[0]

8.3 Enable the MDE pipeline of the AuthService to use the role ARN:

config.pipeline_params = {'MDE':{'state_format':'pipeline_mde_{id}',

'params':{'role':'YOUR_ROLE_ARN'}}}

8.4 Specify the driver parameters for the Simba driver for Athena:

config.jdbc_config['auth_obj_to_jdbc_param_map']={

'AWSCredentialsProviderArguments':'{AWSAccessKey},{AWSSecretKey},

{AWSSessionToken}'}

8.5 Enable the configuration:

config.enabled = True

8.6 Save:

config.save()

9. Verify the configuration by running the code given below and providing your data source ID for <ds_id>. The

expected output is True:

conf = DSAuthServiceConfiguration.objects.get(ds=DataSource.objects.get(id=

<ds_id>), enabled=True)

conf.enabled

10. To review your configuration, run:

conf.jdbc_config

The expected output will look as follows:
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{'auth_obj_to_jdbc_param_map': {'AWSCredentialsProviderArguments': '

{AWSAccessKey},{AWSSecretKey},{AWSSessionToken}'},

'jdbc_uri_enabler_patterns': [],

'jdbc_uri_to_auth_service_args_map': {}}

11. To verify the ARN of the AWS role:

conf.pipeline_params

The output will look similar to the following:

{'MDE': {'state_format': 'pipeline_mde_{id}',

'params': {'role': 'arn:aws:iam::112233293344:role/your-role-name'}}}

12. To exit the Django shell: exit

13. To exit the Alation shell: exit

14. Open the Settings page of your Athena data source in the Alation user interface. On the Metadata Extraction

tab, configure and perform MDE. On the Query Log Ingestion tab, configure and perform QLI.

5.1.6 Amazon Redshift Data Source (Native Connector)

If your data source does not exist yet, create a new Amazon Redshift data source, following the steps described in

Amazon Redshift and with the changes described below to enable MDE with AWS IAM authentication.

If your Redshift data source already exists, make changes to its configuration according to these steps.

1. Append the protocol redshift:iam to the JDBC URI, for example:

redshift:iam://test-abcd.chby8aaabbcc.us-east-1.redshift.amazonaws.com:5439/

your_data_1?tcpKeepAlive=true&ssl=true&AutoCreate=true

2. If you are adding a new data source, note that this configuration does not use a service account. You do not need

to enter valid credentials: click Continue with Errors on the Service Account screen of the data source wizard

to move through the wizard to the Settings page of the data source.
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3. Note down the data source ID of your Amazon Redshift data source: How to Find Data Source ID.

4. Prepare the name of the AuthService configuration you created in STEP 3: Configuration on the Alation Server.

5. Prepare the ARN of the role that grants access to Amazon Redshift in AWS (your <read_resources_role> from

STEP 1: Configuration in AWS.

6. SSH to the Alation host, and enter the Alation shell and then the Django shell:

sudo /etc/init.d/alation shell

alation_django_shell

7. Enable the data source to use AuthService by running the code given below and substituting the placeholder

values with your real values:

• <ds_id> - The ID of your data source in Alation

• <config_name> - The name of the AuthService configuration object

• YOUR_ROLE_ARN - The ARN of your <read_resources_role>

conf = DSAuthServiceConfiguration.objects.create(ds=DataSource.objects.

get(id=<ds_id>),

method_name='aws_iam',

config_name='<config_name>',

enabled=True,

pipeline_params={'MDE':{'state_format':'pipeline_mde_{id}',

'params':{'role':'YOUR_ROLE_ARN'}}},

jdbc_config={'auth_obj_to_jdbc_param_map':{'AccessKeyID':'{AWSAccessKey}',

'SecretAccessKey':'{AWSSecretKey}',

'SessionToken':'{AWSSessionToken}'

(continues on next page)
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(continued from previous page)

'jdbc_uri_enabler_patterns':[],

'jdbc_uri_to_auth_service_args_map': {}})

8. To exit the Django shell: exit

9. To exit the Alation shell: exit

10. Return to the Alation UI and your Amazon Redshift data source Settings page. On the Metadata Extraction tab,

configure and perform MDE. On the Query Log Ingestion tab, configure and perform QLI.

5.2 Troubleshoot the Configuration of MDE with IAM Authentication

5.2.1 Logs

• Auth service logs: /opt/alation/site/logs/authserver.log

• Auth service errors logs: /opt/alation/site/logs/authserver_err.log

• MDE logs: /opt/alation/site/logs/celery*.log
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Type of Error Description Troubleshooting

Error serializing table objects: Error

iterating schema children

If MDE fails with this error for Ama-

zon Athena, the cause may be expi-

ration of the STS token while the ex-

traction was in progress

• Increase the STS max duration

configuration in AWS for both

the EC2 instance role and the

IAM Role that is assumed

• If max STS duration is config-

ured to be 12 hours and you

still see this error, you may

have run into the limitation of

Alation not supporting meta-

data extraction that runs for

more than 12 hours. As an al-

ternative, you can use an EC2

instance profile role to authen-

ticate.

TaskServer timed out after <..>

seconds for method: adbcEx-

tractSchemas

If the adbcExtractSchemas

method times out but the extraction

is not completed yet, extraction fails.

Increase the timeout using

the alation_conf parameter

alation.taskserver_timeouts.

adbcExtractSchemas

Incomplete authorization, state not

found

AuthService and the data source are

configured without the right instance

profile, or the instance profile was

assigned to an EC2 instance but does

not take effect.

Check authserver.log for more de-

tails on what is the root cause of the

failure

Try restarting the EC2 instance for

the instance profile to be associated

with it

[Simba][AthenaJDBC (100211)

Missing credentials error: Either

UID/PWD or AwsCredential-

sProviderClass must be provided

Taskserver needs to be restarted after

the backend configuration.

Restart Taskserver.

From the Alation shell, run:

alation_supervisor restart

java:taskserver

The security token included in the

request is invalid. (Service: Ama-

zonAthena; Status Code: 400; Er-

ror Code: UnrecognizedClientExcep-

tion; Request ID: <. . .>)

An STS token is generated using an

IAM role. Instance profiles are not

recognized or configuration does not

take effect.

This is typically an AWS misconfig-

uration.

Restart the EC2 instance hosting Ala-

tion. Check the IAM Role policies

and their permissions. Check that

your Amazon Athena or Redshift in-

stances are up and accessible from

Alation.

Job is not running. It might have

been killed or crashed unexpectedly

or there might have been a system

outage

The log authserver.log will contain

the details: “Error: AWS Validation

Error. User: <..> is not authorized

to perform: sts:AssumeRole on re-

source: <..>

Check the configuration of the role

that gives access to the AWS re-

sources. It must contain the instance

profile role in the Trusted Relation-

ships.
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5.3 Integration with Azure Key Vault for Data Source Authentication

Applies from version 2022.1

5.3.1 Overview

Alation can be configured to retrieve the username and password of a database service account from an Azure key vault.

In this case, the service account credentials are not stored on the Alation server. Alation reads the credentials from the

key vault when a Data Source Admin launches metadata extraction (MDE), query log ingestion (QLI), and profiling or

when users perform profiling of specific tables and columns.

Note: This configuration does not affect Dynamic Profiling when users are required to authenticate with their own

database credentials.

Integration with an Azure key vault can be set up for data sources that use native or Custom DB connectors. Data

sources added on the OCF framework and BI sources do not support this configuration.

To set up the integration with an Azure key vault for a data source:

1. Perform the configuration in MS Azure portal and collect the information required for configuring the Alation

server. Refer to Registering an Application for Azure Key Vault Integration below for instructions.

2. Perform the configuration on the Alation server using the information you collected in MS Azure portal. Note that

this configuration requires SSH access to the Alation server and the use of the Alation shell. Refer to Configuring

Integration with Azure Key Vault for a Data Source below.

Note that the configuration on the Alation server needs to be performed for every data source that you want to work with

an Azure key vault.

5.3.2 Registering an Application for Azure Key Vault Integration

Use the steps in this section to register an application in Azure Active Directory in order to configure integration with

an Azure key vault for your data sources in Alation.

During the configuration in Azure, collect these values while you are performing the steps and store them safely:

• Application (client) ID

• Application client secret value

• Key vault Directory ID (Tenant ID)

• Key vault URI

• Name of the key vault secret that stores the username of the service account

• Name of the key vault secret that stores the password of the service account.

These values are required for configuration in Alation.
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Register an Application and Get the Client ID and Secret Value

1. Sign in to Azure portal.

2. If you have access to multiple tenants, make sure to switch to the tenant in which you want to register the

application.

3. Go to Azure Active Directory.

4. In the left-hand menu, under Manage, select App registrations and then click New registration.

Note: You can refer to the following Microsoft documentation about registering an app: Quickstart:

Register an app in the Microsoft identity platform

5. On the Register an application page that opens when you begin registering an app, enter a display name for your

application.

6. Select an appropriate value under Who can use the application or access this API?

7. Leave the field Redirect URI (optional) empty. Do not select or enter any values.

8. Click Register to complete the app registration.

9. After your application is registered, you will be navigated to its Overview page. Under Essentials, look for

Application (client) ID. This value will be required during the configuration on the Alation server. Store this

value safely.

10. Next, you will need to generate a client secret for your registered app. In the left-hand menu, select Certificates

& secrets > Client secrets and then click New client secret.
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11. Add a description for your client secret.

12. Select an expiration period for the secret or specify a custom lifetime.

13. Click Add.

14. The secret will be added and its value will be available in the Value column of the table with secrets. The value of

the secret is required for further configuration on the Alation server. Store this value safely. It is never displayed

again after you leave this page.

Next, collect the information from the key vault and make sure the database credentials that you want to use for

authentication in Alation are available there.
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Create a Key Vault and Collect the Vault Information

If a key vault does not exist, follow these steps to create it:

1. On the homepage of Azure Portal, click Create a resource.

2. In the Search box, enter Key Vault.

3. From the results list, choose Key Vault. This will open the Key Vault resource page.

4. Click the Create button to begin creating a new key vault. This will open a new key vault editor page.

5. Select the appropriate Subscription and Resource group.

6. In the Key vault name field, enter a name for your key vault.

7. Make sure that the values for the Region and Pricing tier fields are correct.

8. Click Next: Access policy at the bottom of the page.

9. Add Get and List permissions for Key permissions.

10. Add Get and List permissions for Secret permissions.
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11. Select your registered application as the principal in the Select principal field.

12. Click Add. The policy will be added to the key vault.

13. Select Review + create. This will start the deployment process for your key vault. After Azure confirms the

deployment, go to the resource page for your new key vault.

14. On the Overview tab of the key vault page, look for Directory ID and Vault URI. These values are required for

configuration on the Alation server. Store these values safely.
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15. Next, add the secrets that will be used in the integration with Alation. Click the Secrets tab from the sidebar to

open the Secrets page.

16. You will need to create two secrets for the data source catalogued in Alation: one to store the username and the

second to store the password. Click Generate/Import to begin creating a secret.

17. In the Name field, specify a name for the secret. The Name field serves as the identifier of the secret. This value

is required for the configuration in Alation. Store this value safely.

18. In the Value field, specify the username of the service account that should be used by Alation to authenticate on

the data source.

19. If necessary, set the activation and expiration dates according to your organization’s password policy.

20. Click Create.
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21. Create one more secret for the value of the service account password. The value of the Name field will be required

for the configuration on the Alation server. Store this value safely.

Next, proceed to configure integration with the Azure key vault on the Alation server: Configure Authentication with

Azure Key Vault for a Data Source.

5.3.3 Configuring Integration with Azure Key Vault for a Data Source

Follow the steps below to configure your data source to read the service account username and password for metadata

extraction (MDE), query log ingestion (QLI), and Sampling and Profiling from an Azure key vault.

This configuration requires SSH access to the Alation server and access to the setting page of the data source (Server

Admin role or Data Source Admin privileges).

Note that before you perform this configuration, the Service Account section of the General Settings tab of the data

source settings page only has the option to enter the username and password. After you enable key vault integration

for this data source, the UI of the Service Account section will change and display a dropdown list that will allow for

selecting authentication with Azure key vault.

Before enabling authentication with Azure key vault:

After enabling authentication with Azure key vault:
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To integrate your data source with an Azure key vault:

1. From the Alation UI, get the ID of the data source: How to Find Data Source ID.

2. Make sure you have the required information from Azure portal at hand:

• Application (client) ID

• Application client secret value

• Key vault Directory ID (Tenant ID)

• Key vault URI

• Name of the key vault secret that stores the username of the service account

• Name of the key vault secret that stores the password of the service account

3. Use SSH to connect to the Alation server.

4. Enter the Alation shell:

sudo /etc/init.d/alation shell

5. To use an Azure key vault with Alation, the Alation AuthService component must be enabled. Check if it is

enabled on your instance using the alation_conf command:

alation_conf alation.authentication.service.enabled

The output will show if the parameter is set to True or False.

6. If the alation.authentication.service.enabled parameter is set to True, AuthService is already enabled.

If it is set to False, change it to True using the commands below.

Warning: Enabling AuthService requires a restart of the Java component, which will cause the

Alation UI to reload. Alation recommends to perform this configuration during off-peak hours so

that users do not lose their work.

6.1. Change the value to True:

alation_conf -s True alation.authentication.service.enabled

6.2. Deploy the configuration:

alation_action deploy_conf_all

6.3. Restart the Java component:
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alation_supervisor restart java:*

7. After making sure that AuthService is enabled, enter the Django shell:

alation_django_shell

8. Run the command below to begin the configuration:

from rosemeta.one_off_scripts.azure_keyvault_utils import *

Note: You can view the help for the key vault configuration in the console by running the following

command:

show_help()

9. Create a new Azure key vault connection using the create_new_azure_keyvault_config function. It takes the

following mandatory arguments:

• config_name: name for the Azure key vault configuration you are creating. Alation will identify

this configuration using this name. It can be used for managing this specific key vault connection and

will be required for linking the key vault connection to a specific data source.

Note: Store the value of the config_name property safely. You will need it for managing

this key vault connection if necessary.

• tenant_id: key vault Directory ID

• vault_url: key vault URI

• client_id: application (client) ID of the application registered in Azure for the integration with

Alation

Format:

create_new_azure_keyvault_config('config_name', 'tenant_id', 'vault_url

', 'client_id')

Important: The order of the arguments cannot be changed and should always be config_name,

tenant_id, vault_url, client_id. These four values are mandatory.

Use single quotes when listing the values.

Example:

create_new_azure_keyvault_config('azure_keyvault', '784e800a-4684-4d76-

9548-b1jcf312f0ff', 'https://el-keyvault-for-alation.vault.azure.net/',

'fe5eb2dc-7b85-4df0-a608-109e879d20bf')

10. Next, you will be prompted to enter the client secret. As you type, the secret will not be displayed in the terminal

window. The prompt accepts input from the clipboard. After entering the secret, press Enter. The client secret

value is encrypted and stored as an encrypted field.
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11. Next, you need to link the key vault connection to the data source. One key vault connection identified with

a unique config_name can be used for multiple data sources. This configuration object can connect multiple

data sources to the same key vault. However, the links between a specific data source and the credentials must

be created for each data source. You will use the link_keyvault_to_datasource function to create a link

between a data source and a key vault. It takes the following arguments:

• ds_id: the Alation ID for the data source that will use key vault to read the service account credentials

• keyvault_config_name: the value of config_name of this Azure key vault configuration

Format:

link_keyvault_to_datasource(<ds_id>, '<keyvault_config_name>')

Important: The order of the arguments cannot be changed. Use single quotes when listing the values.

Example:

link_keyvault_to_datasource(43, 'azure_keyvault')

When you link the data source to Azure key vault, the Service Account field on the data source General Settings

page will display a dropdown allowing Data Source Admins to select Azure key vault as the source of the service

account credentials.

12. Exit the Django shell: exit

13. Exit the Alation shell: exit

Next, log in to the Alation UI to complete the configuration in the data source settings.

5.3.4 Configuring Authentication with Azure Key Vault in Data Source Settings

Use the steps in this section to configure your data source to read the service account credentials from an Azure key

vault.

1. Log in to Alation and go to the settings page of the data source for which you’re setting up authentication with

Azure key vault.

2. Open the General Settings tab of the settings page and locate the Service Account section.

3. Select Azure Key Vault from the service account dropdown:

4. Click the Click here link next to the setting Currently saved keyvault identifier pair is. . . This will display two

input fields, Keyvault Username Id and Keyvault Password Id:
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5. As the Username Id, enter the name of the Azure key vault secret that stores the username of the database service

account.

6. As the Password Id, enter the name of the Azure key vault secret that stores the password of the database service

account.

7. Click Save. These identifiers will be used to look up the actual username and password stored in the Azure key

vault.

Now, when a Data Source Admin performs MDE, QLI, Sampling, and Profiling, Alation will read the Service Account

credentials from the Azure key vault.

5.3.5 Deactivating Integration with Azure Key Vault for a Data Source

It is possible to deactivate authentication using Azure key vault for a data source. To deactivate it, on the data source

Settings page > General Settings tab > Service Account section, select Stored Credentials from the where to read

credentials from list. This will disable the association with the key vault for this data source. When a Data Source

Admin performs the next MDE or QLI or when users run Sampling and Profiling, the authentication will use the basic

built-in authentication with the service account credentials stored on the Alation server.

Important: If you deactivate the Azure key vault connection for a data source, make sure to provide valid

service account credentials.

5.3.6 Troubleshooting

Error Use case Solution

Error verifying DB credentials Admin gets the Error verifying DB

credentials in the Service Account

section or in the Job History table

during for MDE

Check the following:

• Ensure the client ID and secret

are correct. Run update_-

existing_keyvault_-

config with all parameters

specified to ensure this is

correct

• Ensure the credentials speci-

fied actually exist in the key

vault

• Check authserver.log for

any authserver or keyvault er-

rors.

• Ensure the credentials in the

key vault are actually correct.

5.3. Integration with Azure Key Vault for Data Source Authentication 2609



Alation User Guide

5.3.7 Updating the Key Vault Connection Parameters

It is possible to update an existing Azure key vault configuration object that is identified with a unique config_name.

An Azure configuration object stores the association between the AuthService configuration object (config_name)

You can update any of the parameters of a configuration, including the value of the client secret.

To update an existing Azure key vault configuration, perform the following steps:

1. Prepare the values of these properties of the Azure key vault configuration object you are about to update.

• config_name: the configuration object name that was provided when this configuration object

was created

• tenant_id: the key vault Directory ID

• vault_url: the key vault URI

• client_id: the Application (client) ID of the application registered in Azure for the integration

with Alation

If you are updating any of them, prepare all the new values. Even if you only want to update the client

secret, you still need to pass all the existing values in the update function.

2. Prepare the new client secret value if it needs to be updated.

3. Use SSH to connect to the Alation server.

4. Enter the Alation shell:

sudo /etc/init.d/alation shell

5. Enter the Alation Django shell:

alation_django_shell

6. Run the command below to begin the configuration:

from rosemeta.one_off_scripts.azure_keyvault_utils import *

You will use the update function update_existing_keyvault_config specifying the new and existing mandatory

values. You can update the existing values and the client secret value:

• Update the configuration properties without updating the client secret value

• Update the client secret value

Update the configuration properties without updating the client secret value

Format

update_existing_keyvault_config(<config_name>, <tenant_id>, <vault_url>, <client_id>)

Important: The order of the properties cannot be changed.

2610 Chapter 5. Authentication for Extraction



Alation User Guide

Example

update_existing_keyvault_config('azure_keyvault', '784e800a-4786-4d74-9358-b1jcf312l0ff',

'https://el-keyvault-for-alation.vault.azure.net/', 'fa5eb1dc-7b67-4dc0-a608-108e878d22bd

')

This command will update the existing values of the mandatory configuration properties.

Update the client secret value

Format

update_existing_keyvault_config(<config_name>, <tenant_id>, <vault_url>, <client_id>,

update_client_secret=True)

Example

update_existing_keyvault_config('azure_keyvault', '784e800a-4786-4d74-9358-b1jcf312l0ff',

'https://el-keyvault-for-alation.vault.azure.net/', 'fa5eb1dc-7b67-4dc0-a608-108e878d22bd

', update_client_secret=True)

This command will result in a prompt to specify the new secret value without displaying it in the console.

Exit the Shell

1. Exit the Django shell: exit

2. Exit the Alation shell: exit
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Deleting a Key Vault Configuration

At this time, deleting a key vault configuration from the Alation server is not supported.
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SIX

CUSTOM DB

Custom DB is a “generic” type of data source that allows you to use a custom JDBC driver to connect to a database

from the Alation Catalog and to use the features available only with this type of source. Alation provides built-in, or

“native”, connectors to connect to a large number of database types. However, if a specific database type is not in the

out-of-the-box list, it can be added to the catalog using the Custom DB source type and a custom JDBC driver.

You can also use the Custom DB type if you want to:

• use a non-built-in custom JDBC driver with a data source you are adding to Alation

• use the functionality Alation offers for Custom DB, such as query-based metadata extraction (MDE) or file-based

query log ingestion (QLI).

Custom DB was first introduced in release V R3 (5.6.x), and each sequential release adds more functionality. Further in

this guide release numbers are called out when they are relevant to feature availability.

6.1 Add Custom Drivers

You can use both built-in or custom drivers with Custom DB. If the driver you need is not available in Alation, then

before you add your Custom DB data source, add the driver to the Alation server.

• Releases V R4 (5.8.x) - V R7 (5.12.x)

Alation recommends using Java 9-compatible drivers.

• Release 2020.3.x and newer releases

Alation recommends using Java 11-compatible drivers. However, Java 9-compatible drivers are also

expected to work.

6.1.1 Prerequisites

Before adding the driver, make sure that the following requirements are met:

1. The admin user has server-side access with the sudo privileges.

2. The custom driver is a JDBC driver implementing the JDBC interface.

3. The driver can be packaged as a single .jar file or as multiple .jar files. Alation supports loading custom drivers

from a directory. If a single driver needs to be loaded from multiple .jar files, they all can be placed in a single

directory in the Custom Driver path.

4. The .jar file includes a valid manifest file which declares the class that implements org.sql.Driver interface.

5. The .jar file is compiled for Java 9 (releases V R4 (5.8.x) - V R7 (5.12.x)) or 11 (release 2020.3.x and newer).
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Note: JDBC drivers do not always generate a clear error message stating that they cannot run in Java

9 or 11. The best way to find out which Java versions the driver is compiled for is to check the driver

documentation.

6. For Hive with Kerberos authentication added as Custom DB, to use Profiling, ensure that the JDBC driver supports

the setQueryTimeout function.

Note: If the JDBC driver does not support the setQueryTimeout function, you may see the following

error message when profiling a Kerberized Hive source:

‘java.sql.SQLFeatureNotSupportedException: [DataDirect][Hive JDBC Driver]Unsupported method:

Statement.setQueryTimeout’

Possible workaround:

Some JDBC drivers have a parameter to silently ignore the setQueryTimeout function without

throwing an exception. You can set that property accordingly to avoid this exception. For example, for

the Progress JDBC driver for Hive, this can be fixed by appending {"QueryTimeout":"-1"} to the

connection URI. After this parameter is added to the connection URI, users can run profiling without

seeing this exception.

6.1.2 Moving the Driver to Alation

Fixing the Driver Before Using it in Alation

Some custom drivers may not work properly with Alation if used out of the box. In many cases, the problems can be

solved by the driver fixer tool. The driver fixer will analyze custom drivers and fix some of the most common problems.

See Driver Fixer for information on how to use this tool.

Driver Installation

Some drivers may require installation on the server where you are going to use them. Refer to the driver documentation

for details about the installation of a specific driver. If your custom driver requires installation, first create a directory on

the Alation sever, copy the executable files to this directory and install the driver from the Alation shell. The .jar file

with the actual driver and, sometimes, the license file, should become available after you unpack the driver.

License

Some drivers may require a license. Refer to the driver documentation to find out if a license is needed to use the driver.

If yes, make sure you have the license or know which file it is if it is packaged with the driver. You will need to put the

license file alongside the driver .jar file on the Alation server.

2614 Chapter 6. Custom DB



Alation User Guide

Steps

To add a custom driver to Alation,

1. Copy the driver .jar and the license (if required) to a directory on the Alation host, for example /tmp:

scp </path/to/driver> <your_username@alation_host>:/tmp/

scp </path/to/license> <your_username@alation_host>:/tmp/

2. Use SSH to connecto to the Alation server.

3. Go to the directory /opt/alation/alation-<XXXX>/data1/site_data/custom_drivers/. <XXXX> stands for your

Alation version, for example:

cd /opt/alation/alation-5.14.0.113546/data1/site_data/custom_drivers/

4. Move the driver and the license file (if required), to this directory:

sudo cp /tmp/<driver>.jar .

sudo cp /tmp/<license>.lic .

5. Enter the Alation shell:

sudo /etc/init.d/alation shell

6. Go to the /custom_drivers directory inside the shell:

cd opt/alation/site/site_data/custom_drivers/

7. If necessary, from this location, run the driver fixer to fix the driver. Substitute <version> with the actual version

you find in the java directory.

• Releases V R4 (5.8.x) - V R7 (5.12.x)

sudo /opt/java/jdk-<version>/bin/java -jar /opt/alation/django/connector/

tools/driver-fixer-0.0.1-jar-with-dependencies.jar -i <input_file_name>.

jar -o <output_file_name>.jar

• Releases 2020.3.x and newer

sudo /opt/java/amazon-corretto-<version>-linux-x64/bin/java -jar /opt/

alation/django/connector/tools/driver-fixer-0.0.1-jar-with-dependencies.

jar -i <input_file_name>.jar -o <output_file_name>.jar

8. After the driver is fixed, change the fixed driver file ownership to alation:

sudo chown alation:alation <output_file_name>.jar

9. Remove the original driver (the input driver .jar) from the custom_drivers directory.

The fixed driver should become available in Alation. If you have the Add Data Source or the General Settings tab

open, a page refresh is required for you to see the driver in the list of drivers.

List of drivers on the Add Data Source screen:
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List of drivers on General Settings tab of a data source:
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6.1.3 Troubleshooting

If the custom driver does not show up in the driver list in Alation, this can be due to:

• Using a non-JDBC driver

• A conflicting class definition in the driver

• A licensing issue

• A class or module name not defined in the appropriate format.

To troubleshoot:

1. Check that you are using a JDBC driver.

If your driver is not a JDBC driver, the logs may not show any exceptions, but you will not see the

driver in the user interface. Alation only supports JDBC drivers.

2. Check the logs for specific driver loading-related exceptions.

Check taskserver.log at /opt/alation/site/logs/ inside the Alation shell.

3. Check the driver for Java 9 or 11 compatibility.

If you haven’t done so yet, use the driver fixer tool to fix the driver. See Driver Fixer.

4. Check if the output file is named correctly.

If you are using the driver fixer tool, make sure the output file with the fixed driver uses the required

naming convention.

5. Check if installation or a license is required.

6. Check for correct permissions.

If you are using the driver fixer, after the .jar is fixed, make sure the owner is changed to alation with

chown alation:alation <fixed-driver>.jar.

6.2 CData Drivers

Alation is partnering with CData for the driver and license distribution since a large number of Alation Custom DB

connectors use CData drivers to connect to data sources and extract metadata. This document provides information

on how to obtain a CData license from Alation and place a CData driver onto an Alation instance based on different

scenarios.

6.2.1 How to Get a CData Driver?

You can get a CData driver in three different ways described below. Alation does not provide CData licenses for POCs

and pilot deployments of the Alation Catalog. For POCs, use the trial license that can be downloaded from the CData

website together with the trial version of the driver (Scenario 1). Alation provides licenses to customers who intend to

evaluate the driver before purchase (Scenario 2) or who are willing to buy the driver from Alation (Scenario 3).
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Scenario 1

You require a CData driver for a POC or for a pilot stage review with Alation:

Steps Activity

1 Download the driver from the CData website. The driver .jar is packaged with a license file that has a

validity of 30 days.

2 Install the driver on the Alation server. Refer to Install CData Driver on the Alation Instance.

3 Once the license expires or in case of any CData driver-related issues, contact the CData team at sup-

port@cdata.in or support@cdata.com.

Scenario 2

You are an existing customer of Alation and require a CData driver for validation purposes:

Steps Activity

1 Download the driver .jar from the CData website.

2 Contact Alation Support to get the development/test RTK (runtime key). The RTK is a replacement for the

license file.

3 Install the driver on the Alation server. Refer to Install CData Driver on the Alation Instance.

4 Contact the Alation Support team if you encounter any issues with Alation functionality when using this

driver.

Scenario 3

You have decided to buy a CData driver from Alation:

Steps Activity

1 Contact Alation Support to get the driver .jar file and the production RTK.

The production RTK is valid for 90 days and this period is tracked by Alation. Alation will provide a new

production RTK once the previous one expires after 90 days. After you receive a new RTK, update it in your

Alation instance.

2 Add the driver to the directory /opt/alation/alation-<XXXX>/data1/site_data/custom_drivers/ (path outside

the Alation shell). See Add CData Driver to Alation Instance.

RTK (Runtime Key)

The runtime key (RTK) is a unique key provided by Alation as a license key to the driver. The RTK will have to be

changed for every driver version upgrade. This RTK has to be appended to the JDBC URI of the respective connectors.

Example:

mongodb://10.13.64.245:27017?RTK=444752465641454E5454F4E58064242370000
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6.2.2 Install CData Driver on the Alation Instance

Note: The following steps are applicable only to Scenario 1 and Scenario 2.

Perform the following steps to install the CData driver on the Alation instance:

1. Download the driver from the CData website.

2. Extract the following files from the driver package:

• setup.jar

• readme.txt

3. Copy the setup.jar to a directory on the Alation host, for example /tmp.

scp <path to the driver> <your_username@alation_host>:/tmp/

4. Use SSH to connect to the Alation server.

5. Go to the directory /opt/alation/alation-<XXXX>/data1/site_data/custom_drivers/. <XXXX> stands for your

alation version, for example:

cd /opt/alation/alation-5.14.0.113546/data1/site_data/custom_drivers/

6. Create a subdirectory, for example, cdata_install.

sudo mkdir cdata_install

7. Move the setup.jar to this directory:

sudo scp /tmp/setup.jar .

8. Enter the Alation shell:

sudo /etc/init.d/alation shell

9. Go to the /custom_drivers/cdata_install directory inside the shell:

cd opt/alation/site/site_data/custom_drivers/cdata_install

10. Run the driver installation command given below. Substitute <version> with the actual version you find in the

java directory of your instance. Then follow the prompts in the console and provide valid credentials to complete

the installation of the driver:

• Releases V R4 (5.8.x) - V R7 (5.12.x):

sudo /opt/java/jdk-<version>/bin/java -jar setup.jar

• Release 2020.3.x and newer releases:

sudo /opt/java/amazon-corretto-<version>-linux-x64/bin/java -jar setup.jar

11. This command installs the driver and creates a ../custom_drivers/cdata_install/lib/ subdirectory with a number

of files. You will need two of these files: the .jar with the driver and the license file:

• cdata.jdbc.<Product>.jar

• cdata.jdbc.<Product>.lic
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12. If you do not have the RTK from Alation, use the .lic file. Copy the .jar and the .lic files to the opt/alation/site/site_-

data/custom_drivers folder.

13. If you have the RTK from Alation, only copy the .jar file to the ../custom_drivers folder. You do not need to

copy the .lic file in this case.

14. Set the driver file ownership to alation.

sudo chown alation:alation <driver_file_name>.jar

15. Restart Alation:

alation_action restart_alation

16. After the restart, the driver should become visible in the list of drivers in the Alation user interface.

17. Exit the shell: exit

6.2.3 Add CData Driver to Alation Instance

Use these steps to add a CData driver to the Alation server if you have obtained the driver from Alation using Scenario

3. When you receive the CData driver .jar from Alation, the driver does not require installation.

Prerequisite

You have the CData driver cdata.jdbc.[product].jar that was provided by Alation.

Steps to Add the Driver

1. Copy the cdata.jdbc.[product].jar to a directory on the Alation host, for example, /tmp:

scp <path to the driver> <your_username@alation_host>:/tmp/

2. SSH to the Alation server:

ssh <alation_hostname>

3. Move cdata.jdbc.[product].jar to the the /opt/alation/alation-<XXXX>/data1/site_data/custom_drivers/

folder (<XXXX> stands for your Alation version).

4. Enter the Alation shell:

sudo /etc/init.d/alation shell

5. Go to the opt/alation/site/site_data/custom_drivers directory.

cd opt/alation/site/site_data/custom_drivers

6. Set the driver file ownership to alation:

sudo chown alation:alation <driver_file_name>.jar

7. Restart Alation. This makes the .jar visible in the list of drivers in the Alation user interface.
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alation_action restart_alation

8. Exit the shell: exit

6.3 Driver Fixer

Available from version V R4 (5.8.x)

6.3.1 Usage

The basic usage is:

java -jar driver-fixer-0.0.1-jar-with-dependencies.jar -i <input_file.jar> -o <output_

name.jar>

Parameters

Parameter Description

-i, --input Path to the input driver file. Required

-o, --output Path to the output file. Must be different from the input file. Required if not in dry-run mode.

--force Overwrite the output file if it already exists.

--dry_run Don’t write an output file; only check whether the input file has any problems.

-h, --help Print help information

Location

The default location of the driver fixer .jar driver-fixer-0.0.1-jar-with-dependencies.jar is in:

• /opt/alation/django/connector/tools inside the Alation shell

• /opt/alation/alation/opt/alation/django/connector/tools outside of the Alation shell.

Before running the command make sure you are in the correct location. See Path.

Path

2020.3.x and Newer

The driver fixer runs in the Java 11 runtime. Make sure the java in the path points to Java 11. Run the command from

inside the Alation shell. Substitute <version> with the actual version you find in the java directory.

sudo /opt/java/amazon-corretto-<version>-linux-x64/bin/java -jar <path to

driver-fixer-0.0.1-jar-with-dependencies.jar> -i <path to input_file.jar> -o

<path to output_name.jar>

Example:

sudo /opt/java/amazon-corretto-<version>-linux-x64/bin/java -jar /opt/alation/d

jango/connector/tools/driver-fixer-0.0.1-jar-with-dependencies.jar -i /opt/tmp/

SimbaSparkJDBC-2.6.3.1003.zip -o /opt/tmp/Fixed_SimbaSparkJDBC-2.6.3.1003.zip
(continues on next page)
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(continued from previous page)

Note that the driver fixer command can be run from outside the Alation shell too. The path to the java

directory is different inside or outside the shell:

• Inside the Alation shell: /opt/java/amazon-corretto-<version>-linux-x64/bin/java

• Outside of the Alation shell: /opt/alation/alation/opt/java/amazon-corretto-<version>-linux-

x64/bin/java

V R4 (5.8.x) - V R7 (5.12.x)

The driver fixer runs in the Java 9 runtime. Make sure the java in the path points to jdk9. Run this command from

inside the Alation shell. Substitute <version> with the actual version you find in the java directory.

sudo /opt/java/jdk-<version>/bin/java -jar <path to driver-fixer-0.0.1-jar-with-

dependencies.jar> -i <path to input_file.jar> -o <path to output_name.jar>

Example

sudo /opt/java/jdk-<version>/bin/java -jar /opt/alation/django/connector/tools/

driver-fixer-0.0.1-jar-with-dependencies.jar -i /opt/tmp/SimbaSparkJDBC-2.6.3.

1003.zip -o /opt/tmp/Fixed_SimbaSparkJDBC-2.6.3.1003.zip

Note that the driver fixer command can be run from outside the Alation shell too. The path to the java directory is

different inside or outside the shell:

• Inside the Alation shell: /opt/java/jdk-<version>/bin/java

• Outside of the Alation shell: /opt/alation/alation/opt/java/jdk-<version>/bin/java

Output Path Permissions

Make sure the current user has the write access to the output path (specified by -o). In production, you may have to

change the user to alation to write the output to /opt/alation/django/connector/tools. To switch the user:

sudo su alation

By default, the driver fixer does not overwrite an existing output file. This can be overridden using the --force

parameter. Additionally, the program makes sure that the output file is different from the input file so that it does not

overwrite the original driver.

Output File Name

The output file name must follow this pattern: dbtype-driver-<major>.<minor>.<patch>.jar.

Example: cassandra-driver-1.1.2.jar
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6.3.2 Change the Permissions

After the .jar is fixed, change the owner to alation with:

chown alation:alation <fixed-driver>.jar

6.3.3 Move the Fixed Driver to Alation

The fixed driver must be present at /opt/alation/site/site_data/custom_drivers so that it can be loaded by TaskServer

and Connector and picked up by the Alation user interface. See Move the Fixed Driver to Alation.

6.4 Add Custom DB to Alation

Before you proceed to add your Custom DB source to Alation, decide if you are going to use the following features:

• Query-based MDE (available from release V R5 (5.9.x)): ability to customize MDE by executing custom queries

to extract specific metadata types, down to the column level. Unlike query-based MDE, Alation’s regular MDE

for Custom DB will extract all schemas accessible with the service account you provided.

• View-based QLI (available from release V R4 (5.8.x)): ability to perform QLI using a view table.

• File-based QLI (available from release V R5 (5.9.x)): ability to perform QLI when query logs are stored in log4j

format on a file system.

• Custom query-based Profiling (available from release 2020.3): ability to profile individual Tables based on

custom queries.

To use any of these features, you will have to do some preparations. Query-based MDE, view-based QLI, and custom

query-based Profiling will require you to create queries for MDE and file-based QLI will require a JSON file for QLI

configuration.

Custom DB source may also support automatic MDE from your data source (full and selective) using the driver you

have selected. See Regular MDE for details.

6.4.1 Supported Authentication Methods for Custom DB

Starting with V R3 (5.6.x), Alation supports basic database authentication (username/password) for Custom DB. V R4

(5.8.x) adds Kerberos authentication, and starting with V R5 (5.9.x), Alation supports several additional authentication

methods:

• Kerberos with Keytab

• LDAP authentication

• Active Directory (AD) authentication

Authentication methods can be set up when you are adding a Custom DB source to the catalog or later, on the General

Settings page of the data source settings page.

Note: NTLM authentication for SQL Server works only with jTDS drivers in Alation. This is applicable to all versions

of SQL Server. To authenticate with NTLM, make use to select a jTDS driver in Alation.
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6.4.2 Required Information

To add a Custom DB source to the Alation catalog, you will need the following information:

• JDBC URI for the database. If using a custom driver, refer to the driver documentation for the format of the URI

for this specific driver.

• If using a custom driver, it should are added to the Alation server. See Add Custom Driver.

• Kerberos information (if using Kerberos). Kerberos authentication requires to be pre-configured on your Alation

server. Make sure it is configured. See Configuring Kerberos for Data Source Authentication.

Note: If using a custom driver, for details on the additional properties that need to be set for Kerberized

connection, refer to the JDBC driver documentation.

• Keytab (if using Kerberos with keytab)

• Service account credentials for Alation to connect to your database. This service account should have enough

privileges for establishing the connection with the help of the selected driver.

Note: Alation will use the following methods of the JDBC driver:

– getSchemas

– getTables

– getColumns

– getExportedKeys

– getPrimaryKeys

– getIndexInfo

– getTableType

– getSearchStringEscape

– supportsCatalogsInTableDefinitions

– getFunctions

– getFunctionColumns

– getProcedureColumns

The database service account should be able to access and execute these methods.

6.4.3 Steps in Alation

This requires the role of the Server Admin.

1. In Alation, go to Sources and on the upper-right, click Add then Data Source to open the Add Data Source

wizard:
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2. On the Add Data Source wizard, select Custom DB as the Database Type:

3. Enter the JDBC URI for the database without the JDBC tag at the beginning. For example:

datadirect:mongodb://10.11.21.27:27017;DatabaseName=admin; Note that the format of the parame-

ters in the URI will depend on the JDBC driver you are using. Refer to the driver documentation for information

about the format of parameters accepted by this driver.

4. Select a driver from the Select Driver drop-down list. If you previously added a custom driver, it should be

available in this list for selection.

Note: Make sure to select the correct driver. Built-in drivers available by default in the Select Driver

drop-down list may not be able to support the type of authentication that you want to use. In this case you

will need to use a custom driver that can support the required authentication method.

5. (Available from release V R5 (5.9.x)), if you want to use any additional driver properties, refer to the View

Properties Help guide for reference and find the parameter that needs to be specified. Parameters can be used to

set up AD or LDAP authentication. Provide the required properties in the Properties field:
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Note: The View Properties Help is a guide which shows the list of all accepted JDBC driver properties

that can be used when connecting to the database. This Help is available on the Add a Data Source Wizard

and the General Settings tab too. Based on the choice of the driver, it will display the parameters accepted

by the selected driver.

The View Properties Help has the following information:

• Name of the property: Example: loglevel

• Choices for the property. Example: 0,1,2.

• Description: Short description of the property.

Also see Properties Help Error Messages.

For example, if you want to set up LDAP or AD authentication, use the View Properties Help for reference

and find the parameter that needs to be specified to enable LDAP or AD authentication:
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Provide the required properties in the Properties field:

Note: For Teradata database type to be added as a Custom DB, ensure that you add the

LOGMECH=LDAP parameter for LDAP authentication in the URI. Example URI is as follows:

teradata://10.11.21.228/DBS_PORT=1025,COP=OFF,CHARSET=UTF8,LOGMECH=LDAP

6. If you want to authenticate with Kerberos, select the checkbox Use Kerberos. You can also enable Kerberos

later on the General Settings tab of the data source Settings. If you are going to use keytabs, you will be able to

upload your keytab later when you complete the configuration on the General Settings tab.

Note: Oracle data sources require an additional parameter for connecting using Kerberos: {“ora-

cle.net.authentication_services”: “(KERBEROS5)”}

7. Provide the Title, Description, and Privacy information in the Catalog section and click Save and Continue.

8. The Set Up a Service Account screen of the wizard will open. Provide the service account information and click

Save and Continue.

9. The Configure Your Data Source step of the wizard will open. Click Skip This Step. The data source Settings
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page will open.

You can now complete the configuration of your source by providing information on each tab of the Settings page.

Properties Help Error Messages

The View Properties Help will display an error message if for some reason the properties supported by the driver

cannot be retrieved:

1. Unable to retrieve properties. Check the URI and try again this error occurs when you enter the URI in

an incorrect format. To resolve this error, enter the correct URI format: make sure that the parameters in

the URI are using the format accepted by this specific driver. For the same database type, different JDBC

drivers may accept different parameters for the same functionality. For example: SSL=true; or isSSL=true; or

encryptionMethod=SSL. Refer to the driver documentation as to the correct parameter format. Also check that

the URI does not include the JDBC prefix at the beginning. For example: datadirect:mongodb://10.11.21.

27:27017;DatabaseName=admin;

2. Selected JDBC driver has not returned any properties this message appears when the selected driver does not

return any driver properties. To find out which properties apply, refer to the driver documentation.

3. Unable to retrieve properties. Connection issue this message appears when there is an issue with the Taskserver.

To resolve this error, check if the Taskserver is running. Restart the Taskserver and try again.

6.4.4 Completing the Configuration

Access

On the Access tab, you can configure the access properties of the data source. See the Access Tab.

General Settings

On the General Settings tab, provide the general parameters for your data source. See below for details on connection

properties and authentication setup.
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Network Connection

Under Network Connection, you can:

• Edit the data source URI

• Select a different driver

• Provide additional properties for the URI in the Properties field (V R5 (5.9.x) and above).

Note: This includes the parameters required for LDAP and AD authentication. Click the View

Properties Help to view the parameters supported by the driver. After you have specified the parameters

in the Properties field, click Save to save the input.

• Test the connection to the database: click Test to validate that the connection can be established. During the

test Alation will parse the URI to get the hostname and do a DNS lookup of the host validating that the server is

visible to the driver. Network connection test does not check that all the data source properties are configured

correctly. Connection test will fail if Alation cannot reach the host, the hostname is incorrect, or if the URI could

not be parsed to get the hostname.

Kerberos Settings

Under Kerberos Settings, enable or disable Kerberos authentication by selecting or clearing the Enable Kerberos

Authentication checkbox.

When Kerberos authentication is enabled, you will see Use Keytab checkbox under the Service Account section. If you

want to use keytabs, select this checkbox to enable keytab authentication then upload your keytab using the Upload

keytab link.
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Service Account

Under Service Account, you can change the service account information and enable the use of keytabs.

To enable Kerberos with Keytab authentication, select the Use Keytab checkbox then click Upload Keytab to upload

the keytab for the service account you are using.

Test Service Account

Click Test in the Service Account section to test if Alation can establish a connection to the database using the provided

URI, the service account credentials and connection properties. If this test succeeds, Alation can connect to the database

and you can proceed to performing MDE, QLI, Profiling, and using Compose.

The result of the Profiling job is logged in the Job History table at the bottom of the page. Detailed log for the Data

Profiling job can be found in the taskserver.log file (/opt/alation/site/logs accessed from the Alation shell).

User Impersonation

Available from 2020.3.7

Enable the User Impersonation toggle On to use the keytab authentication for compose. Make sure you add the

compose user details in the keytab uploaded and password.

2630 Chapter 6. Custom DB



Alation User Guide

Custom Settings

Available from 2020.3

The Custom Settings tab allows you to define:

• Catalog Object Definition for MDE

• Limit Query Template for Profiling

Please see these respective sections for details.

Continue to Metadata Extraction From Custom DB.

Concurrent Queries

Available from 2020.3.7

Enable the Enable Concurrent Queries checkbox to run concurrent queries in Compose. By default Compose does

not allow to run concurrent queries. This feature will work only if your data source supports concurrent queries.

6.5 Metadata Extraction From Custom DB

Custom DB supports regular MDE (both full and selective) and query-based MDE.
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6.5.1 Regular MDE

Regular MDE can be used if you do not want to customize extraction from this source. Alation will try to fetch all the

metadata it can access with the service account you provided using the driver selected in General Settings.

Before performing regular MDE, consider setting the Catalog Object Definition for your data source on the Custom

Settings tab of the Settings page (available from version 2020.3). Catalog Object Definition is an optional setting and is

not required to be configured if the driver-based methods correctly determine the object definition for your data source.

Note: The Catalog Object Definition setting only applies to regular MDE and does not impact custom query-based

type of extraction. Query-based MDE depends only on the custom queries.

If the catalog object definition determined based on the driver methods is not correct for your data source, then you

can explicitly choose an option on the Settings > Custom Settings tab.

6.5.2 Set the Catalog Object Definition

Available from 2020.3

Select a Catalog Object Definition that applies to your database type to ensure that Alation does not depend on

driver-specific methods to determine if the connected data source follows the single part or multipart database object

definition:

To select an option, click the appropriate radio button under Custom Settings > Catalog Object Definition. The

selected option will be used to represent objects in the Catalog during the next metadata extraction:

• Catalog.Schema.Table: choose this format if your data source uses such object hierarchy as Database/Catalog >

Schema > Tables

• Schema.Table: choose this format if your data source uses such hierarchy as Schema > Tables
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• Catalog.Table: choose this format if the hierarchy is Catalog > Tables. This format is not widely used and needed

only if your system tables store the catalog information in the TABLE_CAT field and the TABLE_SCHEM

field is empty.

Important: When set, the Catalog Object Definition cannot be cleared. The data source is expected to fall into one of

the three categories, and the right format has to be selected.

Test the Selected Format

After selecting an option, check if the selected format is correct for the data source. Go to the Metadata Extraction tab

and under Selective Extraction, click the Refresh button. You should see the list of schemas in the expected format in

the Schemas list.

The Catalog Object Definition-related logs are captured in the alation-info.log during MDE. In the UI, the selected

format is captured in the Job History table when MDE is progress.

Change the Catalog Object Definition After MDE

You can set or change the Catalog Object Definition after performing MDE; however, this may have implications for

the existing catalog objects, such as articles and tags that reference objects extracted with the previously set Object

Definition. Re-running MDE with the new Object Definition also has an impact on query history and lineage generated

before it was rerun as the objects extracted with different Catalog Object Definitions are considered as different objects

by Alation.

To change the Catalog Object Definition,

1. Open Settings > Custom Settings and select an option under the Catalog Object Definition section.

2. Go to the Metadata Extraction tab.

3. Under Selective Extraction, select the option Remove schemas from the catalog not captured by the lists

below and rerun MDE to extract the metadata with the newly selected Object Definition. All objects extracted

with the previous format will be cleared from the catalog.

4. Update any existing tags or articles that reference the objects in the previous format with references to the objects

with the new format. Alation considers the objects extracted with different Catalog Object Definitions as different

objects and does not update the references automatically.

6.5. Metadata Extraction From Custom DB 2633



Alation User Guide

6.5.3 Perform MDE

To perform regular MDE,

1. On the Metadata Extraction tab, click Fetch from DB Now. Alation will fetch schemas from your data source:

2. You can now extract the metadata for all the schemas that Alation fetched (full extraction) or you can specify the

schemas to be extracted from the list of fetched schemas (selective extraction). To perform full extraction, click

Launch Job. To perform selective extraction, first select the schemas you want to extract, click Launch Job:

Your MDE job will be queued. You can monitor the job status in the Job History table at the bottom of the page:
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After MDE is completed, you should be able to see the extracted metadata in your Alation catalog.

6.5.4 Query-Based MDE

Starting with release V R5 (5.9.x), Alation supports query-based metadata extraction from Custom DB. This feature

allows you to customize metadata extraction from the source down to the level of specific metadata types, such as tables,

columns, views, and some other.

To use this feature, you will need to write several custom queries to extract the metadata. Alation expects that these

queries conform to a specific structure and use the expected reserved identifiers.

See Guidelines for Creating Custom Queries for MDE.

When you have the queries, you can configure query-based MDE in Alation:

1. Open the Metadata Extraction tab of your Custom DB source Settings page and under Enter Custom Query

for Metadata Extraction, select the checkbox Enable custom query-based extraction. This will reveal input

fields for your custom queries:
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2. You will see the list of metadata types available from extraction. These are:

• Schema

• Table

• Column

• View

• Primary Key

• Foreign Key

• Index

• Partition

• Function

• Synonym

The first three, Schema, Table, and Column, are mandatory and pre-selected. You can select other (op-

tional) metadata types to additionally extract them too. As you select the checkboxes, the corresponding

input fields will appear on the page.
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3. Add your queries into the corresponding query input boxes.

4. After entering a query, click Preview under the query field to see a preview of the result set. This will validate the

syntax and show errors if the syntax is not as expected by Alation. Refer to Troubleshooting Query-Based MDE

for details about potential error messages. If the query is valid, the preview will show two random rows from your

database that match the result columns included in the query:

5. Click Save Queries to store the queries that you have entered or modified.

Note: When you want to remove a saved query or un-select a metadata type, remove the query that

you have entered and clear the metadata type checkbox. Click Save Queries to apply the change.

6. If MDE is performed for the first time, click Fetch from DB Now to fetch the metadata then click Launch Job

Now to perform extraction. If MDE is performed previously, the button will be called Relaunch Job:

Selective extraction will not be available when you opt for query-based extraction. However, users can perform selective

extraction by adding a filter condition to the query.

Example (MySQL):

SELECT

null AS `CATALOG`,
(continues on next page)
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(continued from previous page)

table_schema AS `SCHEMA`,

table_name AS `TABLE`,

CASE WHEN table_type = 'BASE TABLE' THEN 'TABLE' ELSE 'VIEW' END AS 'TABLE_

TYPE',

table_comment AS REMARKS

FROM information_schema.tables

WHERE

table_schema = 'FDA' AND table_name NOT IN ('drug_packaging')

6.5.5 Scheduling MDE

After you have successfully performed MDE, you can set this process to run on an automatic schedule. By default,

automated MDE is disabled. If you enable it, Alation will schedule a background job to periodically fetch the metadata

to keep the catalog representation of your source database up to date. You can schedule this job according to how

frequently the database changes its structure.

To schedule MDE,

1. On the Metadata Extraction tab, on top, find section Automated Extraction and clear the checkbox Disable

automatic extraction. This will reveal the controls for scheduling the extraction process:

2. Specify a schedule for MDE using the day/time fields. Click a field to open the list of values and select a value for

each field. When a schedule is set, Alation will perform MDE automatically at the specified time.

2638 Chapter 6. Custom DB



Alation User Guide

6.5.6 Disabling Bulk Extraction

By default, Disable Bulk Extraction parameter is off as Alation attempts to extract the metadata for the selected

schemas in bulk. If the default MDE job fails with the error Error serializing dbobjects: Error iterating

over ResultSet, you can rerun it with the Disabling Bulk Extraction option enabled.

If Disabling Bulk Extraction is on, Alation tries to fetch metadata for each table individually relying on the JDBC

driver methods to return metadata for individual objects. This alternative may be characterized by slower performance

but is more failure-resistant.

Note: The Error serializing dbobjects: Error iterating over the ResultSet can be caused by the

driver API not functioning as expected.
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6.6 Guidelines for Creating Queries for MDE

6.6.1 Query Structure

During MDE, Alation will query the system catalog tables of your database to retrieve the metadata. Find out which

tables in your database have the metadata types you want to extract. The queries you will write will use your database

type-specific syntax, but they all must include the required result set columns expected by Alation. These result set

columns are mandatory. If a required column is not relevant to your data source, it still should be included in the query

with the null value. Not including the required columns into a query will produce an error when you try to save the

query.

For specific database types, the mandatory result set column names, such as CATALOG or SCHEMA may be part of

reserved keywords. Use the appropriate escape characters to enclose the result set columns.

Example

For Oracle data sources, the result set column names should be escaped in double quotes:

SELECT '' AS "CATALOG",

USERNAME AS "SCHEMA"

FROM SYS.ALL_USERS;

For MySQL, you can escape with backquotes :

SELECT

catalog_name AS `CATALOG`,

schema_name AS `SCHEMA`

FROM information_schema.schemata

WHERE schema_name NOT IN ('information_schema');

See the tables below for the list of required result set columns for each metadata type that can be extracted and for the

skeleton structure of the queries. For more examples, see Example Queries for Query-Based MDE.

Note: Some data sources, for example, DB2, do not have a “Catalog” concept. In such cases, an empty string '' will

work.

In “Query Structure” sections below, such entities as <CATALOG> or <sys_schema.table> represent the columns in the

system catalog tables that store the corresponding metadata or your query-specific data objects.

6.6.2 SCHEMA

Result Set Column (Mandatory) Description Data type

CATALOG Name of the column that stores the required catalog String

SCHEMA Name of the column that stores schema names String
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Query Structure

SELECT <CATALOG> AS CATALOG

<SCHEMA> AS SCHEMA

FROM <sys_schema.table> WHERE <clause> ORDER BY <clause>;

Example (MySQL)

SELECT

catalog_name AS `CATALOG`,

schema_name AS `SCHEMA`

FROM information_schema.schemata

WHERE schema_name NOT IN ('information_schema', 'performance_schema', 'mysql', 'innodb

', 'sys');

6.6.3 TABLE

Result Set Column (Mandatory) Description Data type

CATALOG Name of the column that stores the required catalog String

SCHEMA Name of the column that stores schema names String

TABLE Name of the column that stores table names String

TABLE_TYPE Table type (Expected values are “TABLE” or “VIEW”)) String

REMARKS Description/Remarks String

Query Structure

SELECT <CATALOG> AS CATALOG,

<SCHEMA> AS SCHEMA,

<TABNAME> AS TABLE,

<TABTYPE> AS TABLE_TYPE,

<REMARKS> AS REMARKS

FROM <sys_schema.table> WHERE <clause> ORDER BY <clause>;

Example (MySQL)

SELECT

table_catalog AS `CATALOG`,

table_schema AS `SCHEMA`,

table_name AS `TABLE`,

CASE WHEN table_type = 'BASE TABLE' THEN `TABLE` ELSE `VIEW` END AS TABLE_TYPE,

table_comment AS REMARKS

FROM information_schema.tables

WHERE table_schema NOT IN ('information_schema' , 'performance_schema' , 'mysql' ,

'innodb' , 'sys');
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6.6.4 COLUMN

Result Set Column (Mandatory) Description Data type

CATALOG Name of the column that stores the required catalog String

SCHEMA Name of the column that stores schema names String

TABLE Name of the column that stores table names String

COLUMN Name of the column that stores column names String

TYPE_NAME Name of the column that stores the column type String

DATA_TYPE Name of the column that stores the column data type; String

ORDINAL_POSITION Position of the column in the table String

IS_NULLABLE Column can/cannot have null values Boolean

COLUMN_DEF Name of the column that stores table String

REMARKS Description/Remarks String

Query Structure

SELECT <CATALOG> AS CATALOG,

<SCHEMA> AS SCHEMA,

<TABNAME> AS TABLE,

<COLNAME> AS COLUMN,

<TYPENAME> AS TYPE_NAME,

<TYPENAME> AS DATA_TYPE,

<COLNUM> AS ORDINAL_POSITION,

<NULLS> AS IS_NULLABLE,

<DEFAULT> AS COLUMN_DEF,

<REMARKS> AS REMARKS

FROM <sys_schema.table> WHERE <clause> ORDER BY <clause>;

Example (MySQL)

SELECT

null AS `CATALOG`,

c.table_schema AS `SCHEMA`,

c.table_name AS `TABLE`,

c.column_name AS `COLUMN`,

c.data_type AS 'DATA_TYPE',

c.column_type AS 'TYPE_NAME',

c.is_nullable AS 'IS_NULLABLE',

c.ordinal_position AS 'ORDINAL_POSITION',

c.column_default AS 'COLUMN_DEF',

c.column_comment AS REMARKS

FROM information_schema.columns AS c, information_schema.tables AS t

WHERE

c.table_schema = t.table_schema AND c.table_name = t.table_name AND c.table_schema

NOT IN ('information_schema', 'performance_schema', 'mysql', 'innodb', 'sys')
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6.6.5 PRIMARY KEY

Result Set Column (Mandatory) Description Data type

CATALOG Name of the column that stores the required catalog String

SCHEMA Name of the column that stores schema names String

TABLE Name of the column that stores table names String

PK_NAME Name of the primary key constraint String

PK_COLUMN Column name of the primary key field String

ORDINAL_POSITION Position of the primary key column in the table String

Query Structure

SELECT <CATALOG> AS CATALOG,

<SCHEMA> AS SCHEMA,

<TABNAME> AS TABLE,

<PK_COLUMN> AS PK_COLUMN,

<PK_NAME> AS PK_NAME,

<KEY_SEQ> AS ORDINAL_POSITION

FROM <sys_schema.table> WHERE <clause> ORDER BY <clause>;

Example (MySQL)

SELECT

'' AS CATALOG,

k.table_schema AS 'SCHEMA',

k.table_name AS 'TABLE',

k.ordinal_position AS 'ORDINAL_POSITION',

k.constraint_name AS 'PK_NAME',

k.column_name AS 'PK_COLUMN'

FROM information_schema.table_constraints t

JOIN information_schema.key_column_usage k

USING(constraint_name,table_schema,table_name)

WHERE t.constraint_type='PRIMARY KEY'

6.6.6 FOREIGN KEY

Result Set Column (Mandatory) Description Data type

CATALOG Name of the column that stores the required catalog String

SCHEMA Name of the column that stores schema names String

TABLE Name of the column that stores table names String

PK_CATALOG Catalog of the referenced primary key String

PK_SCHEMA Schema of the referenced primary key String

PK_TABLE Table of the referenced primary key String

PK_COLUMN Column of the referenced primary key String

PK_NAME Name of the primary key constraint String

FK_NAME Name of the foreign key constraint String

FK_COLUMN Column name of the foreign key field String
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Query Structure

SELECT <CATALOG> AS CATALOG,

<SCHEMA> AS SCHEMA,

<TABNAME> AS TABLE,

<FK_COLUMN> AS FK_COLUMN,

<PK_CATALOG> AS PK_CATALOG,

<PK_SCHEMA> AS PK_SCHEMA,

<PK_TABNAME> AS PK_TABLE,

<PK_COLUMN> AS PK_COLUMN,

<PK_NAME> AS PK_NAME,

<FK_NAME> AS FK_NAME

FROM <sys_schema.table> WHERE <clause> ORDER BY <clause>;

Example (MySQL)

SELECT

'' AS CATALOG,

t.table_schema AS 'SCHEMA',

k.table_name AS 'TABLE',

k.ordinal_position AS 'ORDINAL_POSITION',

k.CONSTRAINT_NAME AS 'FK_NAME',

k.column_name as 'FK_COLUMN',

'' AS 'PK_CATALOG',

k.REFERENCED_TABLE_SCHEMA AS 'PK_SCHEMA',

k.REFERENCED_TABLE_NAME AS 'PK_TABLE',

'PRIMARY' AS 'PK_NAME',

k.REFERENCED_COLUMN_NAME AS 'PK_COLUMN'

FROM information_schema.table_constraints t

JOIN information_schema.key_column_usage k

USING(constraint_name,table_schema,table_name)

WHERE t.constraint_type='FOREIGN KEY'

6.6.7 INDEX

Result Set Column (Mandatory) Description Data type

CATALOG Name of the column that stores the required catalog String

SCHEMA Name of the column that stores schema names String

TABLE Name of the column that stores table names String

INDEX_NAME Name of the column that stores index names String

COLUMN Name of the column that stores column names String

TYPE Index Type String

ORDINAL_POSITION Position of the index column in the table Integer

ASC_OR_DESC Ascending or Descending order String

FILTER_CONDITION Filter condition used on the index String
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Query Structure

SELECT <CATALOG> AS CATALOG,

<SCHEMA> AS SCHEMA,

<TABNAME> AS TABLE,

<COLNAME> AS COLUMN,

<INDEXNAME> AS INDEX_NAME,

<INDEXTYPE> AS INDEX_TYPE,

<KEY_SEQ> AS ORDINAL_POSITION,

<ASC_OR_DESC> AS ASC_OR_DESC,

<FILTER> AS FILTER_CONDITION

FROM <sys_schema.table> WHERE <clause> ORDER BY <clause>;

Example

SELECT

'' AS `CATALOG`,

table_schema AS `SCHEMA`,

table_name AS `TABLE`,

index_name AS 'INDEX_NAME',

index_type AS 'TYPE',

column_name AS 'COLUMN',

'' AS 'FILTER_CONDITION',

seq_in_index AS 'ORDINAL_POSITION',

collation AS 'ASC_OR_DESC'

FROM information_schema.statistics

WHERE table_schema NOT IN ('information_schema' , 'performance_schema' , 'mysql',

'innodb' , 'sys')

6.6.8 VIEW

Result Set Column (Mandatory) Description Data type

CATALOG Name of the column that stores the required catalog String

SCHEMA Name of the column that stores schema names String

VIEW_NAME Name of the column that stores view names String

VIEW_CREATE_STATEMENT Statement used to create the view String

Query Structure

SELECT <CATALOG> AS CATALOG,

<SCHEMA> AS SCHEMA,

<VIEW_NAME> AS VIEW_NAME,

<VIEW_SQL> AS VIEW_CREATE_STATEMENT

FROM <sys_schema.table> WHERE <clause> ORDER BY <clause>;

Example (MySQL)
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SELECT

null AS `CATALOG`,

table_schema AS `SCHEMA`,

table_name AS 'VIEW_NAME',

view_definition AS 'VIEW_CREATE_STATEMENT'

FROM information_schema.views

WHERE table_schema NOT IN ('information_schema' , 'performance_schema' , 'mysql',

'innodb' , 'sys')

6.6.9 FUNCTION

Result Set Column (Mandatory) Description Data type

CATALOG Name of the column that stores the required catalog String

SCHEMA Name of the column that stores schema names String

FUNCTION_NAME Name of the column that stores function names String

SPECIFIC_NAME Specific Name String

REMARKS Definition of the function String

Query Structure

SELECT <CATALOG> AS CATALOG,

<SCHEMA> AS SCHEMA,

<FUNCTION_NAME> AS FUNCTION_NAME,

<SPECIFIC_NAME> AS SPECIFIC_NAME,

<REMARKS> AS REMARKS

FROM <sys_schema.table> WHERE <clause> ORDER BY <clause>;

Example (MySQL)

SELECT

'' AS `CATALOG`,

routine_schema AS `SCHEMA`,

routine_type AS 'FUNCTION_TYPE',

routine_name AS 'FUNCTION_NAME',

specific_name AS 'SPECIFIC_NAME',

routine_definition AS 'REMARKS'

FROM information_schema.routines

WHERE routine_schema NOT IN ('information_schema' , 'performance_schema' , 'mysql',

'innodb' , 'sys')
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6.6.10 PARTITION

Result Set Column (Mandatory) Description Data type

CATALOG Name of the column that stores the required catalog String

SCHEMA Name of the column that stores schema names String

TABLE Name of the column that stores table names String

PARTITION_NAME Name of the Partition String

PARTITION_ORDINAL_POSITION Position of the partition column in the table Integer

PARTITION_DESCRIPTION Partition constraint texts String

Query Structure

SELECT <CATALOG> AS CATALOG,

<SCHEMA> AS SCHEMA,

<TABNAME> AS TABLE,

<PART_NAME> AS PARTITION_NAME,

<PART_POSITION> AS PARTITION_ORDINAL_POSITION,

<PART_DESCRIPTION> AS PARTITION_DESCRIPTION

FROM <sys_schema.table> WHERE <clause> ORDER BY <clause>;

Example (MySQL)

SELECT

'' AS `CATALOG`,

table_schema AS `SCHEMA`,

table_name AS `TABLE`,

partition_name AS 'PARTITION_NAME',

partition_ordinal_position AS 'PARTITION_ORDINAL_POSITION',

partition_expression AS 'PARTITION_DESCRIPTION'

FROM information_schema.partitions

WHERE table_schema NOT IN ('information_schema' , 'performance_schema' , 'mysql',

'innodb' , 'sys')
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6.6.11 SYNONYMS

Result Set Column (Manda-
tory)

Description Data
type

CATALOG Name of the column that stores the required catalog String

SCHEMA Name of the column that stores schema names String

TABLE Name of the column that stores table names String

SYNONYM_NAME Name of the column that stores synonym names String

BASE_OBJ_CATALOG Name of the column that stores the required catalog of the synonym’s

base object

String

BASE_OBJ_SCHEMA Name of the column that stores the schema of the base object of the

synonym

String

BASE_OBJ_NAME Name of the column that stores the name of the base object of the

synonym

String

BASE_OBJ_LINK Name of the column that stores the remote link of the base object of

the synonym

String

Query Structure

SELECT <CATALOG> AS CATALOG,

<SYNONYM_NAME> AS SYNONYM_NAME,

<SYNONYM_OWNER> AS OWNER,

<BASE_OBJ_OWNER> AS BASE_OBJECT_OWNER,

<BASE_OBJ_NAME> AS BASE_OBJECT_NAME

FROM <sys_schema.table> WHERE <clause> ORDER BY <clause>;

Example (Oracle)

SELECT '' AS "CATALOG",

OWNER AS "SCHEMA",

SYNONYM_NAME AS "SYNONYM_NAME",

'' AS "BASE_OBJ_CATALOG",

TABLE_OWNER AS "BASE_OBJ_SCHEMA",

TABLE_NAME AS "BASE_OBJ_NAME",

'' AS "BASE_OBJ_LINK"

FROM ALL_SYNONYMS

WHERE OWNER = 'PUBLIC'
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6.6.12 Troubleshooting Query-Based MDE

Error Message Solution

Mandatory columns missing from result

set: <list of columns missing from the

query result set>

Add all the mandatory columns as described in the guidelines section.

Remember that NULL values may be acceptable but omitting a manda-

tory column is not.

Unable to show preview. Enter a valid

query.

Debug your query in Compose and click Preview again to view the

result set.

Query-based extraction is on, but no cus-

tom queries saved.

This error occurs when you forget to click the Save Queries button. If

you do not save the queries first, the metadata will not be extracted.

Unable to save queries. Enter a valid query

to extract.

Ensure that you do not leave the query textbox blank. Enter a valid

query.

Enter a valid query. SQL Exception: “<Ex-

ception text>”

SQL exceptions may depend on the choice of the JDBC driver you are

using. Ensure that you enter an appropriate query.

No result set found for the query entered.

Check your filter conditions.

Debug your query in Compose checking the filter conditions and make

sure it shows the expected output.

6.7 Sampling and Profiling

6.7.1 Sampling

Sampling is a data source operation that selects a sample of 10,000 rows from each table in the database to give catalog

users a quick preview of the data content on the Table and Column catalog pages.

For Custom DB, Alation supports table Sampling based on default or custom queries:

• Default query-based Sampling runs a default SELECT query against all tables selected for the Sampling

operation:

• Custom query-based Sampling is supported for Tables from release 2020.3. It allows overriding the default

query with a custom query for individual Table objects.

The Sampling operation is available by default. To take advantage of deeper Column Profiling, enable Profiling V2

(available from 2020.3). See Profiling V2.

To add a sample of a Table or Column to the catalog:

1. Configure Sampling in the data source Settings page: Configure Sampling

2. Run bulk-sampling of multiple Tables from the Settings: Data Profiling/Sampling

3. Run Sampling for individual Tables and Columns on their respective catalog pages.

Configure Sampling

On the Custom DB Settings page, parameters for Sampling can be found on 3 of the Settings tabs:

• Per-Object Parameters

Define parameters for Sampling on the level of specific objects:

– select specific Tables to be sampled;

– define if views should be skipped during profiling;

– define the number of sample rows or sample values to be stored in the catalog;
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– specify a custom query to sample individual Tables.

• Custom Settings

– Specify a Limit Query Template (available from release 2020.3) to limit the sample size.

• Data Profiling/Sampling

Note: In releases before 2021.1, this tab is named Data Profiling.

From release 2021.1, this tab is named Data Sampling.

– Set the number of tables to sample in each schema and launch the Sampling job. The Sampling

job triggered from the Data Profiling/Sampling tab samples multiple objects at once.

• Sampling of individual Tables and Columns

Individual Table samples can be run on the Samples tab of a Table object catalog page. Individual

Columns profiles can be run on the Overview tab of a Column object catalog page.

Depending on the configuration you wish to apply, you may need to modify settings on all three tabs before launching

the Sampling job:

1. Start with setting the Limit Query Template on the Custom Settings tab.

2. Then specify parameters on the Per-Objects Parameters tab: select specific objects to profile and add custom

queries for sampling individual Tables.

3. And lastly, move to the Data Profiling or Data Sampling tab: schedule the Sampling job, select the number of

Tables, and perform on-demand of multiple objects.

6.7.2 Profiling V2

Column Profiling is a data source operation that retrieves a data sample based on the default or custom query and performs

statistical calculations on this sample. Column Profiling results can be represented on the Frequency Distribution

chart for a Column.

Column Profiling and its additional features can be enabled using alation_conf and the dedicated feature flags:

• alation.feature_flags.enable_profiling_v2

– Default: False

– Available from version: 2020.3

– Description: Enables the Profiling V2 feature (Column Profiling for Custom DB)

– Requires a restart: after changing the value, restart Alation Supervisor with alation_supervisor

restart all

• alation.profiling.v2.distribution.show_distribution_chart

– Default: False

– Available from version: 2021.1

– Description: Enables the display of the Frequency Distribution chart on the catalog pages of Column objects

• alation.profiling.v2.distribution.max_unbatched_values

– Default: 200

– Available from version: 2021.1
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– Description: Sets the min number of unique values in a column for Alation to begin to group ranges of

values for the Frequency Distribution chart

• alation.profiling.v2.distribution.batch_count

– Default: 50

– Available from version: 2021.1

– Description: sets the number of ranges to be displayed on the Frequency Distribution chart

Configure Profiling

When Profiling V2 is turned on, there will be additional configuration options for Column Profiling in the Custom DB

Settings:

• Per-Object Parameters

– Ability to specify custom queries for profiling individual Columns

• Custom Settings

– Ability to customize the default profiling queries for all Columns (available from release 2020.4)

6.7.3 Custom Settings

Custom Settings > Limit Query Template

Available from release 2020.3

By default, when sampling tables in the Custom DB source type, Alation attempts to read all rows in a table and then

truncate the result to 10,000. This operation can put an excessive load on the database when sampled tables contain tens

or hundreds of thousands of rows or more. To limit the number of sampled rows to 10,000 from the start, you can write

and apply a Limit Query Template.

The Limit Query Template limits the number of rows that Alation extracts from the database for Table Sampling.

Instead of extracting all and then truncating the results to 10,000, Alation will extract 10,000 rows only.

The Limit Query Template must observe the SQL conventions of the database you are creating it for. On the functional

level, it is a templatized version of the SELECT statement with the LIMIT or equivalent clause.

To write a Limit Query Template, represent the SELECT statement with LIMIT (or its equivalent) as a template that

includes the following 4 keywords:

• COLUMNS: placeholder keyword for column names in the SELECT statement

• TABLE_NAME: placeholder keyword for the table name in the SELECT statement

• FILTER_CLAUSES: placeholder keyword for the SQL filter clause

• ROW_SIZE: placeholder keyword for the LIMIT value.

The 4 keywords are expected by Alation and are required to be present in the template.

Examples:

• Database systems which support LIMIT (e.g. Databricks Azure, Denodo):

SELECT COLUMNS FROM TABLE_NAME FILTER_CLAUSES LIMIT ROW_SIZE

• Database systems which support SELECT TOP (e.g. SQL Server):
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SELECT TOP ROW_SIZE COLUMNS FROM TABLE_NAME FILTER_CLAUSES

• Database systems which support FETCH FIRST <N> ROWS ONLY (e.g. DB2)

SELECT COLUMNS FROM TABLE_NAME FILTER_CLAUSES FETCH FIRST ROW_SIZE ROWS ONLY

• Database systems which support ROWNUM (e.g. Oracle):

SELECT * FROM ( SELECT COLUMNS FROM TABLE_NAME FILTER_CLAUSES ) WHERE ROWNUM

<= ROW_SIZE

Save the template after specifying it in the field:

Test the Limit Query Template

It is recommended to test your Limit Query Template on one object before you run Profiling on multiple objects. To

test, save the Limit Query Template on the Custom Settings tab and run Profiling for one specific object first. You can

monitor the process by tailing the taskserver.log from the Alation shell:

sudo /etc/init.d/alation shell

tail -f /opt/alation/site/logs/taskserver.log

The log output will include the errors that may occur if the query is incorrect. If the template is correct and applies

without issues, the taskserver.log will contain the SELECT statement with the applied limit of 10,000 rows, for example:

{"@timestamp":"2020-06-18T07:25:43.591Z","source_host":"known-griffon.alation-test.com",

"file":"CustomDBTableProfiler.java","method":"getProfileQuery","level":"INFO","line_

number":"61",

"thread_name":"pool-424-thread-1","@version":1,"logger_name":"alation.profiler.

CustomDBTableProfiler",

"message":"Profiling test_automation_schema_withdifftabletypes.deltatablemarks table with

query :

SELECT school_id,s_id,score,status FROM test_automation_schema_withdifftabletypes.

deltatablemarks

LIMIT 10001","class":"alation.profiler.CustomDBTableProfiler","mdc":{}}

{"@timestamp":"2020-06-18T07:25:43.592Z","source_host":"known-griffon.alation-test.com",

"file":"TableProfiler.java","method":"getProfileKrb","level":"INFO","line_number":"533",

"thread_name":"pool-424-thread-1","@version":1,"logger_name":"alation.profiler.

TableProfiler",

(continues on next page)
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(continued from previous page)

"message":"test_automation_schema_withdifftabletypes.deltatablemarks being profiled with

query:

SELECT school_id,s_id,score,status FROM test_automation_schema_withdifftabletypes.

deltatablemarks

LIMIT 10001","class":"alation.profiler.TableProfiler","mdc":{}}

Reset the Limit Query Template

To clear a saved Limit Query Template, delete it from the Limit Query Template field making sure you have cleared it

completely and deleted all the spaces. Click Save.

Custom Settings > Custom Queries

Available from release 2020.4

This configuration is available if Profiling V2 is enabled. It allows customizing the default queries for Column Profiling.

By default, to profile a column, Alation runs a default query. Default queries for Column Profiling differ depending on

the data type: numeric or non-numeric. You can customize the default queries for Column Profiling on the Custom

Settings tab under Custom Queries:
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The default query supplied by Alation can be modified based on the user requirements and the data source type. The

following default query template can be used to revert back to the default query from custom query:

• Numeric columns:

SELECT

MIN({column_name}) AS MIN,

MAX({column_name}) AS MAX,

AVG({column_name}) AS MEAN,

(COUNT(*) - COUNT({column_name})) AS "#NULL",

(CASE WHEN COUNT(*) > 0 THEN ((COUNT(*) - COUNT({column_name})) * 100.0 /

COUNT(*)) ELSE 0.0 END) AS "%NULL"

FROM {schema_name}.{table_name};

• Non-numeric columns:

SELECT

((SUM(CASE WHEN {column_name} IS NULL THEN 1 ELSE 0 END))) AS "#NULL",

(CASE WHEN COUNT(*) > 0 THEN ((((SUM(CASE WHEN {column_name} IS NULL THEN

1 ELSE 0 END))) * 100.0 / count(*)) ) ELSE 0.0 END ) AS "%NULL",
(continues on next page)
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(continued from previous page)

((SUM(CASE WHEN {column_name} = '' THEN 1 ELSE 0 END)) ) AS "#EMPTY",

(CASE WHEN COUNT(*) > 0 THEN (((SUM(CASE WHEN {column_name} = '' THEN 1

ELSE 0 END)) * 100.0 / count(*))) ELSE 0.0 END) AS "%EMPTY"

FROM {schema_name}.{table_name};

Important: The Profiling queries must contain the {column_name}, {schema_name}, and {table_-

name} variables. Users must check the compatibility of the default query based on the database type and

modify it if required.

The default Profiling query calculates the Profiling stats that are displayed on the Overview tab of the Column catalog

page. When you customize the query, you can also customize the statistics that should be calculated and displayed:

6.7.4 Per-Object Parameters

On the Per-Object Parameters tab, you can select Sampling and Profiling options for each available level of the data

object hierarchy (Schema > Table > Column) in a data source. On each of these levels, the Profiling parameters will

slightly differ. Click the name of a Schema or Table to go down to the lower object level:
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• Profile? - sets objects to be included into Profiling. By default, all are selected. Clear checkboxes for objects you

wish to exclude. Available at the Schema and Table levels.

• Max rows to Scan - a read-only parameter available for your information. Appears on the Schema and Table

levels. For each table selected for Profiling, Alation only samples 10,000 random or top rows. Note that for

the Custom DB, Alation attempts to read all rows and then truncate the result to 10,000 unless the Limit Query

Template has been applied.

• Max rows to Store - sets the max number of rows to be stored for a table. Available on the Schema and Table

level. If defined on the Schema level, the value is propagated to all tables in this Schema. If defined on the Table

level, the setting applies to this specific table only. Default: 100. Click the number for a specific object to edit.

• Skip Views - allows skipping views during Profiling. Selected by default. Applies at the Schema level.

• Profiling Query (Sampling Query) - Available at the Table level from release 2020.3 and at the Column level

from release 2020.4. See Custom Query-Based Sampling for Tables and Custom Query-Based Profiling for

Columns below.

• Max values to Store - allows to set the number of column values to be stored for a sample. Available at the

Column level. Click the number for a specific column to edit.

Custom Query-Based Sampling for Tables

Available from release 2020.3

You can specify a custom query for profiling individual tables:

1. On the Per-Object Parameters tab, navigate to the table level of your data source by clicking the name of a

Schema.

2. Locate the table for which you wish to provide a custom query. For this table, in the column Profiling Query or

Sampling Query, click the Edit icon to open the query editor. The name of the column - Profiling Query or

Sampling Query - depends on the Alation version:
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3. In the query editor that opens, provide the query and Save.

The next Sampling job you run will use the saved custom query to profile this specific table.

Note: There is no SQL validation for the custom profiling queries. If the query is incorrect, Alation will

throw an error during profiling this table which will be logged in the Profiling History. It is recommended

to test run and troubleshoot the query in Compose before saving it in the catalog and running the Profiling

job.
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Table Sampling Settings Priority

If you have provided both custom queries for specific tables and the Limit Query Template in Custom Settings, then the

Sampling job will apply:

• The custom queries to the tables which have them specified;

• The Limit Query Template to the rest of the profiled tables.

If you have provided custom queries for specific tables but did not use the Limit Query Template, then the Sampling job

will apply:

• The the custom queries to the tables which have them specified;

• The default query to the rest of the sampled tables.

Custom Query-Based Profiling for Columns

Available from release 2020.4

Requires Profiling V2 to be turned on.

You can specify a custom query for profiling individual columns:

1. On the Per-Object Parameters tab, navigate to the column by clicking Datasource > Schema > Table > Column.

2. Locate the column you wish to provide a query for. For this column, in the Profiling Query column, click the

Edit icon.

3. In the query editor that opens, provide the query and click Save:
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The next Column Profiling job you run will use the saved custom query to profile this specific column.

There is no SQL validation for the custom profiling queries. If the query is incorrect, Alation will throw an error during

profiling this table which will be logged in the Profiling History. It is recommended to test run and troubleshoot the

query in Compose before saving it in the catalog and running the Profiling job.

6.7.5 Data Profiling/Sampling

After you have specified and tested the desired Profiling/Sampling settings, you can launch the Sampling job on the data

source Settings > Data Profiling or Data Sampling tab of the Settings:

• Releases before 2021.1: this tab is named Data Profiling

• 2021.1 and newer: this tab is named Data Sampling

Note: You can also run Profiling for individual Tables and Columns on their respective catalog pages:

• Catalog page of a Table object > Samples tab

• Catalog Page of a Column object > Overview tab.

Sampling can be run on demand or as a scheduled job. If you decide on scheduling the Sampling job, please note that it

can occupy significant resources on the database. Consult your DBAs about the optimal schedule for Sampling.

To perform Sampling of multiple objects:

1. Open Settings > Data Profiling or Data Sampling.

2. By default, Sampling is set to be launched on demand. If you wish to set a schedule, clear the Disable automatic

profiling (or Disable automatic sampling) checkbox to reveal the scheduling fields.

3. To set a schedule, in the corresponding fields of the schedule section, specify values for week, day and time.

Note: To turn off the scheduling, select the Disable automatic profiling checkbox.
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4. Next, set the number of tables to be sampled by selecting a value in the dropdown list on top of the Job History

table. By default, all tables are sampled. When a specific number of tables is selected, unprofiled and popular

tables are prioritized:

5. Click the Launch Job Now! or Relaunch Job to start Data Profiling.

Note: Launch Job Now! is the label when the profiling job has never been run before. After the first

use it changes to Relaunch Job.

6. The results of the Sampling job are logged in the Job History table at the bottom of the page.

Note: Detailed log for the Sampling job can be found in the taskserver.log file at /opt/alation/site/logs

from the Alation shell.

6.7.6 Individual Column Profiling

Individual columns can be profiled by catalog users on their respective catalog pages. This operation requires that users

authenticate against the database when Dynamic Profiling is enabled for the data source. For help authenticating against

the database, see Working with Data Source Connections.

To perform individual column profiling:

1. Open the catalog page of a specific column.

2. Depending on whether or not Profiling V2 is enabled on the instance, the column profiling actions will differ.
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Default Column Profiling

1. On the Overview tab, click Run Profile. This retrieves a new default profile for the Column based on the default

or custom profiling query.

2. Refresh the page to view the results.

Profiling V2 (Deep Column Profiling)

1. On the Overview tab of the Column Catalog page, click the Run Profile button:

2. Click the Refresh Page button to view the new profile:
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3. The Profiling information such as Profiling Info, Distribution and Full Profile Values will be displayed:
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Profiling Info

The following statistics are calculated during Column Profiling by executing the default profiling query:

Numeric data types

• Profiling information: Min, Max, Mean, #Null, and %Null
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Non-Numeric data types

• Profiling Information - #Null and %Null
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Frequency Distribution Chart

The Frequency Distribution chart is a visual representation of frequency for column values.

Version 2020.4

The Frequency Distribution chart is displayed when the Profiling V2 feature is enabled (alation.feature_flags.

enable_profiling_v2 = True) and draws a bar for each column value:

From version 2021.1

The presence of the Frequency Distribution chart is controlled by a separate alation_conf parameter alation.

profiling.v2.distribution.show_distribution_chart. It needs to be set to True in addition to the parameter

alation.feature_flags.enable_profiling_v2.

There are 2 additional parameters that allow customizing the appearance of the Frequency Distribution Chart:

• alation.profiling.v2.distribution.max_unbatched_values

• alation.profiling.v2.distribution.batch_count

The Frequency Distribution chart will display a column (value range) for each bucket of values formed on the basis of

these parameters.

Set alation.profiling.v2.distribution.max_unbatched_values to the number of unique values that should

be present in a column for Alation to start forming value ranges for the Distribution chart. This parameter “checks” how

many distinct values are in the column. Alation only starts creating ranges of values when the number of distinct values

in a column >= the value of this parameter. Otherwise, it draws a bar for each distinct value.

Set alation.profiling.v2.distribution.batch_count to the number of ranges of values to be displayed on

the chart.

Note: For example, if a column has 1,000 distinct values, then Alation will form equal value ranges

after sorting the column in the ascending order and based on the calculation of 1,000/distribution.

batch_count.
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With the default value of alation.profiling.v2.distribution.batch_count = 50, each value

range will represent 20 (1,000/50) distinct values: 1-20, 21-40, 41-60, etc.

Explore Frequency Distribution Chart

You can explore the Frequency Distribution Chart by using the interactive controls on top right of the chart area:

• Zoom In: click the Plus icon to zoom in

• Zoom Out: click the Minus icon to zoom out

• Select and resize: click the Magnifying Glass icon and then select an area on the chart to display this area only

• Move left and right: click the Hand icon to select the Move mode, and then place the cursor onto the chart area

and drag left or right

• Reset: click the Home icon to reset the chart

6.8 QLI From Custom DB

Alation supports several ways to perform QLI for Custom DB:

• File-based QLI (available from release V R5 (5.9.x))

• Creation of QLI View (available from release V R4 (5.8.x))

• SQL Query Execution (available from release V R4 (5.8.x))
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6.8.1 Scheduling QLI

After you have run QLI for the first time, you can schedule it to run on an auto-schedule. To schedule QLI,

1. In the Automated Query Log Ingestion section, clear the checkbox Disable automatic query log ingestion.

This will reveal fields for setting the schedule:

2. Click each field to open the list of values as add a schedule for QLI:

The next QLI will run on the schedule you have provided. When QLI is scheduled, Alation will extract log information

starting from the date of the latest QLI and ending with the current date.

6.9 File-Based Query Log Ingestion

From V R5 (5.9.x), Alation supports file-based QLI for Custom DB data sources for query logs in log4j format.

Note: Log4j is the only currently supported log format.

Logs can be ingested from the following systems:

• Amazon S3

• MS Azure Blob

• MS Azure Data Lake Store (ADLS)

6.9.1 Preparation

File-based QLI configuration requires you to create a JSON object that describes the configuration of your query logs

and that will be used by Alation to parse the logs. For JSON examples, see <Reference>.

To create the JSON, get an example of your query log file and find the rows which log queries.

Example for Hive on CDH with Spark: a logged query

2019-04-15 06:24:15,783 INFO [main]: ql.Driver (Driver.java:execute(1658)) - ``

``Executing command(queryId=ec2-user_20190415062424_c79c1dd8-cae4-49a3-80ae-878338daa534):

select * from hivedata_setup_1555309436.hivedata_table1_1555309436 order by id limit 1

2019-04-15 06:24:15,784 INFO [main]: ql.Driver (SessionState.java:printInfo(1087)) - ``

``Query ID = ec2-user_20190415062424_c79c1dd8-cae4-49a3-80ae-878338daa534

The query logs are formed in accordance with the configuration in the log4j properties file. Check the log4j.properties

file for your database to find out the conversion pattern used for the logs. In the QLI configuration JSON, Alation will

expect the conversion pattern to be added as one of the values.
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Creating the QLI configuration JSON, add all the required parameters and the optional parameters if necessary, - see

descriptions below.

File-Based QLI Required Parameters

Key If Required Description

folderPath yes The top-level path in storage system under which

user has the log files

parserType yes LOG4J is the only accepted value

log4jConversionPattern yes Conversion pattern in Alation-accepted format. See

log4jConversionPattern

log4jTimeFormat yes Time format in the logs for example: yy/MM/dd

HH:mm:ss. See log4jTimeFormat

requiredExtraction yes An array. Each sub-object in this array maps an

Alation-expected field onto a logger and a regex for

a part of the message that has information for the

field See requiredExtraction

You can also add several optional performance-tuning parameters to improve the performance for File-Based QLI.

File-Based QLI Performance Parameters

Status Description

nThread Sets the number of threads which will process the files

from the storage system. By default, this number can

be set to the number of logical cores in the system. If

nThread value is provided using this JSON config file,

this value will take precedence over the default setting.

threadTimeOut Sets the time after which all the processing threads will

stop the processing of log files. Value is in seconds.

Default is 3600 seconds. If threadTimeOut value is

provided in the JSON file, this value will take prece-

dence over the default setting.

isModificationTimeInclude Defines if the process must apply a change time filter

while considering the file for extraction. Boolean value.

Default is false. If you experience performance is-

sues during QLI (there is a large number of logs to

ingest and the Date Range is wide, you can set this

parameter to true.

fileSizeLimit Sets the limit to the number of files that should be

considered for extraction. This will include all the files

on which other filters apply. If this field is not set, the

default value of zero will be applied.

dateFormatRegexInFileName The value of this field should be set if the file name

has the date in some date format.

fileNamePrefix This is a file inclusion filter. If the log file name starts

with a prefix, only that file will be considered. All files

are considered by default.

fileNameNegativeRegex This is a file input regex. If this regex matches the file

name, those files will be filtered out and will not be

considered.
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JSON Skeleton Structure

{

"folderPath":"value",

"nThread":"value",

"threadTimeOut":"value",

"isModificationTimeInclude":"value",

"fileNameNegativeRegex":"value",

"parserType":"LOG4J",

"log4jConversionPattern":"value",

"log4jTimeFormat":"value",

"requiredExtraction": [...]

}

log4jConversionPattern

The value of the log4jConversionPattern parameter expected by Alation must be built with any of the following five

words, in the order this is configured in the log4j.properties file:

"log4jConversionPattern":"TIMESTAMP LEVEL THREAD LOGGER MESSAGE"

• TIMESTAMP - corresponds to the date (%d)

• LEVEL - corresponds to log priority (%p)

• THREAD - corresponds to thread (%t)

• LOGGER - corresponds to logger name (%c)

• MESSAGE - corresponds to message (%m)

For example, if the conversion pattern in your log4j.properties file is:

log4j.appender.ConsoleAppender.layout.ConversionPattern=[%-5p] %d %c - %m%n

This translates into the following key-value pair for the log4jConversionPattern parameter in the JSON for QLI:

"log4jConversionPattern":"LEVEL TIMESTAMP LOGGER MESSAGE"

Order of the parts in the value is important. It needs to be exactly like the order of the conversion characters in the log4j

conversion pattern.

log4jTimeFormat

The log4jTimeFormat key reflects the format of the timestamp in the log and can be inferred from the logs.

Example: If your log4j file has an entry like:

"18/08/26 07:59:39 DEBUG WRAPPER-ReplId-ff848-c275a-92f99 SparkSqlParser: Parsing

command: CREATE VIEW default.employee_view AS SELECT id, name FROM default.employee"

The log4jTimeFormat will be yy/MM/dd HH:mm:ss.
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requiredExtraction

This property is an array. It maps field names expected by Alation’s query log parser onto the MESSAGE in your

log. Each sub-object is defined by 2 keys: fieldName and keyValuePair. keyValuePair is defined by 2 keys:

loggerName and regex. You will need to include a specific fieldName if this type of information is present in your

log.

fieldName values expected by Alation are:

• extractUserInfo - should be mapped onto the user information if it is present in the log

• extractSqlQuery - should be mapped to SQL query statement

• extractTimeTaken - should be mapped to query execution time

• extractSessionID - should be mapped to the session ID.

• extractDefaultDatabase - should be mapped to default database used in the query

Include the fields that your log has information for.

Status If Re-
quired

Description

fieldName yes Name of the field

keyValue-

Pair

yes Sub-object holding the loggerName and regex properties

logger-

Name

yes Name of the logger that logs the message with the information that can be mapped on

a field

regex yes Regex to find information for a specific field

Example

"requiredExtraction": [

{

"fieldName": "extractSqlQuery",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) [\\w\\W].*\\):(?

<queryString>[\\w\\W]*)"

}

}

]

The order of fieldName keys inside the requiredExtraction property is important. Provide the same order of

information as it appears in the log message.

For each fieldName, provide the logger name as the loggerName value and write a regex to capture the information

from the log message to map on the field.
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6.9.2 Complete JSON example for Hive on CDH with Spark

{

"folderPath":"/tf-test-al-33492/",

"nThread":"10",

"threadTimeOut":"2000",

"isModificationTimeInclude":"false",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP LEVEL LOGGER MESSAGE",

"log4jTimeFormat":"yyyy-MM-dd HH:mm:ss,SSS",

"requiredExtraction": [

{

"fieldName": "extractSqlQuery",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) [\\w\\W].*\\):(?

<queryString>[\\w\\W]*)"

}

},

{

"fieldName": "extractUserInfo",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) - Executing

command\\(queryId=(?<userName>(\\S[^_]+))"

}

},

{

"fieldName": "extractTimeTaken",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) [\\w\\W]+\\); Time

taken: (?<milliSeconds>[\\d]*.[\\d]*)"

}

}

]

}

6.9.3 Steps in Alation

To configure file-based QLI in Alation,

1. Perform metadata extraction. This must be done before proceeding to QLI. See Metadata Extraction From Custom

DB.

2. Navigate to the Query Log Ingestion tab. Clear the checkbox Enable table based query log ingestion:
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3. Paste the QLI configuration JSON you have created into the Log Extraction Configuration JSON text area.

Alation uses the information provided in this JSON to extract data from the query logs.

4. Click Save to save the JSON file.

Note: If the JSON file in the Log Extraction Configuration JSON text box is an improper JSON,

the user will not be able to save it.

5. Under Configure Connection Type, select the Connection Type. The available connection types include

Amazon S3, Azure Blob Storage, and Azure Data Lake Store (ADLS) Gen 1.

Required Connection Parameters:

Connection Type Field Description

Amazon S3 AWS Access Key ID Access Key ID of S3 account

AWS Access Key Secret Access Key Secret of S3 account

AWS Region Region of S3 account. This is an an

optional field. If no value is entered,

the default value of US-East1 will be

applied.

ADLS ADLS URI URI of ADLS

Tenant ID Tenant ID

Client ID Client ID

Client Secret Client Secret

Azure Blob Storage Storage Account Name Storage Account Name of Azure

Blob

Access Key Shared Access Signature Access Key will be considered when

the checkbox for Shared Access Sig-

nature is not selected. Select the Use

Shared Access Signature checkbox

to enter the information for shared

access signature

Blob Container Name of the blob container.

6. After entering the information for Connection Type, click Save Configuration.
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7. Under Run Manual Query Ingestion, select the Date Range for QLI.

8. Click Preview to fetch a log information preview.

9. Click Import to start QLI. You can monitor the job status in the Job History table at the bottom:

6.10 View-Based QLI

View-based QLI requires that you create a view in your database ensuring that it has the columns listed in the table

below.
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6.10.1 Parameters of QLI View and Description

Parameter Type Description If Required

userName String Name of the user who executes the query Yes

queryString String Query run on the data source. Yes

defaultDatabases String Default schema or database name. This parameter plays a

vital role in resolution. Without defaultDatabases, the

query log parser cannot resolve partially qualified tables.

Lineage will function partially only if the defaultDatabase

is not provided. Example: If you run a query with select

* from Table which does not have a database name, the

parser parses it using defaultDatabases.

Yes

sessionId String Unique Id of the session. This parameter is important

for resolution. If the session has queries such as “use

database1” the information is used for resolution.

Yes

sessionStartTime String Start time of the session during the execution of the query. Yes

StartTime String Start time of the query. Yes

cancelled String This parameter checks if the query execution gets canceled.

Boolean, accepts values false or true.

No

milliSeconds Float Execution time of the query in milliseconds. No

Example query to create the view for QLI (Oracle)

CREATE OR REPLACE VIEW SYS.alation_query_log_view AS

SELECT * FROM (

SELECT q.userid as userName,

to_char(q.NTIMESTAMP#, 'YYYY-MM-DD HH24:MI:SS.FF') AS startTime,

q.returncode,

q.sqltext as queryString,

q.sessionid as sessionId,

q.clientid as client_id,

q.action# as command_type,

q.process# as process_id,

to_char(q.NTIMESTAMP#, 'YYYY-MM-DD HH24:MI:SS.FF') AS sessionStartTime,

q.statement,

ROW_NUMBER() OVER(PARTITION BY q.sessionid, q.process#, q.statement ORDER BY q.

entryid) as num,

-- columns in ASH tables and not audit

null as service_hash,

null as client_addr,

0 as time_ms,

0 as read_io_requests,

0 as write_io_requests,

0 as cpu_time_ms

FROM sys.aud$ q

LEFT JOIN sys.aud$ s

on q.sessionid = s.sessionid AND q.process# = s.process# AND s.action# = 100 --

LOGON

WHERE q.sqltext is not null

) queries WHERE num = 1;
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6.10.2 Steps in Alation

To set up view-based QLI in Alation,

1. Make sure MDE is run.

2. On the General Settings page, specify the parameter Query Log Privileges the fully qualified view name:

DBName.SchemaName.ViewName:

3. Click Save.

4. Click Optionally enter a name of a column that partitions by date to reveal the input field for the partition

column and specify the column name.

5. Click Save.

6. Go to the Query Log Ingestion tab.

7. Under Run Manual Query Ingestion, specify a date range for the QLI.

8. Click Preview to fetch a preview from the database.

9. Click Import to run QLI.

6.11 SQL Query QLI

The SQL query execution QLI can be used when for some reason, you cannot create the view for QLI on the database.

To perform QLI using this method,

1. Make sure MDE is run.

2. Go to the Query Log Ingestion tab.

3. In V R5 (5.9.x) and above, select the checkbox Enable Table Based Query Log Ingestion. (In releases before V

R5, this checkbox is not available, so skip this step).

4. Enter the query for QLI under Query to Execute section.

Note: If a SQL query is provided on the Query Log Ingestion tab, the Query Log Privilege parameter

on the General Settings tab will not take effect on QLI.

5. Click Save.

6. Under Run Manual Query Ingestion, set the Date Range for QLI.

7. Click Preview to fetch a sample of QLI data.

8. Click Import to start QLI. You can monitor the job status in the Job History table at the bottom of the page:
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6.11.1 Example Queries for QLI

See below for query structure. Substitute the placeholder values in red with your actual values. DO NOT substitute

values 'STARTTIME1' and 'STARTTIME2' in the WHERE filter.

Query 1

SELECT

<userNameColumn> AS userName,

<textColumn> as queryString,

<defaultDatabases> AS defaultDatabases,

<sessionIdColumn> AS sessionId,

<sessionStartTimeColumn> AS sessionStartTime,

<StartTimeColumn> AS startTime,

<QueryCancelledColumn> AS cancelled,

<milliSecondsColumn> AS milliSeconds,

<sequenceidColumn> AS sequence

FROM <Table/View>

WHERE startTime BETWEEN 'STARTTIME1' and 'STARTTIME2'

ORDER BY sessionId, startTime
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Query 2

SELECT * FROM <Table/View>

WHERE startTime BETWEEN 'STARTTIME1' and 'STARTTIME2'

ORDER BY sessionId, startTime

Example: If the name of the table or view you are using is SYS.alation_query_log_view, then the complete query

should be as follows:

SELECT * FROM SYS.alation_query_log_view

WHERE startTime between 'STARTTIME1' and 'STARTTIME2'

ORDER BY sessionId, startTime

6.12 Amazon Athena

Supported as Custom DB from version 2020.3

Amazon Athena is supported with the Custom DB functionality and Simba Athena JDBC driver version 2.0.9.

Important: It is strongly recommended to enable the Presto grammar parser instead of the default general SQL parser

for Amazon Athena data sources. The use of the Presto grammar parser guarantees better results for Athena QLI. Please

create a ticket for the Alation Support to have the Presto parser enabled for your Athena data source.

6.12.1 Scope of Support

• Authentication with the Access Key and Secret Key

• Full and selective Metadata Extraction (MDE), for tables and views.

– Automatic MDE

– From version 2021.3 Alation supports authentication with AWS IAM for MDE and QLI

• Table and Column Profiling

– Automatic Profiling

– Query-based Profiling

• Compose

– From version 2021.1, Alation supports SSO connection to Athena for end-users: Compose SSO

for Amazon Data Sources

Note: Compose SSO authentication does not apply to the service account used for MDE, automatic

profiling, and QLI.

• From version 2020.4, Alation supports QLI from Amazon Athena using AWS CloudTrail events.
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Limitations

Support has not been certified for:

• Custom query-based MDE

• Federated queries in Compose

• Concurrent queries in Compose

6.12.2 AWS Billing

Billable by Amazon on your AWS account:

• The queries Alation runs on the connected Amazon Athena database instance during MDE and profiling

• The queries users run in Alation Compose

6.12.3 Prerequisites

• You have the required driver for Amazon Athena

• You have SSH access to the Alation instance or access via a terminal (for example, Putty or iTerm2)

• You will need to add the driver Alation and then fix it with the Driver Fixer tool

Ports

Port 443 must be open and port 444 may need to be open too (see MDE Works but Profiling and Compose Time Out

below).

Any load balancers/proxy servers must be configured to forward traffic over these ports to the Alation instance.

Required Information

• Your AWS region

• The output path of the Amazon S3 location where Amazon Athena stores query results

• A service account for Alation:

– Access key

– Secret key

– The appropriate managed policies must be granted to the Alation service account to run MDE and profiling

on databases in Athena

• QLI uses AWS CloudTrail and requires additional configuration.
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Service Account

Use the information in this section if you choose to authenticate to Amazon Athena using a service account.

Note: From version 2021.3, you can authenticate with AWS IAM without using a service account. For

details, see Configure Extraction with AWS IAM Authentication.

Use an Existing IAM User Account

You can use an existing Amazon Athena account as the Service Account for Alation:

• Note that the billing for queries run by Alation during MDE and profiling and the billing for queries run by this

account in Athena and in Compose will be combined;

• The existing account must be assigned the managed policies recommended by Alation (AmazonAthenaFullAccess,

access to the default S3 results bucket, access to the S3 buckets in AWS Glue).

Create New IAM User Account

• Create a new IAM user account for Alation

Important: Be sure to save the access and secret keys. If you lose the secret key you will have to

create another account.

• If permitted, attach the following AWS managed policy:

– AmazonAthenaFullAccess

This policy:

– Creates a default athena-examples bucket

– Grants the user access to:

∗ All Athena actions

∗ Most AWS Glue actions (such as CREATE DATABASE)

∗ Access to the default S3 results bucket (for query results)

"arn:aws:s3:::aws-athena-query-results-*"

You may need to edit the inline policies as prescribed by your company’s access rules.

For additional information on setting up an IAM account for Amazon Athena, refer to Amazon Athena documentation.
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QLI Setup

Alation QLI uses AWS CloudTrail events and requires the AWS CloudTrail to be enabled on the AWS account.

1. Verify that the CloudTrail Trail for your AWS account logs Amazon Athena queries. The event type StartQueryEx-

ecution should be logged.

2. In Athena, create an external table using the SQL template below. The external table can be created in any

available database, including the Default database. When using the template below, make sure to specify the

correct values instead of the placeholder values (such as the table name and the CloudTrail S3 bucket name):

CREATE EXTERNAL TABLE default.athena_qli (

eventversion STRING,

userIdentity STRUCT< type:STRING,

principalid:STRING,

arn:STRING,

accountid:STRING,

invokedby:STRING,

accesskeyid:STRING,

userName:STRING,

sessioncontext:STRUCT< attributes:STRUCT< mfaauthenticated:STRING,

creationdate:STRING>,

sessionIssuer:STRUCT< type:STRING,

principalId:STRING,

arn:STRING,

accountId:STRING,

userName:STRING>>>,

eventTime STRING,

eventSource STRING,

eventName STRING,

awsRegion STRING,

sourceIpAddress STRING,

userAgent STRING,

errorCode STRING,

errorMessage STRING,

requestParameters STRING,

responseElements STRING,

additionalEventData STRING,

requestId STRING,

eventId STRING,

resources ARRAY<STRUCT< ARN:STRING,

accountId: STRING,

type:STRING>>,

eventType STRING,

apiVersion STRING,

readOnly STRING,

recipientAccountId STRING,

serviceEventDetails STRING,

sharedEventID STRING,

vpcEndpointId STRING

) PARTITIONED BY(

region string,

year string,

month string,

(continues on next page)
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(continued from previous page)

day string

)

ROW FORMAT SERDE 'com.amazon.emr.hive.serde.CloudTrailSerde'

STORED AS INPUTFORMAT 'com.amazon.emr.cloudtrail.CloudTrailInputFormat'

OUTPUTFORMAT 'org.apache.hadoop.hive.ql.io.HiveIgnoreKeyTextOutputFormat'

LOCATION 's3://bucket/AWSLogs/';

3. Alation recommends to partition the external table. You can create empty partitions for the future that span a

desired logging period. Be careful not to overrun any quotas on the DDL statements on concurrent query limits.

Note that there are tools that can help avoid issuing too many queries at a time, such as athena-cli. When using

the template below, make sure to specify the correct values instead of the example values.

-- add the partitions

-- be careful not to run too fast so that you don't overrun any quotas or

limits on the DDL statements on concurrent query limits

ALTER TABLE default.athena_qli ADD

PARTITION (region='us-east-1', year='2020',month='06',day='15')

LOCATION 's3://bucket/AWSLogs/313374953141/CloudTrail/us-east-1/2020/06/15/

';

ALTER TABLE default.athena_qli ADD

PARTITION (region='us-east-1', year='2020',month='06',day='16')

LOCATION 's3://bucket/AWSLogs/313374953141/CloudTrail/us-east-1/2020/06/16/

';

-- Add more partitions as necessary

4. Alation recommends creating a QLI View for the external table and then use the View-based QLI configuration

on the Alation side. Alternatively, you can use custom query-based QLI configuration, which does not require

this view. If you intend to use query-based QLI, still note down the query template in the example below. The

query template given below includes comments on choices you can make when writing the SQL for your Athena

data source. Make sure to substitute placeholder values with real values.

Important: If you are using the OEM Athena Simba driver, schemas are cataloged as

AWSDataCatalog.<schema_name>. If a query has only two parts, for example SELECT * from

schema.table it will not be parsed in Alation even if you pass in defaultdatabases =

awsdatacatalog. To fix this, include the following Replace script to replace every schema name in

the query SQL with the two-part identifier. Example:

REPLACE

(REPLACE

(REPLACE

(REPLACE

(json_extract_scalar

(requestParameters, '$.queryString'),

'schema1','awsdatacatalog.schema1'),

'schema2','awsdatacatalog.schema2'),

'schema3','awsdatacatalog.schema3'),

'schema4', 'awsdatacatalog.schema4')

AS queryString

QLI View SQL template
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CREATE OR REPLACE VIEW awsdatacatalog.default.athena_qli_view AS

SELECT

(CASE CAST(useridentity.type AS VARCHAR)

WHEN 'AssumedRole'

THEN SUBSTR(useridentity.principalid, position(':' IN useridentity.

principalid)+1)

WHEN 'IAMUser'

THEN useridentity.username

ELSE useridentity.username

END)

AS userName

,'' AS defaultDatabases

-- database is not dependable. User may pick a default database but write the

query <schema>.<table> where <schema> is different from the default database.

Unfortunately defaultDatabase overrides this so you don't get the query.

,json_extract_scalar(responseElements, '$.queryExecutionId') AS sessionId

,eventtime AS sessionStartTime

,eventtime AS startTime

-- if using SIMBA driver you will need to append the catalog name (usually

awsdatacatalog) to each schema name. Example:

-- REPLACE(REPLACE(REPLACE(REPLACE(json_extract_scalar(requestParameters, '$.

queryString'),'schema1','awsdatacatalog.schema1'), 'schema2','awsdatacatalog.schema2

'), 'schema3', 'awsdatacatalog.schema3'), 'schema4', 'awsdatacatalog.schema4') AS

queryString

,json_extract_scalar(requestParameters, '$.queryString') AS queryString

,NULL AS milliseconds

FROM awsdatacatalog.default.athena_qli

WHERE 1=1

-- set for the appropriate region

AND region = 'us-east-1'

-- use next three lines for testing using a single partition; otherwise comment

out

-- AND year = '2020'

-- AND month = '07'

-- AND day = '01'

-- next three lines will always pull queries from the previous partition

(previous 24 hours)

-- use for automated qli

-- AND year = date_format(date_add('day',-1,current_date),'%Y')

-- AND month = date_format(date_add('day',-1,current_date),'%m')

-- AND day = date_format(date_add('day',-1,current_date),'%d')

-- various filters to keep "junk" queries out of Alation, feel free to add/

delete as needed

AND json_extract_scalar(requestParameters, '$.queryString') <> 'SHOW SCHEMAS'

AND json_extract_scalar(requestParameters, '$.queryString') NOT LIKE 'SHOW

TABLES IN%'

AND json_extract_scalar(requestParameters, '$.queryString') <> 'SELECT 1'

-- next line pulls only queries without an error code (i.e. completed queries)

AND CAST(ErrorCode AS VARCHAR) IS NULL

-- pulls only the Athena query events; do not comment out

AND eventname = 'StartQueryExecution'

A finished query example
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CREATE OR REPLACE VIEW awsdatacatalog.default.test_QLI_view AS

SELECT

CASE CAST(useridentity.type AS VARCHAR)

WHEN 'AssumedRole'

THEN SUBSTR(useridentity.principalid, position(':' IN useridentity.

principalid)+1)

WHEN 'IAMUser'

THEN useridentity.username

ELSE useridentity.username

END AS userName

,'' AS defaultDatabases

,json_extract_scalar(responseElements, '$.queryExecutionId') AS sessionId

,eventtime AS sessionStartTime

,eventtime AS startTime

,json_extract_scalar(requestParameters, '$.queryString') AS queryString

,'null' AS milliseconds

FROM awsdatacatalog.default.athena_qli_test

WHERE 1=1

AND region = 'us-east-1'

AND json_extract_scalar(requestParameters, '$.queryString') <> 'SHOW SCHEMAS'

AND json_extract_scalar(requestParameters, '$.queryString') NOT LIKE 'SHOW

TABLES IN%'

AND json_extract_scalar(requestParameters, '$.queryString') <> 'SELECT 1'

AND CAST(ErrorCode AS VARCHAR) IS NULL

AND eventname = 'StartQueryExecution'

5. Note down the fully qualified name of the QLI View. You will need to specify it in Alation when configuring QLI.

6.12.4 Step 1: Add the Amazon Athena Simba Driver to Alation

Important: The use of the Simba JDBC driver for Amazon Athena follows 2 scenarios:

1. If you are going to configure SSO through an IdP for your Athena data source or MDE with authentication through

AWS IAM, you will need to modify the Simba JDBC driver by adding the CustomSessionCredentialsProvider

java class. See Update the Simba JDBC Driver for Amazon Athena to Support SSO.

2. If you are not planning on using SSO for your Athena data source or MDE with authentication through AWS IAM,

you do not need to repackage the driver before using it in Alation. Follow instructions in Add Custom Drivers to

add the driver to Alation and use the Driver Fixer tool to fix the driver.

6.12.5 Step 2: Add Data Source

After you have collected the required information and moved the custom driver to the Alation server, you can add your

Amazon Athena data source to the catalog:

1. Sign into Alation and create a new data source. Select Custom DB as Database Type.

2. Construct the JDBC URI. At the beginning of the URI, do not type the JDBC prefix.

• Format:

awsathena://<your_AWS_URL>:443;S3OutputLocation=s3://<your S3 location>
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• Examples:

awsathena://athena.us-west-1.amazonaws.com:443;S3OutputLocation=s3://

aws-athena-query-results-313374953141-us-east-1

– If the S3 output location is defined in the default workgroup: awsathena://<your_AWS_-

URL>:443

– If the S3 output location is defined in a workgroup other than default: awsathena://<your_-

AWS_URL>:443;workgroup=<your workgroup>

3. From the Select Driver dropdown list, select the Amazon Athena Simba driver you have added to the Alation

server:

4. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

5. Select Yes and enter:

• Username—the access key

• Password—the secret key.
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6. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open. Click Skip This

Step.

You will be navigated to the Access tab of the data source Settings page.

6.12.6 Step 3: Configure Settings

Complete the configuration of the data source on each tab of the Settings:

• Access: verify the Privacy settings

• General Settings: verify connectivity and other settings that apply

• Custom Settings: set Catalog Object Definition and/or Limit Query Template.

– Set Catalog Object Definition to be Catalog.Schema.Table

– As Limit Query Template, use SELECT COLUMNS FROM TABLE_NAME FILTER_CLAUSES LIMIT ROW_-

SIZE.

• Metadata Extraction: set up and run metadata extraction

• Per-Object Parameters: object visibility, object settings for Profiling, and custom queries for Profiling

• Data Profiling: run Profiling
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6.12.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• Automatic full and selective MDE is supported.

• In Settings > Custom Settings, check that you have set Catalog Object Definition to Catalog.Schema.Table to

remove any driver-imposed prefixes from the metadata object names.

6.12.8 Sampling and Profiling

Configure and perform Sampling and Profiling:

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters in Settings tab to specify which objects to profile.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.

6.12.9 Query Log Ingestion

You can configure query log ingestion (QLI) using a view or using a custom query.

Important: QLI requires pre-configuration on in AWS. See QLI Setup.

View-Based QLI

You will need the fully qualified name of the QLI view that you have created in Amazon Athena.

1. On the General Settings tab of the Settings page, locate the section Query Log Privileges:

2. Specify the fully qualified name of the QLI view you created for Alation.
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3. Click Save.

4. Go to the Query Log Ingestion tab.

5. Select a date range and click Preview to validate that queries are fetched.

Note: When selecting the date range, make sure it is aligned with the partitions used in the QLI view.

Alation will only return queries from the days included into the partitions. If the selected date range

does not match the partitions of the QLI view, no queries will be returned. You can use Compose to

change the SQL of the QLI view directly from Alation and test QLI.

6. Perform QLI.

Query-Based QLI

You will need the SQL statement for the custom query for QLI.

1. On the Query Log Ingestion tab, select the checkbox Enable table based query log ingestion.

2. In the custom query field that appears, paste the QLI query.

3. Click Save to save the query:

4. Select a date range and click Preview to validate that the queries are fetched.

Note: When selecting the date range, make sure it is aligned with the partitions used in the QLI query.

Alation will only return queries from the days included into the partitions. If the selected date range

does not match the partitions of the QLI query, no queries will be returned. You can use Compose to

change the SQL of the QLI query directly from Alation and test the QLI.

5. Perform QLI.
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6.12.10 Compose

Log into Compose:

• If SSO for Compose users has been configured, users will authenticate with their IdP credentials.

Note: It is not recommended to schedule queries and use Excel Live Reports with the connection

established using SSO authentication as these features require user credentials to be valid at the time

the data is refreshed. AWS STS API does not currently offer the capability to automatically renew

temporary credentials. Users can still schedule queries or use Excel Live reports over connections that

use an AWS IAM key ID and Secret if they are available to users establishing the connection.

• If basic authentication is used, Compose users will use the access and secret keys to authenticate and query

Amazon Athena.

• Use the Catalog.Schema.Table format for writing queries.

6.12.11 Troubleshooting Amazon Athena Setup

If you get errors during MDE or profiling, check the taskserver.log log file for detailed information.

S3 Output Bucket Read/Write Errors

If you see the following errors in taskserver.log:

Caused by: com.simba.athena.support.exceptions.GeneralException:

[Simba][AthenaJDBC](100071) An error has been thrown from the AWS Athena client. Unable

to verify/create output bucket sample-bucket [Execution ID not available]

Caused by: com.simba.athena.amazonaws.services.athena.model.InvalidRequestException:

Unable to verify/create output bucket sample-bucket (Service: AmazonAthena; Status Code:

400; Error Code: InvalidRequestException; Request ID: b2e40c48-acbe-4a5c-b888-

2c08c6b5e995)

Or:

2020-04-08 17:06:27,280 INFO qtp1097324923-15 alation.base.connection.

GenericDbConnectionImpl - Connection failed!

java.sql.SQLException: [Simba][AthenaJDBC](100071) An error has been thrown from the

Amazon Athena client. You do not seem to have access to the Amazon S3 location of your

query results. Please confirm your account has access to the S3 location where your query

results are saved and try again. If you are using KMS to encrypt query results, please

ensure you have permission to access your KMS key. If you continue to see this issue,

please contact customer support. [Execution ID: 5c93e8f5-d2bf-42a2-874b-e3ad6dcbd0e9]

Verify that the Alation service account has READ/WRITE access to the S3 output bucket. Also verify that the account

has read access to S3 buckets in AWS Glue.
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Certification Errors

You may get the following error in taskserver.log:

2018-12-20 15:53:16,763 INFO qtp324169305-53 alation.api.taskserver.Task -

verifyDbAccount API Result: {"error":"unable to find valid certification path to

requested target"}

This error is caused by the Alation instance not being whitelisted at the company’s firewall. In some environments it

is not enough to open port 443. The instance has to be whitelisted. This error may also be misleading because the

connectivity test will pass, but the user interface will state a username/password failure when the username/password

are correct.

MDE Works but Profiling and Compose Time Out

Generally you will not see any errors in the taskserver.log; however you may get the following:

[Simba][AthenaJDBC](100123) An error has occurred. Exception during column initialization.

You may also get “timeout” errors.

The issue is that the Simba driver uses port 444 to stream results back to the client. MDE works because the driver

methods are utilized, whereas profiling and Compose require the results to be streamed back. Unblock port 444. Refer

to AWS documentation for more details.

6.13 Update Simba JDBC Driver for Amazon Athena to Support SSO

Applies from release 2021.1

Access to Amazon Athena from Alation using authentication federation requires a JDBC driver that supports the AWS

STS API. The standard Athena JDBC driver by Simba recommended by Alation and distributed by Amazon does not

support this feature out of the box. You will need to modify the Simba JDBC driver and connect to your Athena data

source in Alation using the modified driver .jar.

Follow the steps in this section to generate a modified version of the Simba JDBC driver for Athena:

1. The driver for Athena recommended and supported by Alation is Simba JDBC driver for Athena version 2.0.8:

athena-jdbc42-2.0.8.jar. Download the driver .jar file and move it to any temporary directory on the Alation

host.

Note: The driver is distributed by Amazon and can be downloaded from the following page: Using

Earlier Version JDBC Drivers.

2. SSH to the Alation host.

3. Move the driver .jar file from the temporary location to /opt/alation/alation-<x.y.z.nnnnnn>/data1/site_-

data/custom_drivers/

• <x.y.z.nnnnnn> stands for the Alation version

• Note that the same location will be accessible from the Alation shell using the following path:

/opt/alation/site/site_data/custom_drivers/

4. Enter the Alation shell:
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sudo /etc/init.d/alation shell

5. Go to the custom_drivers directory. The driver .jar should be present in this location.

cd /opt/alation/site/site_data/custom_drivers/

6. Use the driver fixer tool on the driver. This will generate a fixed driver version that can be used in Alation. See

Driver Fixer for more details:

sudo /opt/java/amazon-corretto-11.0.7.10.1-linux-x64/bin/java -jar /opt/

alation/django/connector/tools/driver-fixer-0.0.1-jar-with-dependencies.jar

-i AthenaJDBC42_2.0.8.jar -o athena_fixed-driver-2.0.8.jar

This command will give you a fixed driver .jar file named athena_fixed-driver-2.0.8.jar in the **custom_drivers

directory.

7. Remove the original driver .jar from /opt/alation/site/site_data/custom_drivers/, only leaving one version of the

Athena driver which is the fixed Athena driver .jar.

8. Re-package the fixed driver to include a CustomSessionCredentialsProvider.class that will extend the driver

with functionality to support STS credentials.

6.13.1 Repackage the Fixed Simba JDBC Driver for Amazon Athena

1. Create 2 new subdirectories com/example at /opt/alation/site/site_data/custom_drivers:

• /opt/alation/site/site_data/custom_drivers/com/example

2. Go to com/example.

3. Create a new file based on the class definition for CustomSessionCredentialsProvider.java described in Simba

driver documentation: Example:CustomSessionCredentialsProvider and save the file at /opt/alation/site/site_-

data/custom_drivers/com/example as CustomSessionCredentialsProvider.java

• /opt/alation/site/site_data/custom_drivers/com/example/CustomSessionCredentialsProvider.java

package com.example;

import com.amazonaws.auth.AWSCredentials;

import com.amazonaws.auth.AWSCredentialsProvider;

import com.simba.athena.amazonaws.auth.BasicSessionCredentials;

public class CustomSessionCredentialsProvider implements

AWSCredentialsProvider

{

private BasicSessionCredentials m_credentials;

// AWSCredentials can also be used instead of BasicSessionCredentials

//Set aws_credentials_provider_class = "com.amazonaws.custom.athena.jdbc.

CustomIAMRoleAssumptionSAMLCredentialsProvider"

// set AwsCredentialsProviderArguments = "<accessID>,<secretKey>,

<sessionToken>"

public CustomSessionCredentialsProvider(

String awsAccessKey,

String awsSecretKey,

(continues on next page)
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(continued from previous page)

String sessionToken)

{

m_credentials =

new BasicSessionCredentials(

awsAccessKey,

awsSecretKey,

sessionToken);

}

@Override

public AWSCredentials getCredentials()

{

return m_credentials;

}

@Override

public void refresh(){

//Use this method if refresh token

}

}

4. Return to custom_drivers.

5. Compile the CustomSessionCredentialsProvider class using the command below:

sudo /opt/java/amazon-corretto-11.0.7.10.1-linux-x64/bin/javac -cp <athena_

fixed-driver-2.0.8>.jar com/example/CustomSessionCredentialsProvider.java

A new CustomSessionCredentialsProvider.class should be created in /opt/alation/site/site_-

data/custom_drivers/com/example:

• /opt/alation/site/site_data/custom_drivers/com/example/CustomSessionCredentialsProvider.class

6. Repackage the existing Athena driver with the new CustomSessionCredentialsProvider.class using the following

command:

sudo /opt/java/amazon-corretto-11.0.7.10.1-linux-x64/bin/jar -uf <athena_

fixed-driver-2.0.8>.jar com/example/CustomSessionCredentialsProvider.class

7. Verify that the modified driver includes the new class:

sudo /opt/java/amazon-corretto-11.0.7.10.1-linux-x64/bin/jar -tf <athena_

fixed-driver-2.0.8>.jar | grep com.example

8. Change ownership on the driver .jar file to alation:

sudo chown alation:alation athena_fixed-driver-2.0.8.jar
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9. The repackaged driver should now be visible in the drivers list in Alation. Use this driver to establish the

connection to your Athena Data Source in Alation.

On how to add Athena as a data source to Alation, see Amazon Athena

6.14 Amazon DynamoDB

Supported as Custom DB from version 2020.3

6.14.1 Scope of Support

• Supported as a Custom DB data source type with the CData DynamoDB Driver 2020. Contact your AWS

account manager to find out if this driver is included into your AWS solution.

• Basic authentication with the AWS access key and secret key

• Both local and cloud deployments are supported

• SSL is supported using the URL parameter in the URI; no SSL certificate is required to be added to Alation.

• MDE

– Regular (automatic)

• Sampling and Profiling

– Regular (automatic)

• Compose

– Alation supports SSO connection to Amazon DynamoDB for end-users: Compose SSO for Amazon Data

Sources

Note: Compose SSO authentication does not apply to the service account used for MDE, automatic

profiling, and QLI.
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Limitations

• The Amazon DynamoDB URI is not accepted by Alation in the Add Data Source wizard, and a workaround has

to be used to move through the wizard screens.

• The Connection Status on the Settings > General Settings page of the data source displays an error and the No

connection state, which can be disregarded.

• Table properties (Table Type, Owner, Partitions, Bucket keys, etc) are not captured in the catalog after MDE.

• QLI is not supported. Only the query data from Compose is ingested. Lineage and Popularity are based on

Compose queries only.

• “Explain” in Compose is not supported.

• If new tables are added to Amazon DynamoDB after the data source is added to Alation, these new tables are

not immediately accessible for querying from Compose. They become available only after MDE is rerun in the

catalog.

• Role-based authentication is not supported.

6.14.2 AWS Billing

Billable by Amazon on your AWS account:

• The queries Alation runs on the connected Amazon DynamoDB instance during MDE and profiling

• The queries users run in Alation Compose.

6.14.3 Required Information

• JDBC driver used to connect to the database: CData DynamoDB Driver 2020

• JDBC URI for the Amazon DynamoDB data source. See URI Format.

• An IAM user with the required set of permissions and the access key and secret key to authenticate on the Amazon

DynamoDB.

• Alation server-side access to place the custom driver on the Alation system.

6.14.4 URI Format

The JDBC URI must be entered without the “JDBC” tag at the beginning. The parameters to be included:

• Access Key=<your_access_key>

• Secret Key=<your_secret_key>

• SupportsCatalogsInTableDefinitions=True

• SupportsSchemasInTableDefinitions=True

• AWSRegion=<your_AWS_region> - may be required for MDE to work with your Amazon DynamoDB instance

• AuthScheme=AwsIamRoles - may be required for MDE to work with your Amazon DynamoDB instance

• RTK - Use the RTK parameter only if you have the RTK provided by Alation.
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Examples

Minimal set of required parameters:

amazondynamodb:URL=<DynamoDB_URL>;Access Key=<access_key>;Secret Key=<secret_key>;

SupportsCatalogsInTableDefinitions=True;SupportsSchemasInTableDefinitions=True;RTK=<RTK_

Code>

Example for a cloud instance:

amazondynamodb:URL=https://dynamodb.us-east-1.amazonaws.com;Access Key=AKIATTRQEDGQE2OHM7

RVFD;Secret Key=StokWo0dn79vPXBg7GxPu1X0SqUwx23f3d0J3HiX;SupportsCatalogsInTableDefinitio

ns=True;SupportsSchemasInTableDefinitions=True;RTK=444752465641535552425641454E545042424D

333236323900000000000000000000000000000000414C4154494F4E5800005559475655474E4E46424237000

0

Example for a local instance:

amazondynamodb:URL=http://10.13.47.194:8000;Access Key=AKIATTRQEDGQE2OHM72D;Secret Key=St

okWo0dn79vPXBg7GxPu1X0SqUwxKbN5a0J3Hax;SupportsCatalogsInTableDefinitions=True;SupportsSc

hemasInTableDefinitions=True;RTK=444752465641535552425641454E545042424D333236323900000000

000000000000000000000000414C4154494F4E5800005559475655474E4E464242370000

Additional parameters:

If MDE does not work with the minimal set of required parameters in the URI, you may need to additionally include the

following parameters:

• AWSRegion=<your_AWS_region>

• AuthScheme=AwsIamRoles

amazondynamodb:URL=https://<dynamodb.eu-east-1.amazonaws.com>;Access Key=<access_key>;

Secret Key=<secret_key>;SupportsCatalogsInTableDefinitions=True;

SupportsSchemasInTableDefinitions=True;AuthScheme=AwsIamRoles;AWSRegion=<your_AWS_region>

;RTK=<RTK_Code>

If you have included the Tables parameter into the URI and the table names include dashes, use the following format

to list the tables: Tables=[table-1-name],[table-2-name].

amazondynamodb:URL=https://<dynamodb.eu-east-1.amazonaws.com>;Access Key=<access_key>;

Secret Key=<secret_key>;SupportsCatalogsInTableDefinitions=True;

SupportsSchemasInTableDefinitions=True;AuthScheme=AwsIamRoles;AWSRegion=<your_AWS_region>

;Tables=[table-1-name],[table-2-name];RTK=<RTK_Code>

For the other URI parameters that support specific cases, refer to the CData driver documentation: Connection.
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6.14.5 Authentication

Use an Existing IAM User Account

You can use an existing Amazon DynamoDB account as the service account for Alation.

• Note that the billing for queries run by Alation during MDE and Profiling and the billing for queries run by this

account in Amazon DynamoDB UI and in Compose will be combined;

• The existing account must be assigned the managed policies required by Alation.

Create New IAM User Account

Create a new IAM user account that can operate the Amazon DynamoDB.

Important: Take note of the AWS access and secret keys. If you lose the secret key you will have to create

another account.

Permissions for Metadata Extraction

The IAM user needs to be able to access the tables and metadata to complete the extraction process.

Permissions for Profiling and Sampling

Amazon DynamoDB operation permissions are required for IAM user.

6.14.6 Add the CData Driver to Alation

Refer to Add the CData Driver into Alation Instance.

6.14.7 Steps in Alation

To add an Amazon DynamoDB data source to the catalog:

1. On the Sources page, add a new data source to Alation. Provide a title and proceed to the Add Data Source

wizard.

2. On the Add a Data Source screen of the wizard, specify:

• Database Type: select Custom DB

• JDBC URI: enter any valid JDBC URI

Important: The JDBC URI for Amazon DynamoDB is not accepted by the Add Data

Source wizard even if it is a valid URI. To move through the wizard, please enter any

valid JDBC URI, for example: http://10.13.23.33:8080

This allows you to move through the wizard.

You will add the JDBC URI for Amazon DynamoDB on the Settings > General Settings

page after completing the steps of the wizard.
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• Select Driver: select the CData driver for Amazon DynamoDB that you have added to Alation:

cdata.jdbc.amazondynamodb.AmazonDynamoDBDriver.cdata.jdbc.amazondynamodb

• Privacy: select Public or Private.

3. Click Save and Continue. You will get an error message for the JDBC URI you entered.

4. Click Continue with Errors in order to move to the next screen.

5. On the next screen - Set Up a Service Account - select Yes, and in the Username field, type User (or any other

string). Then click Save and Continue. As the access key and the secret key will need to be included into the

URI, there is no need to provide this information on this screen.

6. On the next screen - Configure Data Source - click Skip This Step.

After this step, you are navigated to the Settings page of the new data source.

6.14.8 Configure the Amazon DynamoDB Data Source

Complete the configuration on the Settings page and perform MDE and profiling.

Access

Verify the Privacy settings. Add Data Source Admins.

General Settings

Under Network Connection, edit the JDBC URI: click the Edit icon next to the URI and in a dialog that opens, provide

the correct URI for Amazon DynamoDB. See URI Format.

Important: After you provide the correct URI, both the Network Connection status and the Service

Account status will still be in red. This is a known limitation. Disregard this error and proceed to metadata

extraction.
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Metadata Extraction

Configure and perform metadata extraction.

Sampling and Profiling

See Sampling and Profiling.

6.14.9 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log

• For logs related to Compose: connector.log, connector_err.log

• For any other errors: alation-error.log, alation-debug.log

6.15 Azure Cosmos DB

Supported as Custom DB from version 2020.3

6.15.1 Scope of Support

• Supported as Custom DB with a CData JDBC Driver for Cosmos DB. Please contact your Azure account manager

to find out if this driver is included into your Azure solution.

– Driver documentation

• Authentication with the Shared Key authorization

• Cosmos DB Account APIs: SQL

• MDE
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– Regular (automatic)

– Custom query-based

– Extraction of Stored Procedures is supported

• Sampling and Profiling

– Regular (automatic)

– Custom query-based

• Compose: support based on the CData driver for Cosmos DB scope of support for SQL statements

Limitations

• QLI is not supported. Query history is ingested from Compose only. Lineage and Popularity are calculated based

on the query history from Compose.

• CData CosmosDB driver supports SELECT, INSERT, UPDATE, and DELETE statements. CREATE and DROP

operations cannot be performed using SQL queries and need to be performed using an app. Please refer to MS

Cosmos DB documentation for details.

6.15.2 Azure Billing

Billable by Microsoft Azure on your Azure account:

• The queries Alation runs on the connected Cosmos DB instance during MDE and Profiling

• Queries run in Compose

6.15.3 Required Information

• JDBC driver used to connect to the database: CData Cosmos driver 2020

• JDBC URI for the Cosmos DB data source

• Azure Account Key for the Cosmos DB instance

• Server-side access to Alation to place the driver on the Alation system

Construct the URI

The JDBC URI must be entered without the “JDBC” tag at the beginning:

Use the RTK parameter only if you have the RTK provided by Alation.

cosmosdb:AccountEndpoint="<Cosmos_DB_URL>";AccountKey="<Account_Key>";

SupportsCatalogsInTableDefinitions=True;SupportsSchemasInTableDefinitions=True;

SupportsCatalogsInTableDefinitions=True; and SupportsSchemasInTableDefinitions=True;RTK=

<RTK_Code>

Example:

cosmosdb:AccountEndpoint="https://testUser.documents.azure.com:443/";AccountKey="RzjZqw2u

VUAOo6IFVEmCXjFOR6NcbG16ZW5xPdVzRTARlD3TCm4L1SJj7L5jdZSRusipTWnZngeqIJ2bl2g8rg==";Support

sCatalogsInTableDefinitions=True;SupportsSchemasInTableDefinitions=True;RTK=4447524656415

35552425641454E545042424D333236323900000000000000000000000000000000414C4154494F4E58000055

59475655474E4E464242370000
(continues on next page)
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(continued from previous page)

For the other URI parameters that support specific cases, please refer to the CData Driver documentation: Connection

String Options.

6.15.4 Authentication

Azure Account Key

6.15.5 Preliminaries

Add the driver to the Alation server before adding your Cosmos DB source to the Catalog.

Add the CData Driver to Alation

Refer to Add the CData Driver into Alation Instance.

6.15.6 Steps in Alation

To add a Cosmos DB data source to the Catalog,

1. On the Sources page, add a new data source. Provide a title and proceed to the Add Data Source wizard.

2. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: Use the required format. See Construct the URI.

Example:

cosmosdb:AccountEndpoint="https://testUser.documents.azure.com:443/";AccountKey=

"RzjZqw2uVUAOo6IFVEmCXjFOR6NcbG16ZW5xPdVzRTARlD3TCm4L1SJj7L5jdZSRusipTWnZngeqIJ2

bl2g8rg==";SupportsCatalogsInTableDefinitions=True;SupportsSchemasInTableDefinit

ions=True;RTK=444752465641535552425641454E545042424D3332363239000000000000000000

00000000000000414C4154494F4E5800005559475655474E4E464242370000

• Select Driver: select the CData driver for Cosmos DB that you have added to Alation: cdata.jdbc.

cosmosdb.CosmosDBDriver.cdata.jdbc.cosmosdb

• Privacy: Public or Private

3. Click Save and Continue:
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4. On the next screen - Set Up a Service Account - select Yes, then in the Username field, type User (or any other

string) and click Save and Continue. As the Account Key is included into the URI, there is no need to provide

this information on this screen.

5. On the next screen - Configure Data Source - click Skip This Step.

After this step, you are navigated to the Settings page of the new data source.

6.15.7 Configure the Cosmos DB Data Source

Complete the configuration on the Settings page and perform MDE and Profiling:

• Access: configure access and Privacy settings.

• General Settings: verify the connection parameters and connection status.

• Custom Settings: Set the Catalog Object Definition for MDE. Use the Catalog.Table option for this data source.

Without the Catalog Object Definition set, the object names will include the CData prefix.

• Metadata Extraction: configure and perform MDE.

• Data Profiling (Data Sampling): configure and perform Sampling and Profiling.
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6.15.8 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log

• For any other errors: alation-error.log, alation-debug.log

6.16 Azure Data Warehouse (Azure SQL DW)

Applies from 2021.1

Alation has certified the Azure Data Warehouse as Custom DB. The certified driver is present on the list of drivers

in Alation by default and can be selected when adding the data source to Alation. Refer to the appropriate version of

Support Matrix for the driver version.

6.16.1 Scope of Support

• Metadata Extraction (MDE)

– Automated MDE

• Compose

• Data Profiling

• Query Log Ingestion and Lineage

6.16.2 Ports

Port 1433 must be open.

6.16.3 Required Information

• JDBC URI for the Azure Data Warehouse data source

JDBC URI

Include the following components:

• Host Name

• Port number

• Database name

Use the following format:

sqlserver://<Host_Name>:<Port>;database=<Database_Name>;

Example:
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sqlserver://tf-test-al-63194-admin-user.database.windows.net:1433;database=show_table_

tests_database;

6.16.4 Service Account

CREATE LOGIN [login_value] WITH PASSWORD = [password];

CREATE USER [service_account] FOR LOGIN [login_value];

Make sure you adhere to the password restrictions. Follow the Azure DW requirements for passwords.

6.16.5 Permissions

Metadata Extraction

Make sure that the user has admin permission to the INFORMATION_SCHEMA to perform Metadata Extraction.

Grant SELECT or VIEW DEFINITION at Database or Schema level to the service account created for Alation.

Example:

GRANT [SELECT/VIEW DEFINITION] on SCHEMA::[schema_name] to [service_account]

Make sure that the service_account also has SELECT access on the SYS tables listed below to extract Table Size:

• sys.pdw_table_mappings

• sys.pdw_nodes_tables

• sys.dm_pdw_nodes

• sys.pdw_distributions

• sys.dm_pdw_nodes_db_partition_stats

Profiling/Sampling

Grant SELECT or VIEW DEFINITION at Database or Schema level to the service account.

Query Log Ingestion

User must have the admin rights to the sys.dm_pdw_exec_requests and sys.dm_pdw_exec_sessions tables to perform

QLI. These tables have all the queries recorded and can be ingested into Alation:

• sys.dm_pdw_sql_requests - holds information about all SQL Server query distributions

• sys.dm_pdw_exec_requests - holds information about all requests that are currently active or were active recently

in Azure Synapse Analytics, and the command column has the actual query text.
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6.16.6 Setup in Alation

Step 1: Add a New Data Source

Add a new Data Source on the Sources page.

Step 2: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI .

Example:

sqlserver://tf-test-al-63194-admin-user.database.windows.net:1433;

database=show_table_tests_database;

• Select Driver: select the JDBC driver for Azure Data Warehouse from the Select Driver drop-down list.

Refer to the appropriate version of Support Matrix for the driver version.

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

Note: Do not select the Kerberos Use Kerberos checkbox.
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Step 3: Enter Service Account Credentials

1. On the Set Up a Service Account screen, select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.
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Step 4: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.16.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction From Custom DB.

6.16.8 Profiling

Configure and perform Sampling and Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters in Settings tab to specify which objects to profile.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.
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6.16.9 Query Log Ingestion

1. In the Query Log Ingestion tab, provide the query given below in the Query to Execute field and click Save:

select s.login_name as userName,

r.start_time AS startTime,

datediff(second, r.start_time,r.end_time) as seconds_taken,

r.command as queryString,

r.session_id as sessionId,

s.client_id as client_id,

r.submit_time AS sessionStartTime,

s.app_name,

s.status as status,

r.resource_class

from sys.dm_pdw_exec_requests r

inner join sys.dm_pdw_exec_sessions s on s.session_id = r.session_id

2. Click Import to import the queries into Alation.

6.16.10 Compose

Log into Compose:

• Authenticate in Compose with your Azure DW credentials.

• Use the Schema.Table format for writing queries.
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6.16.11 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

6.17 Confluent Kafka

Applies from 2021.3

Alation has certified the Confluent Kafka data source with the following CData driver:

• cdata.jdbc.apachekafka.ApacheKafkaDriver.cdata.jdbc.apachekafka

The driver reads the metadata from Confluent Kafka Topics and extracts them as relational tables (include both

AVRO/JSON types) and the fields defined in the schema for the specific Topic as columns.

Alation can provide the above mentioned CData driver license for Confluent Kafka. Refer to How to get a CData Driver

and use the scenario appropriate to your case.

6.17.1 Scope of Support

• Supported as Custom DB with the CData Driver for Confluent Kafka

• Metadata Extraction (MDE)

– Automated MDE

– Nested JSON is not supported

• Compose is not supported

• Data Sampling is not supported

• Data Profiling is not supported

• QLI is not supported

6.17.2 Ports

Port 9092 must be open.

6.17.3 Service Account

Create a service account for Confluent Kafka. Refer to Service Accounts for Confluent Cloud.
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Permissions

Make sure that the service account has the following permissions:

Cluster resource permissions:

1. Create

2. Describe

3. IdempotentWrite: For producers in Idempotent mode

4. InitProducerId(idempotent): To initialize the producer(Optional)

Topics resource permissions:

1. Alter

2. Create

3. Describe

4. Read

5. Write

6.17.4 Required Information

• JDBC URI for the Confluent Kafka data source

JDBC URI

When building the URI, include the following minimal list of required parameters:

• RegistryUser - Username to authorize with the server specified in RegistryUrl.

• RegistryPassword - Password to authorize with the server specified in RegistryUrl.

• AuthScheme - The scheme used for authentication. Accepted entries are Auto,Plain,Scram,Kerberos.

• Bootstrapserver - The address of the Kafka BootstrapServer.

• RegistryURL - The server for the schema registry. When this property is specified, the driver will read Avro

schema from the server.

• User - Username that authenticates to Kafka.

• Password - Password that authenticates to Kafka.

• UseSSL - This field sets whether SSL is enabled.

Important: Include UseSSL=True parameter in the URI when connecting to the Confluent Kafka.

• RTK - When you purchase a CData driver from Alation, you are provided an RTK that needs to be included into

the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

Below are the list of optional parameters that can be either included in the URI or in the Properties filed on the General

Settings page if required:
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• TypeDetectionScheme - Comma-separated list of options specifying how the provider will scan the data to

determine the fields and datatypes for the bucket. This property must be set to SchemaRegistry if SchemaRegistry

is used. This will make use of the Schema Registry API and use a list of predefined schemas.

• SerializationFormat - Specifies how to serialize/deserialize the incoming or outgoing message. Set the Serial-

izationFormat value as Auto to read both JSON and Avro topics.

• ProxyServer - The hostname or IP address of a proxy to route HTTP traffic through.

• ProxyPort (If proxy connection is used) - The TCP port the ProxyServer proxy is running on.

• Port Number

Use the following format for the JDBC URI:

apachekafka://RegistryUser=<registryuser>;RegistryPassword=<registrypwd>;

SerializationFormat=AUTO;AuthScheme=PLAIN;bootstrapservers=<Server_Address>:<Port_Number>

;RegistryURL=<registryendpoint>;TypeDetectionScheme=SchemaRegistry;MessageKeyType=String;

UseSSL=True;User=<user>;password=<password>;RTK=<RTK_Key>

Example:

apachekafka://RegistryUser=VXHY5SLU4LOVSJJD;RegistryPassword=pxArnK7Qef+dDnifGPQ8M/Dy7UpJ

n36968sH76/AxvewZx1/a8vsnkFGFGiih;SerializationFormat=AUTO;AuthScheme=PLAIN;bootstrapserv

ers=<Apache_Kafka_BootstrapServer_Address>:9092;RegistryURL=https://<your_Kafka_instance_

URL>;TypeDetectionScheme=SchemaRegistry;MessageKeyType=String;UseSSL=True;User=3MDEYMRCDS

OAX6LA;password=WDpLW/E7XLsGtfpGY5GoETS/MadYciDOaon7iFBHD7KkdkmdTfOOYWdYX;RTK=44475246564

1535552425641454E545042424D33323632390000000000000000000000000000414C5800005559475655474E

4E464242370000

Use the following format for the JDBC URI if proxy connection is used:

apachekafka://RegistryUser=<registryuser>;RegistryPassword=<registrypwd>;

SerializationFormat=AUTO;AuthScheme=PLAIN;bootstrapservers=<Server_Address>:<Port_Number>

;RegistryURL=<registryendpoint>;TypeDetectionScheme=SchemaRegistry;MessageKeyType=String;

UseSSL=True;User=<user>;SSLServerCert=*;password=<password>;ProxyServer="<ProxyServer_

HostName>";ProxyPort="8866";ProxySSLType="NEVER";RTK=<RTK_Key>

Example:

apachekafka://RegistryUser=VXHY5SLU4LOVSJJD;RegistryPassword=pxArnK7Qef+dDnifGPQ8M/Dy7UpJ

n36968sH76/AxvewZx1/a8vsnkFGFGiih;SerializationFormat=AUTO;AuthScheme=PLAIN;bootstrapserv

ers=<Apache_Kafka_BootstrapServer_Address>:9092;RegistryURL=https://<your_Kafka_instance_

URL>;TypeDetectionScheme=SchemaRegistry;MessageKeyType=String;UseSSL=True;User=3MDEYMRCDS

OAX6LA;SSLServerCert=*;password=WDpLW/E7XLsGtfpGY5GoETS/MadYciDOaon7iFBHD7KkdkmdTfOOYWdYX

;ProxyServer="localhost";ProxyPort="8866";ProxySSLType="NEVER";RTK=4447524656415355524256

41454E545042424D33323632390000000000000000000000000000414C5800005559475655474E4E464242370

000
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6.17.5 Set Up in Alation

Step 1: Add the CData Driver for Confluent Kafka to Alation

Depending on how you purchased the CData driver, from Alation or from CData, the driver installation process will be

different. Refer to Add the CData Driver into Alation Instance and use the scenario appropriate to your case.

STEP 2: Add a New Datasource

Add a new Datasource on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI .

• Select Driver: select the JDBC driver for Confluent Kafka from the Select Driver drop-down

list:

cdata.jdbc.apachekafka.ApacheKafkaDriver.cdata.jdbc.apachekafka

• Do not select the ‘Use Kerberos’ checkbox

2. Click Save and Continue.

3. An error message will appear. Click Continue with Errors to navigate to the Set Up a Service

Account wizard.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.17.6 General Settings

Once you successfully create a connection, you will land on the General Settings page. Click the Test button under the

Network Connection to test the connection. An error message will appear which is expected.

6.17.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Catalog.Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.
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6.17.8 Profiling

Not supported.

6.17.9 Sampling

Not supported

6.17.10 Query Log Ingestion

Not supported.

6.17.11 Compose

Not supported.

6.17.12 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

To show driver activity from query execution to network traffic, use Logfile and Verbosity. At the end of the JDBC URI ,

add Logfile=/tmp/log.file;Verbosity=3; which will generate the log file in the specified directory. Set the Verbosity level

as required, refer to Logging.

Contact Alation support for help tracing the source of an error or to avoid a performance issue. Following are the

examples of common connection errors and show how to use these properties to get more context.

• Authentication Errors: Recording a Logfile at Verbosity 4 is necessary to get full details on an authentication

error.

• Queries Time Out: A server that takes too long to respond will exceed the driver’s client-side timeout. Setting

the Timeout property to a higher value will avoid the connection error. Also you can disable the timeout by

setting the property to 0 and setting the Verbosity to 2 will show where the time is spent.

• The certificate presented by the server cannot be validated: This error indicates that the driver cannot validate

the server’s certificate through the chain of trust. If you are using a self signed certificate, there is only one

certificate in the chain. To resolve this error, you must verify yourself that the certificate can be trusted and

specify to the driver that you trust the certificate. One way you can specify that you trust a certificate is to add the

certificate to the trusted system store; another is to set SSLServerCert.
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6.18 Databricks for Custom DB

6.18.1 Overview

Databricks on different platforms such as Azure and Google Cloud Platform (GCP) are supported as Custom DB data

source type in Alation. It is recommended to use the Simba Spark JDBC Driver for Databricks on Azure and Databricks

on GCP. For more details on the driver version, refer to the appropriate version of the Support Matrix. The Simba Spark

JDBC Driver is available by default in Alation.

To set up the connection for Databricks on Azure or GCP, or , see the corresponding sections dedicated to each of the

sources:

• Azure Databricks

• GCP Databricks

6.18.2 Databricks Objects to Alation Objects Mapping

Databricks
Object

Alation
Object

Notes

Cluster Data

Source

MDE is always performed against a concrete cluster, which must be running

at the time.

Hive Metas-

tore

Data

Source

The Hive Metastore is required to perform MDE

Notebook N/A Alation does not usually catalog code other than SQL.

Schema Schema A collection of tables

Table /

DataFrame

Table Alation only knows about DataFrames which have been registered as Tables

in the Hive Metastore

Column Attribute Complex data types may not be fully supported

Spark SQL

Query

Query Starting with 2020.3, QLI is supported for Spark SQL queries. Requires

configuration.

Functions /

procedures

Func-

tions

Not supported

Service

Account

An account specific for each user so that Compose can be used with the

correct privileges, and QLI can be attributed to the right user.

DB Ac-

count

An account specific for each user, so that Compose can be used with the

correct privileges, and QLI can be attributed to the right user

6.18.3 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log
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6.19 Databricks Azure

6.19.1 Scope of Support

• Automatic MDE, Sampling and Profiling, file-based QLI, Popularity, Lineage, Compose

• Delta tables are supported. Alation has the ability to extract Delta tables and supports Metadata Extraction,

Profiling, and Compose. Users can write queries against Delta tables in Compose. Delta tables are represented as

Table objects in the Alation Catalog.

• Partitioned tables are supported

• For QLI, logs can be located on Azure Blob Storage, ADLS Gen 1 or Gen 2

• From 2020.4, OAuth authentication for Compose: Azure Databricks: Configure SSO through OAuth for Compose

6.19.2 Preliminaries

The following information and configuration is required to configure an Azure Databricks connection in Alation:

• JDBC driver to connect to the database. Alation has certified the Simba Spark JDBC Driver for Azure Databricks.

Refer to the appropriate version of Support Matrix for the driver version.

Important: From 2020.4, this driver is available in the list of drivers in Alation. There is no need to

add it to the Alation server as a custom driver.

For earlier releases:

– Driver information and download: Apache Spark ODBC and JDBC Drivers with SQL Connector.

• JDBC URI

– Format of the URI for the Simba driver:

spark://<hostname>:443/default;transportMode=http;ssl=1;httpPath=

<databricks_http_path_prefix>/<databricks_cluster_id>;AuthMech=3;

– Example:

spark://eastus.azuredatabricks.net:443/default;transportMode=http;ssl=1;

httpPath=sql/protocolv1/o/5678080404529670/1129-091234-pooh138;

AuthMech=3;

• Service account with privileges to access the Azure Databricks cluster for Metadata Extraction and Profiling.

Alation recommends to use the following type of authentication:

– Token-based Authentication: For information on how to generate a unique token and use it for authentica-

tion, see Authentication using Databricks personal access tokens in Databricks documentation.

• Server-side access to to place the custom driver on the Alation system.

• Additional configuration for QLI on the Databricks side:

– File-based QLI (recommended)

– Table-based QLI

• Pre-configuration for OAuth on the Azure Portal and Databricks side. Please see Azure Databricks: Configure

SSO through OAuth for Compose.
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6.19.3 Service Account

Metadata Extraction

The service account must be able to access the tables and metadata to complete the extraction process. Service account

requires access to the Databricks cluster.

Sampling and Profiling

The service account requires access to the Databricks cluster to perform Profiling/Sampling.

6.19.4 Steps in Alation

Step 1 - Add the JDBC Driver

Alation has certified Simba Spark JDBC Driver for Azure Databricks to be used with Azure Databricks data sources.

Refer to the appropriate version of Support Matrix for the driver version.

This step only applies to releases below 2020.4. From 2020.4, the Simba Spark JDBC Driver is available in Alation.

Refer to Add Custom Drivers to add the custom driver.

Important: Simba Spark JDBC Driver for Azure Databricks needs to be fixed with the Driver Fixer tool before it

can be used in Alation: Driver Fixer.

Step 2 - Set up the Connection

Add a new data source and select the Custom DB as the Database Type. Enter the JDBC URI and select the JDBC

driver you have added to Alation (Simba Spark JDBC Driver 2.6.16) from the Select Driver drop-down list. Provide

other required information and click Save and Continue:
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Step 3 - Enter Service Account Credentials

Enter the token information in the Username and Password fields as follows:

• Username: type the word token.

• Password: enter the token string.
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Step 4 - Configure Your Data Source

Click Skip this Step. QLI for this type of data source is set up on the Settings > Query Log Ingestion tab and requires

additional configuration on the Databricks side.

After this step you are navigated to the Settings page of your data source.

6.19.5 OAuth for Compose

You can configure OAuth for Compose on the General Settings tab. For details, see Azure Databricks: Configure SSO

through OAuth for Compose.

6.19.6 Metadata Extraction

Before running MDE, set the Catalog Objects Definition (available from version 2020.3). Without it, the Simba driver

adds the spark. prefix to extracted metadata objects: Set the Catalog Object Definition.

To set the Catalog Object Definition,

1. On the Settings page, open the Custom Settings tab.

2. For Catalog Object Definition, select Schema.Table.
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1. Open the Metadata Extraction tab of the settings to configure and perform MDE.

For Azure Databricks, Alation supports automatic MDE, manual or scheduled. Custom query-based MDE is not

supported for this type of data source.

To configure and run MDE,

On the Metadata Extraction tab, select or exclude schemas to be extracted, and then run MDE manually or set a

schedule. See Perform MDE for details.

6.19.7 Sampling and Profiling

• To configure and run Profiling for this type of data source, refer to Sampling and Profiling.

• Before you run Profiling, consider setting the Limit Query Template (available from 2020.3). See Custom Set-

tings > Limit Query Template. For Azure Databricks, this is: SELECT COLUMNS FROM TABLE_NAME FILTER_-

CLAUSES LIMIT ROW_SIZE .

6.19.8 Steps to Configure Query Log Ingestion

File Based QLI

This is the recommended approach. For general information about file-based QLI, see File-Based Query Log Ingestion.

Note: QLI is supported for Standard and High Concurrency Databricks clusters.

QLI configuration requires that you enable logging on your Databricks Cluster. There are several ways to enable logs for

QLI. You can either add a Python init script to your Cluster to enable logs (recommended) or use a script to enable

logs and run it every time the Cluster is started or restarted

Alation recommends to use the Python init script method (certified by Alation from version 2021.2 ) as this method

generates log files of smaller size and the admin does not need to run the script again when the Cluster is restarted.
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Enable Logs with an Init Script

Applies from 2021.2

This is the recommended option. Perform the steps in this sections to enable QLI using the Python init script:

1. In the Databricks settings portal, ensure that the Cluster Log Path and Destination are set under the

Logging tab. Do NOT leave the Destination path as None.

For more information on how to set the logging path in DBFS, see MS Documentation. You

need to mount external storage onto the DBFS for log storage. For more information on the

mount process, see:

• Azure Blob documentation

• ADLS Gen 2

2. Create a Python Notebook and run the following script on your Databricks Cluster using this Python

notebook. This script creates the scripts directory where the QLI script will be stored:

dbutils.fs.mkdirs("dbfs:/databricks/scripts/")

3. In the same notebook, run the script given below to create the file with the init script in the scripts

directory.

dbutils.fs.put("/databricks/scripts/init.sh","""

#!/bin/bash

echo "Executing on Driver: $DB_IS_DRIVER"

if [[ $DB_IS_DRIVER = "TRUE" ]]; then

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/driver/log4j.

properties"

else

LOG4J_PATH="/home/ubuntu/databricks/spark/dbconf/log4j/executor/log4j.

properties"

fi

echo "Adjusting log4j.properties here: ${LOG4J_PATH}"

echo "log4j.logger.org.apache.spark.sql.execution.SparkSqlParser=DEBUG"

>> ${LOG4J_PATH}

echo "log4j.appender.publicFile.layout.ConversionPattern=%d{yyyy-MM-dd

HH:mm:ss.SS} [%t] %p %c{1}: %m%n" >> ${LOG4J_PATH}""", True)

Note: Alternatively, you can create the init script given below locally and copy it to the

Databricks cluster using the following command:

dbfs cp init.sh dbfs:/databricks/scripts/init.sh

4. Use the following command to make sure that the script was created successfully:
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display(dbutils.fs.ls("dbfs:/databricks/scripts/init.sh"))

5. Use the cluster configuration page to configure the cluster to run the init script: Add init script.

6. Restart the cluster.

Enable Logs With a Python Script

1. In the Databricks settings portal, ensure that the cluster log path and destination is set under the Logging tab. Do

NOT set the DESTINATION PATH as NONE.

• For more information on how to set the logging path in DBFS, see the corresponding Databricks

documentation.

• You can choose to mount external storage onto the DBFS for log storage. For more information on

mount process, see:

– Azure Blob

– ADLS Gen 2

2. Open a Databricks Python notebook. For more information on creating a notebook, see Create a Notebook

3. Copy the contents of the Python script below to enable DEBUG query logs that contain SQL queries and set

the pattern in which logs have to show up. This Python script should be run whenever the cluster gets started or

restarted.

Python script to enable DEBUG query logs:
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log4j = spark.sparkContext._jvm.org.apache.log4j

log4j.LogManager.getRootLogger().setLevel(log4j.Level.DEBUG)

ca = log4j.LogManager.getRootLogger().getAppender("publicFile")

ca.setLayout(log4j.PatternLayout("%d{yyyy-MM-dd HH:mm:ss.SS} [%t] %p %c{1}:

%m%n"));

Set Up File-Based QLI in Alation

1. On the Query Log Ingestion tab, clear the Enable table based query log ingestion checkbox. This reveals the field

named Log Extraction Configuration Json.

2. Paste the JSON given below in the Log Extraction Configuration Json field.

3. In the JSON, change the folder path to the path of the storage mount where the generated logs (the Logging Path

you have configured under Logging on the Databricks side) are stored and click Save.

{

"folderPath":"/path/to/log/file/",

"nThread":"10",

"threadTimeOut":"2000",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP [THREAD] LEVEL LOGGER MESSAGE",

"log4jTimeFormat":"yyyy-MM-dd HH:mm:ss.SSS",

"requiredExtraction":[

{

"fieldName":"extractSqlQuery",

"keyValuePair":{

"loggerName":"SparkSqlParser",

"regex":"Parsing command:(?<queryString>[\\w\\W]*)"

}

},

{

"fieldName":"extractUserInfo",

"keyValuePair":{

"loggerName":"audit",

"regex":"ugi=(?:\\(Basic token\\))?(?<userName>[\\S]+)"
(continues on next page)
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(continued from previous page)

}

},

{

"fieldName":"extractTimeTaken",

"keyValuePair":{

"loggerName":"Retrieve",

"regex":"Execution Time = (?<milliSeconds>[\\d]+)"

}

}

]

}

4. Select the relevant Connection Type from the following list:

• Amazon S3

• Azure Blob Storage

• ADLS

5. Provide the Connection configuration details based on the Connection Type and click Save Configuration. The

Connection information is required for Alation to read the logs from the Logging Path:

Connection Type Configuration Details

Amazon S3
• AWS Access Key ID

• AWS Access Key Secret

• AWS Region

Azure Blob Storage
• Storage Account Name

• Access Key/Shared Access Signature

• Blob Container

ADLS
• ADLS URI

• Tenant ID

• Client ID

• Client Secret

6. Under Run Manual Query Ingestion, select the Date Range.

7. Click Preview to preview the logs to be imported.

8. Click Import to perform QLI. The status of the QLI job will be reflected in the Job History table at the bottom

of the page.
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Table-Based QLI

QLI can be supported using the External table. For more information on external tables, see this article.

Steps to be done on the Databricks side:

1. After you have enabled the DEBUG-level logs as described in Enable Logs With a Python Script, create the logs

directory in the cluster path. Create the required folder before running the next Python script. If this is not created,

“File Not Found” error will occur.

dbutils.fs.mkdirs("dbfs:/cluster-logs/<cluster-id>/logs/")

Example:

dbutils.fs.mkdirs("dbfs:/cluster-logs/0130-102557-aft119/logs/")

2. Open a new Databricks Python notebook.

3. Copy the contents from the Python script below into a Python notebook cell. Replace the input_dir and

output_dir in the script with actual values.

• If you are accessing the directories mounted in the Databricks File System (DBFS), use the prefix /dbfs/

mnt/<mounted_filepath>.

Example: /dbfs/mnt/cluster-logs/0130-102557-aft119/driver/ where /mnt/

cluster-logs is the mounted path to a Blob file system

• If you are accessing the log files that are directly in DBFS, use the prefix /dbfs/<filepath>

Example: /dbfs/0206-072111-lox669/driver/.

Python Script to enable QLI:

import gzip

import re

from datetime import datetime, timedelta

input_dir = '/dbfs/mnt/cluster-logs/0130-102557-aft119/driver/'

output_dir = '/dbfs/mnt/cluster-logs/0130-102557-aft119/logs/'

required_logger_line_regex = r'^\d+-\d+-\d+ \d+:\d+:\d+\.\d* \[[^\]]*?\] \S+ (?

:SparkSqlParser|audit): .*'

logger_line_regex = r'^\d+-\d+-\d+ \d+:\d+:\d+\.\d* \[[^\]]*?\] \S+ \S+:.*'

prev_line = ''

line_count = 0

file_date_hour = str((datetime.now() - timedelta(days=0, hours=1)).strftime('%Y-%m-%d-%H

'))

input_file_name = input_dir + 'log4j-' + file_date_hour + '.log.gz'

output_file_name = output_dir + 'log4j-' + file_date_hour + '.log.gz'

print('Transforming log4j-{}.log.gz'.format(file_date_hour))

with gzip.open(input_file_name, 'rt') as fin:

with gzip.open(output_file_name, 'wt') as out:

(continues on next page)
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(continued from previous page)

for line in fin:

line = line.strip()

if not line:

continue

if re.match(required_logger_line_regex, line):

if prev_line:

out.write(prev_line + '\n')

line_count += 1

prev_line = line

else:

if re.match(logger_line_regex, line):

if prev_line:

out.write(prev_line + '\n')

prev_line = ''

line_count += 1

elif re.match(required_logger_line_regex, prev_line):

prev_line = prev_line + ' ' + line

if prev_line:

out.write(prev_line + '\n')

line_count += 1

print('Lines written: ', str(line_count))

Note: Specify the correct file path for input dir and output dir. If the file path for input dir or output dir is not specified

properly, the script will not be able to find the files.

4. Run the script after the previous hour log file is created and verify that you get the expected output. The expected

output when the previous hour file name is log4j-2019-05-02-10.log.gz and when there is no query or user

information in the file is as follows:

Transforming log4j-2019-05-02-10.log.gz

Lines written: 0

The expected output when the previous hour file name is log4j-2019-05-02-11.log.gz and when there

is query or user information is available in the file is as follows:

Transforming log4j-2019-05-02-11.log.gz

Lines written: 275

5. Schedule the QLI Python script to run at or after 10 minutes past the hour. If the Python script is scheduled

exactly at the hour, the log file will not be available. There will be a five minute delay in writing the contents to

the log file and converting the log file into a compressed gzip file. So it is advisable to schedule the Python script

to run at or after 10 minutes past the hour, which ensures the availability of log files.

6. Create an External Table with the location property set to the directory where the new files are stored.

• For setting the Location property to the directories mounted in DBFS, use the prefix /mnt/

<mounted_filepath>

Example: /mnt/cluster-logs/0130-102557-aft119/logs/ where /mnt/cluster-logs is

the mounted path to a Blob file system.

• For setting the Location property to the directory present in DBFS, use the prefix /<filepath>

Example: /0206-072111-lox669/logs/
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Sample External Table Creation Query:

DROP TABLE IF EXISTS databricks_demo.external_log_table;

CREATE EXTERNAL TABLE

databricks_demo.external_log_table(

date_time_string STRING,

thread_name STRING,

level STRING,

logger STRING,

message STRING

)

ROW FORMAT

SERDE 'org.apache.hadoop.hive.serde2.RegexSerDe'

WITH SERDEPROPERTIES

("input.regex" = "^(\\S+ \\S+) \\[(.*?)\\] (\\S+) (\\S+): (.*?)")

LOCATION

"/mnt/cluster-logs/0130-102557-aft119/logs/";

7. Ensure that the external table is populated with the data from the files stored in the output_dir by running a

select query. This step ascertains that the external table is populated with data from files stored in the output_dir.

Example: SELECT * FROM<SCHEMA.EXTERNAL_TABLE_NAME>

8. Create the alation_qli view which takes this external table as an input and gives the data as required by Alation.

View Query for QLI:

DROP VIEW IF EXISTS databricks_demo.alation_qli;

CREATE VIEW

databricks_demo.alation_qli

AS

SELECT

distinct *, CONCAT(userName, '_', startTime) sessionId

FROM (

SELECT

a.date_time_string startTime,

regexp_extract(a.message, "Parsing command: (.*)", 1) queryString,

CASE

WHEN b.message is null THEN 'unknown'

WHEN SUBSTR(b.message, 6, 11) = 'Basic token' THEN TRIM(SUBSTR(b.message, 18,

instr(b.message, 'ip=') - 19))

ELSE TRIM(SUBSTR(b.message, 5, instr(b.message, 'ip=') - 6))

END AS userName

FROM

databricks_demo.external_log_table a

LEFT OUTER JOIN

databricks_demo.external_log_table b ON (a.thread_name = b.thread_name)

WHERE

a.logger = 'SparkSqlParser'

and b.logger = 'audit'

and b.date_time_string > a.date_time_string

);
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Steps to be done on the Alation side:

1. Go to your Databricks data source Settings page > Query Log Ingestion tab.

2. Select the checkbox Enable table based query log ingestion. This reveals a field named Query to Execute.

3. Enter the following query to enable table-based QLI for Databricks. Do NOT substitute values STARTTIME1 and

STARTTIME2; use them as is.

Final Query:

SELECT

SUBSTR(startTime, 1, 19) startTime,

queryString,

userName,

sessionID

FROM

databricks_demo.alation_qli

WHERE

startTime between 'STARTTIME1' and 'STARTTIME2'

6.19.9 Troubleshooting QLI

1. The query log file should be in a compressed file format .gz. If the file exists in a different format, the script

throws a File not found error.

2. Ensure the file name adheres to the log4j-yyyy-mm-dd-HH.log.gz format. Example: log4j-2019-03-27-01.log.gz.

If the file exists in a format other than the specified format, the script will not pick up the file for execution.

3. If the input directory or output directory is not specified properly, the script will be executed, but throws an error:
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4. If the path is valid and the file is not found, the error message File not found in the path also occurs.

6.20 Azure Databricks: Configure SSO through OAuth for Compose

Applies from version 2020.4

Alation supports the OAuth 2.0 protocol for user connections from Compose and the catalog for Azure Databricks and

Azure Databricks Unity Catalog data sources via Azure Active Directory (Azure AD) as the OAuth provider.

A user connection is established by an individual user who wants to access a data source from Alation, as opposed to

the connection established via the service account to extract metadata, query history, or data samples.

Users may need to open an individual connection to perform these actions:

• Compose

– Execute queries

– Execute queries on a schedule

– Run query forms

– Create Excel Live Reports

• Catalog

– Upload data into the data source

– Perform dynamic sampling of a table or column

– Run a query form

With OAuth enabled and configured, users connecting to Azure Databricks or Azure Databricks Unity Catalog will be

redirected to the Azure AD login screen in a new browser tab. Upon authentication, the login screen will close, and

Alation will establish a connection to the data source.

Note: The OAuth 2.0 protocol provides a secure authorization mechanism for applications and users to

access a resource. Authorization is managed with access tokens issued by an authorization server. The

token holder is allowed to access the resource until the token expires. When an access token has expired, a

refresh token can be requested by the application to retrieve a new access token.
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6.20.1 Workflow

To configure OAuth with Compose for your Azure Databricks or Azure Databricks Unity Catalog OCF data sources,

follow this workflow:

• Create Service Principal in Azure Active Directory

• Create Databricks Users

• Configure OAuth for Compose

• Connect in Compose

6.20.2 Create Service Principal in Azure Active Directory

Enabling OAuth for a Databricks data source requires provisioning a service principal in Azure Active Directory. You

will need to collect the following information from the service principal:

• Client ID

• Client secret value

• Authorization endpoint

• Token endpoint

We recommend creating a list with all the required information and storing it securely.

To provision a service principal in Azure Active Directory:

1. Sign in to Azure Portal using your Azure account.

2. Select Azure Active Directory.

3. Go to App registrations and click New registration.

4. In the Name field, specify a name for the application.

5. Under Supported account types, select Single tenant.

6. Under Redirect URI (optional), select Web as the app type and provide the Redirect URI in the format https:/

/<your_Alation_URL>/api/datasource_auth/oauth/callback. For example, https://datacatalog.

alation-test.com/api/datasource_auth/oauth/callback. Make sure there is no forward slash / at the

end of the URI.
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7. Click Register to complete the app registration. The Overview page is displayed.

8. Copy and save the Application (client) ID from the Essentials section on the Overview. You’ll need it during the

configuration in Alation.

9. Go to the Endpoints tab. Copy the values of OAuth 2.0 authorization endpoint (v1) and OAuth 2.0 token

endpoint (v1), and save them. Make sure that you copy version 1 (v1) of the authorization and the token endpoints.
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10. From the main menu on the left, select API permissions.

11. Click Add a permission and select APIs my organization uses.

12. Search with the keyword AzureDatabricks and click the AzureDatabricks API. Make sure there is no space

in the search keyword.

13. Select the User Impersonation permission and click Add permissions.

14. On the API permissions page, select Grant admin consent for <Account> and in the pop-up dialog that opens,

click Yes.

15. In the menu on the left, select Certificates & secrets.

16. Click New client secret to add a new client secret. Specify a description, select an expiration period, and click

Add.

17. Copy the client secret value and save it in a safe location. You only have one chance to copy the client secret

value as it won’t be displayed again after you close this page.
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6.20.3 Create Databricks Users

To connect to Azure Databricks or Unity Catalog in Compose, users must exist in Azure Databricks. Perform the

following steps to add the users:

1. In Azure Databricks, go to Admin Settings.

2. Click Add User to add a new user and provide the user email in the dialog box.

3. Select the Admin checkbox for the new user to enable the user to run queries in Compose.

Note: If the Admin permission cannot be granted, the Can Attach To permission should also allow

making connections with OAuth.
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6.20.4 Configure OAuth for Compose

To enable OAuth in Compose for an Azure Databricks data source:

1. In Alation, open the Settings page of your Azure Databricks data source.

2. Go to the Compose tab.

Note: If it’s a Custom DB data source, go to the General Settings tab.

3. Under Compose Connections, modify the default connection or create a new one. To enable OAuth, add

parameters Authmech=11;Auth_flow=0.

Important:

• The Azure Databricks OCF connector supports two JDBC URI formats with Compose

OAuth—spark:// (from connector version 1.x) and databricks:// (from connector ver-

sion 2.x).

• The Databricks Unity Catalog OCF Connector only supports the databricks:// JDBC URI

format with Compose OAuth (from connector version 2.1.x).

Example:

databricks://dbc-32am8401-ac16.cloud.databricks.com:443/default;

transportMode=http;ssl=1;httpPath=/sql/1.0/warehouses/9f5d50hhsaeb0k23;

UseNativeQuery=0;Authmech=11;Auth_flow=0;

4. Under the OAuth Connection section, select the checkbox Enable OAuth 2.0 in Compose. This reveals several

parameters for the OAuth setup.

5. Enter the values into the fields and click Save.
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Field Value

Client ID Provide the client ID.

Client Secret Provide the client secret value.

Request Refresh To-

ken

Select the Request Refresh Token to enable requests for refresh tokens.

Enable PKCE Leave as is (unselected). This setting does not apply to this data source type.

Authorization End-

point

Provide the authorization endpoint.

Token Endpoints Provide the token endpoint.

Default Scope Leave this field blank.

Refresh Scope Leave this field blank.

Username

Field/Claim

Use the value unique_name.

JWT Select this checkbox (required).

Access Token Pa-

rameter name

Use the value Auth_AccessToken.

OAuth Enablers Provide the value Authmech=11&Auth_flow=0. Make sure there is an

ampersand symbol between the parameters.

The screenshot below shows an example of a Compose tab configuration:
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6.20.5 Connect in Compose

After you have completed the configuration, Compose users should be able to connect to Databricks via OAuth-enabled

connections and run queries.

To connect to the database in Compose:

1. Click Connection Settings to open the connection settings dialog.

2. In the Connection Settings dialog that opens, select the OAuth-enabled connection.

6.20. Azure Databricks: Configure SSO through OAuth for Compose 2735



Alation User Guide

3. From the Connect as (Select User) list, select your user or click Add New (SSO login).

4. The Microsoft login page should open in a new tab. Authenticate with your Azure Databricks credentials.
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More information about the Connection Setting dialog can be found in Working with Data Source Connections.

6.20.6 Troubleshooting

If your OAuth configuration requires fine-tuning, you will get authorization errors in Alation. The error usually contains

details about possible causes and may include troubleshooting tips.

Refer to the table below for message examples.

Error Description

Authorization terminated unexpectedly This message is shown:

• If the redirect browser window or tab is manually

closed before authorization completes.

• If the Client ID specified in the OAuth configura-

tion is incorrect.

• If the authorization endpoint is incorrect. The error

page will redirect to the URL provided if it exists or

throw the 404 error if no Redirect URL is provided.

The authorization server reported a failed authorization

attempt: <message>

If authorization fails, the authorization server may re-

spond with error details in the error message. Examples:

• Invalid scope defined as Default Scope in the data

source OAuth configuration.

• Invalid scope defined as Refresh Scope in the data

source OAuth configuration.

• The authorization step is canceled by some UI con-

trol on an authorization, authentication, or consent

screen.

• The authorization step is canceled due to an au-

thentication failure.

continues on next page
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Table 1 – continued from previous page

Error Description

Token request failed following successful authorization In some cases after successful authorization, the request

for tokens can fail. This message will be followed by

further details.

There was a problem extracting username information

following successful authorization and token retrieval.

Please check the OAuth settings for the data source

The causes of this error may be:

• The OAuth configuration specifies that the user-

name should be extracted as a JWT claim but:

– The access token can not be decoded as a

JWT.

– No JWT claim is specified in the OAuth con-

figuration.

– The specified claim does not exist in the to-

ken’s claim set.

• The OAuth configuration specifies that the user-

name should not be extracted as a JWT claim but:

– No username field is specified in the OAuth

config.

– The specified field does not exist in the re-

sponse returned from the authorization server

upon token request.

Connection timeout When the cluster is not running, the connection will time

out and return a connection error:

a. Ensure that the cluster is running.

b. Consider increasing the connection timeout sec-

onds in alation_conf (alation.rpc.timeout.

db_connect) to a value higher than your compute

cluster’s boot time. The default timeout is 17.

HTTP Response code: 400

Error Message: Authorization related error response re-

turned, but no token expired message received

Ensure that the signed-in user has permissions to use the

compute cluster in the connection URI.

6.20.7 Log Location

The log entries for OAuth authorization can be found in the file /opt/alation/site/logs/uwsgi.log (path inside

the Alation shell).

6.21 Denodo

Applies from version 2021.1

Denodo is supported with the Custom DB functionality. Alation has certified the following driver for Denodo data

sources:

• com.denodo.vdp.jdbc.Driver.denodo.vdp.jdbcdriver.8.0-ga
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6.21.1 Scope of Support

• Supported as Custom DB with the custom JDBC Driver for Denodo.

• Metadata Extraction (MDE)

– Automated MDE

– Query-Based MDE

• Compose

• Data Profiling

• Query Log Ingestion

• View-based QLI

6.21.2 Limitations

Lineage is not supported

6.21.3 Ports

Port 9999 must be open.

6.21.4 Required Information

• JDBC driver used to connect to the database

• JDBC URI for the Denodo data source

• Denodo service account credentials with the privileges required for MDE, Profiling, and QLI

• QLI requires pre-configuration on the Denodo server side.

JDBC URI

When building the URI, include the following components:

• Domain

• Port number

• Catalog name - optional but recommended as the Denodo driver supports only the catalog.table format.

Use the following format for the JDBC URI:

vdb://<DOMAIN>:<Port>/<Catalog_Name>

Example:

vdb://denodo-server.acme.com:9999/customer360
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Other Parameters

userAgent

The parameter userAgent is optional but may be useful for admins to track connections to Denodo from 3d party

applications. Denodo logs the IP address and the username of each connection, but the property userAgent can be

tracked additionally as some organizations may find it useful.

Example: vdb://denodo-instance.com:9999/customer360?userAgent=MyAlationServer

6.21.5 Service Account

1. MDE and Profiling require the following privileges on the databases added to the Alation catalog:

• CONNECT

• EXECUTION

2. QLI requires at least these privileges:

• CONNECT over the database denodo_logs.

• READ for the views denodo_monitor_connections and denodo_monitor_queries

6.21.6 Set Up in Alation

Step 1: Add the Denodo Driver to Alation

Perform the following steps to the Denodo driver to the Alation instance:

1. Download the Denodo Driver.

2. Copy the driver.jar to a directory on the Alation host, for example /tmp:

scp <path to the driver> <your_username@alation_host>:/tmp/

3. SSH to the Alation server:

ssh <alation_hostname>

4. Go to the directory /opt/alation/alation-<XXXX>/data1/site_data/custom_drivers/. <XXXX> stands for your

alation version, for example:

cd /opt/alation/alation-5.14.0.113546/data1/site_data/custom_drivers/

5. Move the driver.jar to this directory:

sudo scp /tmp/driver.jar .

6. Restart Alation:

alation_action restart_alation

7. Exit the shell: exit
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Step 2: Add a New Datasource

Add a new Datasource on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI . Example:

vdb://denodo-server.acme.com:9999/customer360

• – Select Driver: select the JDBC driver for Denodo from the Select Driver drop-down list:

com.denodo.vdp.jdbc.Driver.denodo.vdp.jdbcdriver.8.0-ga

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

Note: Do not select the Kerberos ‘Use Kerberos’ checkbox.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.21.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Catalog.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.

6.21.8 Profiling

Configure and perform Sampling and Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters in Settings tab to specify which objects to profile.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.
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6.21.9 Query Log Ingestion

Configuration on the Denodo Server Side

Alation QLI requires the use of the Denodo Monitor tool.

Before the Alation admin can perform QLI from the Denodo server, a Denodo administrator has to do the following

setup on the Denodo server side:

1. If this has not previously been done, set up and start the Denodo Monitor. Refer to the

Denodo Monitor section in Denodo documentation for details.

2. Import the following query denodo_monitor_views.vql file into the Denodo server:

# #######################################

# DATABASE

# #######################################

CREATE OR REPLACE DATABASE denodo_logs 'Database that contains the

following interface views to be consumed by third-party applications:

- denodo_requests: information about the requests received.

- denodo_connections: information about the connections opened and

closed.

The implementation views of these interfaces retrieves the data from

the Denodo Monitor running on this same computer. The implementation of

these interfaces can be switched in case Denodo Monitor is configured

to store the logs on a database.

**NOTE**: the end user may create these views on a database different

than "denodo_logs".

';

CONNECT DATABASE denodo_logs;

# #######################################

# LISTENERS JMS

# #######################################

# No listeners jms

# #######################################

# DATASOURCES

# #######################################

CREATE OR REPLACE DATASOURCE DF denodo_monitor_connections

ROUTE LOCAL 'LocalConnection' '/opt/denodo/denodo-platform-8.0/tools/

monitor/denodo-monitor/logs' FILENAMEPATTERN = 'vdp-connections\.log.*'

CHARSET = 'UTF-8'

COLUMNDELIMITER = '\t'

ENDOFLINEDELIMITER = '\n'

HEADER = FALSE;

CREATE OR REPLACE DATASOURCE DF denodo_monitor_queries

ROUTE LOCAL 'LocalConnection' '/opt/denodo/denodo-platform-8.0/tools/

monitor/denodo-monitor/logs/' FILENAMEPATTERN = 'vdp-queries\.log(\.\d

{4}-\d{2}-\d{2})?'

CHARSET = 'UTF-8'

COLUMNDELIMITER = '\t'

ENDOFLINEDELIMITER = '\n'

HEADER = FALSE;

# #######################################

# WRAPPERS

# #######################################
(continues on next page)
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CREATE OR REPLACE WRAPPER DF denodo_monitor_connections

DATASOURCENAME=denodo_monitor_connections

OUTPUTSCHEMA (

server_name = 'ServerName' (OPT),

host = 'Host' (OPT),

port = 'Port' (OPT),

notification_type = 'NotificationType' (OPT),

connection_id = 'ConnectionId' (OPT),

connection_start_time = 'ConnectionStartTime' (OPT),

connection_end_time = 'ConnectionEndTime' (OPT),

client_ip = 'ClientIP' (OPT),

user_agent = 'UserAgent' (OPT),

access_interface = 'AccessInterface' (OPT),

session_id = 'SessionId' (OPT),

session_start_time = 'SessionStartTime' (OPT),

session_end_time = 'SessionEndTime' (OPT),

user_name = 'Login' (OPT),

database_name = 'DatabaseName' (OPT),

web_service_name = 'WebServiceName' (OPT),

jms_queue_name = 'JMSQueueName' (OPT),

intermediate_client_ip = 'IntermediateClientIP' (OPT)

);

CREATE OR REPLACE WRAPPER DF denodo_monitor_queries

DATASOURCENAME=denodo_monitor_queries

OUTPUTSCHEMA (

server_name = 'ServerName' (OPT),

host = 'Host' (OPT),

port = 'Port' (OPT),

request_id = 'Id' (OPT),

database_name = 'Database' (OPT),

user_name = 'UserName' (OPT),

notification_type = 'NotificationType' (OPT),

session_id = 'SessionId' (OPT),

start_time = 'StartTime' (OPT),

end_time = 'EndTime' (OPT),

duration = 'Duration' (OPT),

waiting_time = 'WaitingTime' (OPT),

num_rows = 'NumRows' (OPT),

state = 'State' (OPT),

completed = 'Completed' (OPT),

cache = 'Cache' (OPT),

query = 'Query' (OPT),

request_type = 'RequestType' (OPT),

elements = 'Elements' (OPT),

user_agent = 'UserAgent' (OPT),

access_interface = 'AccessInterface' (OPT),

client_ip = 'ClientIP' (OPT),

transaction_id = 'TransactionId' (OPT),

webservice_name = 'WebServiceName' (OPT)

);

# #######################################

# BASE VIEWS

(continues on next page)
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# #######################################

CREATE OR REPLACE TABLE bv_denodo_monitor_connections I18N us_est (

server_name:text,

host:text,

port:text,

notification_type:text,

connection_id:text,

connection_start_time:text,

connection_end_time:text,

client_ip:text,

user_agent:text,

access_interface:text,

session_id:text,

session_start_time:text,

session_end_time:text,

user_name:text,

database_name:text,

web_service_name:text,

jms_queue_name:text,

intermediate_client_ip:text

)

CACHE OFF

TIMETOLIVEINCACHE DEFAULT

ADD SEARCHMETHOD denodo_monitor_connections(

I18N us_est

CONSTRAINTS (

ADD server_name (=,in) OPT ANY

ADD host (=,in) OPT ANY

ADD port (=,in) OPT ANY

ADD notification_type (=,in) OPT ANY

ADD connection_id (=,in) OPT ANY

ADD connection_start_time (=,in) OPT ANY

ADD connection_end_time (=,in) OPT ANY

ADD client_ip (=,in) OPT ANY

ADD user_agent (=,in) OPT ANY

ADD access_interface (=,in) OPT ANY

ADD session_id (=,in) OPT ANY

ADD session_start_time (=,in) OPT ANY

ADD session_end_time (=,in) OPT ANY

ADD user_name (=,in) OPT ANY

ADD database_name (=,in) OPT ANY

ADD web_service_name (=,in) OPT ANY

ADD jms_queue_name (=,in) OPT ANY

ADD intermediate_client_ip (=,in) OPT ANY

)

OUTPUTLIST (access_interface, client_ip, connection_end_time,

connection_id, connection_start_time, database_name, host,

intermediate_client_ip, jms_queue_name, notification_type, port,

server_name, session_end_time, session_id, session_start_time, user_

agent, user_name, web_service_name

)

WRAPPER (df denodo_monitor_connections)

(continues on next page)
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);

CREATE OR REPLACE TABLE bv_denodo_monitor_queries I18N us_est (

server_name:text,

host:text,

port:text,

request_id:text,

database_name:text,

user_name:text,

notification_type:text,

session_id:text,

start_time:text,

end_time:text,

duration:text,

waiting_time:text,

num_rows:text,

state:text,

completed:text,

cache:text,

query:text,

request_type:text,

elements:text,

user_agent:text,

access_interface:text,

client_ip:text,

transaction_id:text,

webservice_name:text

)

CACHE OFF

TIMETOLIVEINCACHE DEFAULT

ADD SEARCHMETHOD denodo_monitor_queries(

I18N us_est

CONSTRAINTS (

ADD server_name (=,in) OPT ANY

ADD host (=,in) OPT ANY

ADD port (=,in) OPT ANY

ADD request_id (=,in) OPT ANY

ADD database_name (=,in) OPT ANY

ADD user_name (=,in) OPT ANY

ADD notification_type (=,in) OPT ANY

ADD session_id (=,in) OPT ANY

ADD start_time (=,in) OPT ANY

ADD end_time (=,in) OPT ANY

ADD duration (=,in) OPT ANY

ADD waiting_time (=,in) OPT ANY

ADD num_rows (=,in) OPT ANY

ADD state (=,in) OPT ANY

ADD completed (=,in) OPT ANY

ADD cache (=,in) OPT ANY

ADD query (=,in) OPT ANY

ADD request_type (=,in) OPT ANY

ADD elements (=,in) OPT ANY

ADD user_agent (=,in) OPT ANY

(continues on next page)
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ADD access_interface (=,in) OPT ANY

ADD client_ip (=,in) OPT ANY

ADD transaction_id (=,in) OPT ANY

ADD webservice_name (=,in) OPT ANY

)

OUTPUTLIST (access_interface, cache, client_ip, completed,

database_name, duration, elements, end_time, host, notification_type,

num_rows, port, query, request_id, request_type, server_name, session_

id, start_time, state, transaction_id, user_agent, user_name, waiting_

time, webservice_name

)

WRAPPER (df denodo_monitor_queries)

);

# #######################################

# VIEWS

# #######################################

CREATE OR REPLACE VIEW p_denodo_connections DESCRIPTION = 'View that

returns the information from the "connections" log captured by the

Denodo Monitor.

The data source over which this view is built assumes that Denodo Mon

itor is storing the logs in <DENODO_HOME>/tools/monitor/denodo_monitor/

logs.' AS SELECT server_name AS server_name, host AS host, port AS por

t, notification_type AS notification_type, connection_id AS connection_

id, to_timestamp('yyyy-MM-dd''T''HH:mm:ss.SSS', connection_start_time)

AS connection_start_time, case WHEN (connection_end_time = '-') THEN NU

LL ELSE to_timestamp('yyyy-MM-dd''T''HH:mm:ss.SSS', connection_end_time

) END AS connection_end_time, client_ip AS client_ip, user_agent AS use

r_agent, access_interface AS access_interface, session_id AS session_id,

to_timestamp('yyyy-MM-dd''T''HH:mm:ss.SSS', session_start_time) AS ses

sion_start_time, case WHEN (session_end_time = '-') THEN NULL ELSE to_t

imestamp('yyyy-MM-dd''T''HH:mm:ss.SSS', session_end_time) END AS sessio

n_end_time, user_name AS user_name, database_name AS database_name, cas

e WHEN (jms_queue_name = '-') THEN NULL ELSE jms_queue_name END AS jms_

queue_name, case WHEN (intermediate_client_ip = '-') THEN NULL ELSE int

ermediate_client_ip END AS intermediate_client_ip, case WHEN (web_servi

ce_name = '-') THEN NULL ELSE web_service_name END AS web_service_name

FROM bv_denodo_monitor_connections WHERE server_name <> 'ServerName';

CREATE OR REPLACE INTERFACE VIEW denodo_connections (

server_name:text,

host:text,

port:text,

notification_type:text,

connection_id:text,

connection_start_time:timestamp,

connection_end_time:timestamp,

client_ip:text,

user_agent:text,

access_interface:text,

session_id:text,

session_start_time:timestamp,

session_end_time:timestamp,

user_name:text,

(continues on next page)
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database_name:text,

jms_queue_name:text,

intermediate_client_ip:text,

web_service_name:text

)

SET IMPLEMENTATION p_denodo_connections

DESCRIPTION = 'Interface view that returns the information from the

"connections" log captured by the Denodo Monitor.' ;

CREATE OR REPLACE VIEW p_bv_denodo_requests DESCRIPTION = 'View that

returns the information from the "requests" log files captured by the

Denodo Monitor.

It applies the CAST function over several columns to adjust their

data type. Esentially, apply the CAST function to convert values that

contain "datetime" values to publish them as "timestamp".

The data source over which this view is built assumes that Denodo

Monitor is storing the logs in <DENODO_HOME>/tools/monitor/denodo_

monitor/logs.' AS SELECT server_name AS server_name, host AS host,

port AS port, request_id AS request_id, database_name AS database_name,

user_name AS user_name, notification_type AS notification_type,

session_id AS session_id, to_timestamp('yyyy-MM-dd''T''HH:mm:ss.SSS',

start_time) AS start_time, case WHEN (end_time = '-') THEN NULL ELSE

to_timestamp('yyyy-MM-dd''T''HH:mm:ss.SSS', end_time) END AS end_time,

case WHEN (duration = '-') THEN NULL ELSE cast('long', duration) END AS

duration, case WHEN (waiting_time = '-') THEN NULL ELSE cast('long',

waiting_time) END AS waiting_time, case WHEN (num_rows = '-') THEN NULL

ELSE cast('long', num_rows) END AS num_rows, case WHEN (state = '-')

THEN NULL ELSE state END AS state, case WHEN (completed = '-') THEN

NULL ELSE cast('boolean', completed) END AS completed, case WHEN (cache

= '-') THEN NULL ELSE cast('boolean', cache) END AS cache, query AS

query, request_type AS request_type, case WHEN (elements = '-') THEN

NULL ELSE elements END AS elements, user_agent AS user_agent, access_

interface AS access_interface, client_ip AS client_ip, case WHEN

(transaction_id = '-') THEN NULL ELSE transaction_id END AS

transaction_id, case WHEN (webservice_name = '-') THEN NULL ELSE

webservice_name END AS webservice_name FROM bv_denodo_monitor_queries

WHERE server_name <> 'ServerName';

CREATE OR REPLACE INTERFACE VIEW i_denodo_requests_appropriate_data_

types (

server_name:text,

host:text,

port:text,

request_id:text,

database_name:text,

user_name:text,

notification_type:text,

session_id:text,

start_time:timestamp,

end_time:timestamp,

duration:long,

waiting_time:long,

num_rows:long,

state:text,

(continues on next page)
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completed:boolean,

cache:boolean,

query:text,

request_type:text,

elements:text,

user_agent:text,

access_interface:text,

client_ip:text,

transaction_id:text,

webservice_name:text

)

SET IMPLEMENTATION p_bv_denodo_requests;

CREATE OR REPLACE VIEW denodo_request_transform_query DESCRIPTION = '

Removes the "CONTEXT" clause from the queries (column "query") so they

can be analyzed by the "Query Log Ingestion" process of Alation.' AS S

ELECT i_denodo_requests_appropriate_data_types.server_name AS server_na

me, i_denodo_requests_appropriate_data_types.host AS host, i_denodo_req

uests_appropriate_data_types.port AS port, i_denodo_requests_appropriat

e_data_types.request_id AS request_id, i_denodo_requests_appropriate_da

ta_types.database_name AS database_name, i_denodo_requests_appropriate_

data_types.user_name AS user_name, i_denodo_requests_appropriate_data_t

ypes.notification_type AS notification_type, i_denodo_requests_appropri

ate_data_types.session_id AS session_id, i_denodo_requests_appropriate_

data_types.start_time AS start_time, i_denodo_requests_appropriate_data

_types.end_time AS end_time, i_denodo_requests_appropriate_data_types.d

uration AS duration, i_denodo_requests_appropriate_data_types.waiting_t

ime AS waiting_time, i_denodo_requests_appropriate_data_types.num_rows

AS num_rows, i_denodo_requests_appropriate_data_types.state AS state, i

_denodo_requests_appropriate_data_types.completed AS completed, i_denod

o_requests_appropriate_data_types.cache AS cache, case WHEN ((position(

'SELECT' IN upper(query)) = 1 AND position('CONTEXT' IN upper(query)) >

0)) THEN regexp(query, '(.*)context\s*\(.*\)\s*$', '$1') ELSE query END

AS query, i_denodo_requests_appropriate_data_types.request_type AS requ

est_type, i_denodo_requests_appropriate_data_types.elements AS elements,

i_denodo_requests_appropriate_data_types.user_agent AS user_agent, i_d

enodo_requests_appropriate_data_types.access_interface AS access_interf

ace, i_denodo_requests_appropriate_data_types.client_ip AS client_ip, i

_denodo_requests_appropriate_data_types.transaction_id AS transaction_i

d, i_denodo_requests_appropriate_data_types.webservice_name AS webservi

ce_name FROM i_denodo_requests_appropriate_data_types;

CREATE OR REPLACE INTERFACE VIEW denodo_requests (

server_name:text,

host:text,

port:text,

request_id:text,

database_name:text,

user_name:text,

notification_type:text,

session_id:text,

start_time:timestamp,

end_time:timestamp,

duration:long,

(continues on next page)
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waiting_time:long,

num_rows:long,

state:text,

completed:boolean,

cache:boolean,

query:text,

request_type:text,

elements:text,

user_agent:text,

access_interface:text,

client_ip:text,

transaction_id:text,

webservice_name:text

)

SET IMPLEMENTATION denodo_request_transform_query

DESCRIPTION = 'Interface view that returns the information from the

"requests" log captured by the Denodo Monitor.';

CLOSE;

This query creates the following objects in the Denodo server:

- A database called **denodo_logs** containing the 2 required

interface views that Alation will query during QLI:

- **denodo_requests:** an interface view that provides

information about the requests received by the Denodo server.

- **denodo_connections:** an interface view that provides

information about the connections that were opened and closed.

- Two DF data sources that read the logs generated by the

Denodo Monitor.

If there already exists a database called **denodo_logs** and you

cannot add additional elements to this database, modify the attached

VQL file to create these views on a database different from **denodo_

logs**.

**Important:**

Do not change the structure of the interface views **denodo_requests**

and **denodo_connections**: neither rename the interface views, nor

remove any column, nor change their type because Alation QLI feature

expects these views to exist with this structure.

3. If you have previously configured the Denodo Monitor to store the logging information in

a database instead of local files, change the implementation view of the interface views

denodo_requests and denodo_connections so that these views read the logging information

from the appropriate database.

If not and the logs are read from the log file, skip this step.

4. The implementation view of the interface views created with the attached denodo_monitor_-
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views.vql retrieves the logging data generated by Denodo Monitor from the folder:

/opt/denodo/denodo-platform-8.0/tools/monitor/denodo-monitor/logs

If your Denodo Monitor is running on a different folder, modify the path of the two DF

data sources in the database denodo_logs so that they point to the location in which

the Denodo Monitor is running:

• denodo_monitor_connections

• denodo_monitor_queries

5. Test the setup by querying the denodo_requests and denodo_connections views to ensure

they return data.

6. Grant the permissions listed below to the service account you have created for Alation.

These privileges are required to query the interface view for QLI:

• CONNECT over the database “denodo_logs”.

• READ over the views denodo_requests and denodo_connections

Proceed to the configuration on the Alation side. For QLI, Alation requires creating a view based on the

denodo_requests interface view.

Configuration in Alation

STEP 1: Create the QLI View

Note: QLI requires pre-configuration on the Denodo server side. See ‘Configuration on the Denodo Server Side’_ above.

Denodo will have the query history in the denodo_requests view in the database that is filled by the Denodo Monitor.

Create a QLI view for Alation by importing the queries from the denodo_requests into this view using the SQL example

given below. You can run this query in Compose:

CREATE OR REPLACE VIEW <alation_QLI_view_name> as SELECT

user_name AS userName,

'-' AS defaultDatabases,

session_id AS sessionId,

FORMATDATE('yyyy-MM-dd'' ''HH:mm:ss.SSS', start_time) AS startTime,

FORMATDATE('yyyy-MM-dd'' ''HH:mm:ss.SSS', start_time) AS sessionStartTime,

query AS queryString

FROM <database_name>.denodo_requests

WHERE notification_type = 'startRequest'

AND query NOT LIKE 'DESC%'

AND query NOT LIKE 'CALL%'

AND query NOT LIKE 'LIST%';
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STEP 2: Configure QLI in General Settings

Type the name of the Alation QLI view you created in the Query Log Privileges field on the General Settings tab of

the Settings page and click Save.

STEP 3: Perform QLI

Go to the Query Log Ingestion tab to complete and test the configuration and perform QLI.

6.21.10 Compose

Log into Compose:

• Authenticate compose with your Denodo credentials.

• Use the Catalog.Table format for writing queries.

6.21.11 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

6.22 Elasticsearch

Applies from 2021.4

Alation has certified the Elasticsearch data source with the following CData driver:

• cdata.jdbc.elasticsearch.ElasticsearchDriver.cdata.jdbc.elasticsearch

Alation can provide the required CData driver license for Parquet. Refer to How to get a CData Driver and use the

scenario appropriate to your case.

6.22.1 Scope of Support

• Supported as Custom DB with the CData Driver for Elasticsearch

• Metadata Extraction (MDE)

– Automated MDE

– Data Profiling

• Sampling

• Compose

• Lineage is not supported

• QLI is not supported
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6.22.2 Ports

Port 9700 must be open.

6.22.3 Service Account

Create the service account for Elasticsearch, refer to Elasticsearch Service Account or use any relevant mechanism to

create an ElasticSearch user/password for service account.

Permissions

Make sure that the service account has the following permissions:

• auto_configure

• delete (optional as the driver supports deletes)

• delete_index (optional as the driver supports deletes)

• index

• read

• view_index_metadata

• write

6.22.4 Required Information

• JDBC URI for the Elasticsearch data source

JDBC URI

When building the URI, include the following minimal list of required parameters:

• Server - The host name or IP address of the Elasticsearch REST server.

• Port - The port for the Elasticsearch REST server.

• DataModel - Specifies the data model to use when parsing Elasticsearch documents and generating the database

metadata.

• FlattenObjects - Set FlattenObjects to true to flatten object properties into columns of their own. Otherwise,

objects nested in arrays are returned as strings of JSON.

• FlattenArrays - Set FlattenArrays to 1. By default, nested arrays are returned as strings of JSON.

• RTK Key - When you purchase a CData driver from Alation, you are provided an RTK that needs to be included

into the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

The following parameters can be optionally included in the URI:

• ProxyServer - The hostname or IP address of a proxy to route HTTP traffic through.

• ProxyPort (If proxy connection is used) - The TCP port the ProxyServer proxy is running on.

• ProxySSLType - The SSL type to use when connecting to the ProxyServer proxy.

• SSLServerCert - The certificate to be accepted from the server when connecting using TLS/SSL.
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Using these values, construct the URI according to the pattern given below and proceed to adding the data source.

Use the following format for the JDBC URI:

elasticsearch://<Server>:<Port>;Datamodel=Document;FlattenObjects=True;FlattenArrays=1;

RTK=<RTK_Key>;

Example:

elasticsearch://localhost:9700;Datamodel=Document;FlattenObjects=True;FlattenArrays=1;RTK

=444752465641535552425641454E545042424D33323632390000000000000000000000000000414C58000055

59475655474E4E464242370000;

Use the following format for the JDBC URI if proxy connection is used:

elasticsearch://<Server>:<Port>;Datamodel=Document;FlattenObjects=True;FlattenArrays=1;

ProxyServer="localhost";ProxyPort="<Port_Number>";ProxySSLType="NEVER";SSLServerCert=*;

RTK=<RTK_Key>;

Example:

elasticsearch://localhost:9700;Datamodel=Document;FlattenObjects=True;FlattenArrays=1;Pro

xyServer="localhost";ProxyPort="8866";ProxySSLType="NEVER";SSLServerCert=*;RTK=4447524656

41535552425641454E545042424D33323632390000000000000000000000000000414C5800005559475655474

E4E464242370000;

6.22.5 Set Up in Alation

Step 1: Add the CData Driver for ElasticSearch to Alation

Depending on how you purchased the CData driver, from Alation or from CData, the driver installation process will be

different. Refer to Add the CData Driver into Alation Instance and use the scenario appropriate to your case.

STEP 2: Add a New Data Source

Add a new Data Source on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI .

Example 1:

elasticsearch://localhost:9700;Datamodel=Document;FlattenObjects=True;FlattenArr

ays=1;RTK=444752465641535552425641454E545042424D33323632390000000000000000000000

000000414C5800005559475655474E4E464242370000;

Example 2:
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elasticsearch://localhost:9700;Datamodel=Document;FlattenObjects=True;FlattenArr

ays=1;ProxyServer="localhost";ProxyPort="8866";ProxySSLType="NEVER";SSLServerCer

t=*;RTK=444752465641535552425641454E545042424D3332363239000000000000000000000000

0000414C5800005559475655474E4E464242370000;

• Select Driver: select the JDBC driver for Parquet from the Select Driver drop-down list:

cdata.jdbc.elasticsearch.ElasticsearchDriver.cdata.jdbc.elasticsearch

• Do not select the Use Kerberos checkbox

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.22.6 Access

On the Access tab, set the data source visibility as follows:

• Public Data Source - The data source will be visible to all the users.

• Private Data Source - The data source will be visible to the users with Viewer role, Admin of this data source and

the Server Admin for whom the permission is granted.

Add new Data Source Admin users in the Data Source Admins section.

6.22.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Catalog.Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.
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6.22.8 Profiling

Configure and perform Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters tab of the Settings to specify which objects to profile.

Note: Make sure that the Skip Views checkbox of the respective schemas is unchecked to perform the Profiling.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.

6.22.9 Sampling

Perform Sampling: refer to Sampling.

6.22.10 Query Log Ingestion

Not supported.

6.22.11 Compose

Log into Compose:

• Authenticate in Compose with your Amazon S3 credentials.

• Use the Catalog.Schema.Table format for writing queries.

6.22.12 Troubleshooting

Refer to Troubleshooting for CData Data Sources.

6.23 EMR SparkSQL

Applies from 2021.1

Alation has certified the EMR SparkSQL with the following driver to accommodate additional features:

• cdata.jdbc.sparksql.SparkSQLDriver.cdata.jdbc.sparksql

Alation will provide the above mentioned CData driver license for EMR SparkSQL.
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6.23.1 Scope of Support

• Supported as Custom DB with the CData Driver.

• Metadata Extraction (MDE)

• Automated MDE

• Query Based MDE

• Compose

• Data Profiling

• Lineage through Compose

6.23.2 Ports

Port 10001 must be open.

6.23.3 Required Information

• JDBC driver used to connect to the database: CData JDBC Driver for EMR SparkSQL

• JDBC URI for the EMR SparkSQL data source.

• Service Account with the required privileges

• Kerberos information - Optional

• Keytab file - Optional

Authentication

Kerberized data sources can only be added to the catalog after Kerberos configuration has been done on the Alation

server side. Refer to Configuring Kerberos for Data Source Authentication.

JDBC URI

When building the URI, include the following components:

• EMR Instance IP - This is the master DSN value of the AWS EMR.

• KDC IP from krb.conf file

• KerberosRealm - This will be the domain name you specified while configuring the security setting on EMR.

Refer to EMR Kerberos Configuration.

• KerberosKDC - This will be the IP address of your KDC server, If Kerberos is hosted on EMR then this value

will have the same value as that of EMR Instance IP.

• Service account - User name

• Service account - Password

• RTK Key - Use the RTK parameter only if you have the RTK provided by Alation.

Use the following format for the JDBC URI:
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sparksql://<EMR_Instance_IP:Port>;KerberosSPN=hadoop/<KDC IP from Krb.conf file>;

AuthScheme=Kerberos;KerberosRealm=CDATA.COM;KerberosKDC=<EMR_Instance_IP>;port=1000 1;

user=<Service account_User name>;password=<Service account_Password>;RTK=<RTK_Key>

Example:

sparksql://ec2-34-208-101-143.us-west-2.compute.amazonaws.com:100001;KerberosSPN=hadoop/i

p-172-31-42-240.us-west-2.compute.internal;AuthScheme=Kerberos;KerberosRealm=CDATA.COM;Ke

rberosKDC=ec2-34-208-101-143.us-west-2.compute.amazonaws.com;port=1000 1;user=admin1@CDAT

A.COM;password=Password;RTK=444752465641535552425641454E545042424D33323632390000000000000

0000000000000000000414C4154494F4E5800005559475655474E4E464242370000

6.23.4 Service Account

Create the service account for EMR SparkSQL based on Kerberos authentication.

• Log in to any SSH tool with EMR Public DNS.

• Open the Kerberos prompt.

sudo kadmin.local

• Create the Kerberos user using the following command:

add_pricipal <user_name>@Realm_Name

• Once the User Name is created, it will prompt for the password. Provide the password for the Service account.

6.23.5 Set Up in Alation

Step 1: Add the CData Driver for MongoDB to Alation

Refer to Add the CData Driver into Alation Instance.

Step 2: Add a New Datasource

Add a new Datasource on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI . Example:

sparksql://ec2-34-208-101-143.us-west-2.compute.amazonaws.com:100001;Ker

berosSPN=hadoop/ip-172-31-42-240.us-west-2.compute.internal;AuthScheme=K

erberos;KerberosRealm=CDATA.COM;KerberosKDC=ec2-34-208-101-143.us-west-2

.compute.amazonaws.com;port=1000 1;user=admin1@CDATA.COM;password=Passwo

rd;RTK=444752465641535552425641454E545042424D333236323900000000000000000

000000000000000414C4154494F4E5800005559475655474E4E464242370000
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• Select Driver: select the JDBC driver for EMR SparkSQL from the Select Driver drop-down

list:

– cdata.jdbc.sparksql.SparkSQLDriver.cdata.jdbc.sparksql

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

Note: Do not select the Kerberos ‘Use Kerberos’ checkbox.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

Step 6: Configuration on the Settings page

Complete the configuration on the Settings page and perform MDE, Profiling, and QLI:

• Access: configure access and Privacy settings.

• General Settings: verify the connection parameters and connection status.

– Select Enable Kerberos Authentication checkbox.

– Select Use Keytab checkbox and upload the .keytab file using the Upload Keytab button.

6.23.6 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Catalog.Schema.Table or Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.
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6.23.7 Profiling

Configure and perform Sampling and Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters in Settings tab to specify which objects to profile.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.

6.23.8 Query Log Ingestion

Not supported.

6.23.9 Compose

Log into Compose:

• Authenticate compose with your MongoDB credentials.

• Use the Catalog.Schema.Table or Schema.Table format for writing queries.

6.23.10 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

6.24 EMR Presto on Hive with AWS Glue as Metastore

Applies from version 2020.4

From 2020.4, EMR Presto on Hive with AWS Glue is supported as Custom DB. Alation has certified the following

driver for EMR Presto data sources:

• com.facebook.presto.jdbc.PrestoDriver.presto.jdbc.0.227

The driver is present in the list of drivers in Alation by default and can be selected when adding the data source to

Alation.

Alation has certified EMR 6.0.0 and Presto 0.230 versions for this setup.
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6.24.1 Scope of Support

• AWS Glue as metastore

• Kerberos with Keytab authentication

• Full, incremental, and selective Metadata Extraction (MDE) for tables and views

• Table and Column Sampling and Profiling

– Automatic Profiling

– Query-based Profiling

• Query Log Ingestion, Lineage, and Source Comments

• Compose

• Presto Grammar: Contact Alation Support for setting up Presto grammar for your Presto data source

6.24.2 AWS Billing

About billing-related questions, consult with your AWS account admin. The following queries may be billable by

Amazon on your AWS account depending on your AWS account contract:

• The queries Alation runs on the connected EMR Presto instance during MDE, Profiling, and QLI;

• The queries users run in Alation Compose.

6.24.3 Ports

Port 7778 must be open on the EMR host.

6.24.4 Required Information

• Driver to be selected to connect to the database: com.facebook.presto.jdbc.PrestoDriver.presto.jdbc.0.227

• JDBC URI

• Service Account with the required privileges

• Kerberos information

• The keytab file

• presto.jks file

Authentication

Kerberized data sources can only be added to the catalog after Kerberos configuration has been done on the Alation

server side. Refer to Configuring Kerberos for Data Source Authentication.
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JDBC URI

The JDBC URI must be entered without the “JDBC” tag at the beginning:

presto://<EMR_hostname>:7778/hive/default?SSL=true&

KerberosRemoteServiceName=presto&KerberosKeytabPath=<path to keytab>&

KerberosPrincipal=<Kerberos Principal>

Example:

presto://ip-10-13-58-104.alation-test.com:7778/hive/default?SSL=true&

KerberosRemoteServiceName=presto&KerberosKeytabPath=/data1/tmp/presto.keytab&

KerberosPrincipal=presto/ip-10-13-58-104.alation-test.com@ALATION-TEST.COM

The following parameters should be included:

• SSL=true

• KerberosRemoteServiceName=presto

• KerberosKeytabPath=<path to the keytab file on the Alation host>

• KerberosPrincipal=<Kerberos Principal name>

6.24.5 Preliminaries

Kerberos for Datasource Authentication

Kerberos authentication requires pre-configuration. Make sure the required configuration for Kerberos authentication

has been performed on your Alation instance: Configuring Kerberos.

Keytab

Perform the following steps to setup the keytab authentication:

1. Copy the truststore certificate (the presto.jks file) from the EMR host into the Alation instance /data1/tmp (in

the Alation shell).

2. Copy the .keytab file for the service account and place it in the following path: /data1/tmp (in the Alation shell).

3. Update the Java certificate as mentioned below:

Note: If the alation_conf attributes already have some other values, append new values but do not

overwrite the existing ones.

sudo /etc/init.d/alation shell

alation_conf taskserver.extra_flags -s " -Djavax.net.ssl.trustStore=/data1/

tmp/presto.jks -Djavax.net.ssl.trustStorePassword=changeit"

alation_conf connector.extra_flags -s " -Djavax.net.ssl.trustStore=/data1/

tmp/presto.jks -Djavax.net.ssl.trustStorePassword=changeit"

alation_conf elasticsearch.env.es_java_opts -s " -Djavax.net.ssl.

trustStore=/data1/tmp/presto.jks -Djavax.net.ssl.trustStorePassword=changeit

"

4. Restart the Java processes:
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alation_supervisor restart java:*

5. Restart the Alation instance.

AWS Glue as Metastore

In the hive.properties file on the EMR host, point the Hive metastore to Glue: hive.metastore=glue.

Example:

hive.metastore-refresh-interval=1m

connector.name=hive-hadoop2

hive.metastore-cache-ttl=20m

hive.config.resources=/etc/hadoop/conf/core-site.xml,/etc/hadoop/conf/hdfs-site.xml

hive.non-managed-table-writes-enabled = true

hive.s3-file-system-type = EMRFS

hive.hdfs.impersonation.enabled = true

hive.allow-drop-table = true

#hive.metastore.uri = thrift://ip-10-13-15-139.alation-test.com:9083

hive.metastore.authentication.type=KERBEROS

hive.metastore.service.principal=hive/_HOST@ALATION-TEST.COM

hive.metastore.client.principal=presto/_HOST@ALATION-TEST.COM

hive.metastore.client.keytab=/etc/presto/presto.keytab

hive.metastore=glue

hive.hdfs.authentication.type=KERBEROS

hive.hdfs.presto.principal=presto/_HOST@ALATION-TEST.COM

hive.hdfs.presto.keytab=/etc/presto/presto.keytab

6.24.6 Steps in Alation

Step 1: Add a Datasource

On the Sources page, add a new data source. Provide a Title and Description and proceed to the Add Data Source

wizard.

Step 2: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: Use the required format. See JDBC URI . Example:

presto://ip-10-13-58-104.alation-test.com:7778/hive/default?

SSL=true&KerberosRemoteServiceName=presto&KerberosKeytabPath=/data1/tmp/presto.

keytab&KerberosPrincipal=presto/

• Select Driver: select the JDBC driver for EMR Presto DB from the Select Driver drop-down list: com.facebook.

presto.jdbc.PrestoDriver.presto.jdbc.0.227
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Note: Do not select the Use Kerberos checkbox at this stage.

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

Step 3: Enter the Service Account Credentials

1. Select the Yes button.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.
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Step 4: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.24.7 Configure the EMR Presto with AWS Glue Data Source

Complete the configuration on the Settings page before performing MDE, Profiling, and QLI:

• Access: configure the Privacy and access settings.

• General Settings: verify the connection parameters and connection status.

– Select the Enable Kerberos Authentication checkbox.

– Select the Use Keytab checkbox and upload the .keytab file using the Upload Keytab button.

• Custom Settings: set the Catalog Object Definition for MDE. Use the Catalog.Schema.Table option for this

data source.

• Metadata Extraction: configure and perform MDE.

• Per-Object Parameters: set object visibility, object settings for Profiling, and custom queries for Profiling.

• Profiling: configure and perform Profiling.

• Query Log Ingestion: configure and perform Query Log Ingestion.

6.24.8 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• Automatic full and selective MDE is supported.

• In Settings > Custom Settings, you can set the Catalog Object Definition to Catalog.Schema.Table to remove

any driver-imposed prefixes from the metadata object names.
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6.24.9 Sampling and Profiling

Configure and perform Profiling (optional). Refer to Sampling and Profiling.

6.24.10 Query Log Ingestion

This certification supports Table-based QLI. Refer to SQL Query QLI .

6.24.11 Compose

Use the Catalog.Schema.Table format for writing queries.

6.24.12 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log.

6.25 GCP Databricks

Applies from version 2021.3

6.25.1 Scope of Support

• Automatic MDE and Profiling, file-based QLI, Popularity, Lineage, Compose

• Delta tables are supported. Alation has the ability to extract Delta tables and supports Metadata Extraction,

Profiling, and Compose. Users can write queries against Delta tables in Compose. Delta tables are represented as

Table objects in the Alation Catalog.

• Partitioned tables are supported

• Query Log Ingestion is not supported.

6.25.2 Preliminaries

The following information and configuration is required to configure an GCP Databricks connection in Alation:
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JDBC URI

Include the following components into the below mentioned URI:

• Hostname

• Databricks HTTP Path Prefix

• Databricks Cluster ID

• User Agent Entry - Alation recommends setting the user agent attribute as a parameter in JDBC URL

because it will help you to identify the requests performed by Alation. This is useful for debugging

problems caused by Alation or for logging purposes.

Note: The property UseNativeQuery=0 is required for custom query-based sampling and profiling.

Without this property in the JDBC URI, custom query-based sampling or profiling will fail. If you are not

using custom query-based sampling and profiling in your implementation of this data source type, you can

omit this property from the JDBC URI string.

Find more information in ANSI SQL-92 query support in JDBC in Azure Databricks documentation.

JDBC URI Pattern:

spark://<hostname>:443/default;transportMode=http;ssl=1;httpPath=<databricks_http_path_

prefix>/<databricks_cluster_id>;AuthMech=3;UserAgentEntry=Alation/2021.3;

UseNativeQuery=0;;

Example:

spark://4724910916864653.3.gcp.databricks.com:443/default;transportMode=http;ssl=1;

httpPath=sql/protocolv1/o/5678080404529670/1129-091234-pooh138;AuthMech=3;

UserAgentEntry=Alation/2021.3;UseNativeQuery=0;

Service Account

A service account with privileges to access the Databricks cluster for Metadata Extraction and Profiling. Alation

supports the following type of authentication:

• Token-based authentication: For information on how to generate a unique token and use it for authentication, see

this article.

Metadata Extraction

The service account requires access to the Databricks cluster. It must be able to access the tables and metadata to

perform the extraction process.
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Profiling/Sampling

The service account requires access to the Databricks cluster to perform Profiling/Sampling.

6.25.3 Steps in Alation

STEP 1: Add a New Datasource

Add a new Datasource on the Sources page.

Step 2: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI.

Example:

spark://4724910916864653.3.gcp.databricks.com:443/default;

transportMode=http;ssl=1;httpPath=sql/protocolv1/o/5678080404529670/

1129-091234-pooh138;AuthMech=3;UserAgentEntry=Alation/2021.3;

• Select Driver: select the Simba Spark JDBC driver for GCP Databricks from the Select Driver

drop-down list. Refer to the appropriate version of Support Matrix for the driver version.

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

Note: Do not select the Kerberos ‘Use Kerberos’ checkbox.

6.25. GCP Databricks 2771



Alation User Guide

2772 Chapter 6. Custom DB



Alation User Guide

Step 3: Enter Service Account Credentials

Enter the token information in the Username and Password fields as follows:

• Username: type the word token.

• Password: enter the token string.

Step 4: Configure Your Data Source

Click Skip this Step. QLI for this type of data source is set up on the Settings > Query Log Ingestion tab and requires

additional configuration on the Databricks side (see below).

After this step you are navigated to the Settings page of your data source.

6.25.4 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.

For GCP Databricks, Alation supports automatic MDE, manual or scheduled. Custom query-based MDE is not supported

for this type of data source.

6.25.5 Profiling

Configure and perform Sampling and Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile

an individual column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters in Settings tab to specify which objects to profile.
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Note: Ensure that you clear the Skip Views checkbox of the respective schemas to perform the Profiling.

Important: To use custom query-based sampling and profiling, ensure that the JDBC URI includes

the UseNativeQuery=0 property. If you enable dynamic profiling, then users should ensure that their

individual connections also include this property.

6.25.6 Query Log Ingestion

Not supported.

6.25.7 Compose

Log into Compose:

• Authenticate in Compose with your GCP Databricks credentials.

• Use the Schema.Table format for writing queries.

Note: OAuth for Compose is not supported for Databricks on GCP.

6.26 GitHub

Applies from 2021.3

Note: In 2021.3, this data source connection is in a Beta state.

Alation has certified the GitHub data source with the following CData driver:

• cdata.jdbc.github.GitHubDriver.cdata.jdbc.github

Alation can provide a license for the GitHub CData driver. Refer to How to get a CData Driver and use the scenario

appropriate to your case.

6.26.1 Scope of Support

• Supported as Custom DB with the CData Driver for GitHub

• Metadata Extraction (MDE)

– Automated MDE

• Data Profiling

• Sampling

• Compose

• Lineage is not supported
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• QLI is not supported

6.26.2 Service Account

In order to create a service account, register an app following the steps in Creating an OAuth App in the GitHub

documentation. This will generate the following values:

• OAuth Client ID

• OAuth Client Secret

Use the Client ID as the service account user name and the Client Secret as your service account password.

6.26.3 Required Information

• JDBC URI for the GitHub data source

JDBC URI

When building the URI, include the following minimal list of required parameters:

• OAuthClientID - The client ID assigned when you register your application with an OAuth authorization server.

• OAuthClientSecret - The client secret assigned when you register your application with an OAuth authorization

server.

• OAuthAccessToken - The access token for connecting using OAuth.

• RTK Key - when you purchase a CData driver from Alation, you are provided an RTK that needs to be included

into the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

The following optional parameters can be either included in the URI or in the Properties filed on the General Settings

page if needed:

• ProxyServer - The hostname or IP address of a proxy to route HTTP traffic through.

• ProxyPort (If proxy connection is used) - The TCP port the ProxyServer proxy is running on.

Using these values, construct the URI according to the pattern given below and proceed to adding the data source.

After you have successfully added the source, you will need to connect to it in Compose, obtain the OAuth Access Token

and update the URI on the Data Source Settings > General Settings page. This is described in the sections that follow.

Use the following format for the JDBC URI:

github://OAuthClientID=<Client_ID>;OAuthClientSecret=<Client_Secret>;

InitiateOAuth=REFRESH;RTK=<RTK_Key>

Example:

github://OAuthClientID=eb0b62aec57a1010926f6a8133de74d4;OAuthClientSecret=pxArnK7Qef+dDni

fGPQ8M/Dy7Up;InitiateOAuth=OFF;RTK=444752465641535552425641454E545042424D3332363239000000

0000000000000000000000414C5800005559475655474E4E464242370000

Use the following format for the JDBC URI if proxy connection is used:

github://OAuthClient_ID=<ClientID>;OAuthClientSecret=<Client_Secret>;

InitiateOAuth=REFRESH;UseSSL=True;SSLServerCert=*;ProxyServer="<ProxyServer_HostName>";

ProxyPort="8866";ProxySSLType="NEVER";RTK=<RTK_Key>
(continues on next page)
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(continued from previous page)

Example:

github://OAuthClientID=eb0b62aec57a1010926f6a8133de74d4;OAuthClientSecret=pxArnK7Qef+dDni

fGPQ8M/Dy7Up;InitiateOAuth=OFF;UseSSL=True;SSLServerCert=*;ProxyServer="Localhost";ProxyP

ort="8866";ProxySSLType="NEVER"RTK=444752465641535552425641454E545042424D3332363239000000

0000000000000000000000414C5800005559475655474E4E464242370000

6.26.4 Set Up in Alation

Step 1: Add the CData Driver for GitHub to Alation

Depending on how you purchased the CData driver, from Alation or from CData, the driver installation process will be

different. Refer to Add the CData Driver into Alation Instance and use the scenario appropriate to your case.

STEP 2: Add a New Data Source

Add a new Data Source on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: Provide any valid URI with port number 443. This is only a temporary URI to move

through the Add Data Source wizard.

Example: Jira://githubjira.atlassian.net:443

• Select Driver: select the JDBC driver for GitHub from the Select Driver drop-down list:

cdata.jdbc.github.GitHubDriver.cdata.jdbc.github

• Do not select the Use Kerberos checkbox

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide any username and password to bypass this screen.

Note: The correct service account username and password will need to be provided on the

General Settings tab of the data source Settings page.

3. Click Save and Continue.

4. An error message will appear. Click Continue with Errors to navigate to the next wizard screen,

Configure Your Data Source.
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Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.26.5 Get the OAuth Access Token

To perform Metadata Extraction, you will need to get an OAuth Access Token and include it into the connection URI.

Do the following steps to obtain an OAuth Access Token:

1. Go to Compose and connect to your GitHub source using the Service Account credentials.

2. Click the plus icon and provide the JDBC URI using the format described in the URI section. Click Add & Use.

Note:

InitiateOAuth parameter in the URI must be set to OFF.

3. Run the following query in Compose. As <call_back_url>, provide the callback URL that was provided during

the OAuth App creation:

EXEC GetOAuthAuthorizationURL @CallbackUrl='<call_back_url>'

Example:

EXEC GetOAuthAuthorizationURL @CallbackUrl='http://localhost:3333'

This should return a URL as result.
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4. Copy the URL and run it in a new browser. You will see an error message as shown below and a code in the URL.

5. Copy the code in the URL and add it as a value to the Verifier parameter in the below query.

EXEC GetOAuthAccessToken @Verifier=<Code_Copied_from_URL>

**Example:**

.. code-block:: SQL

EXEC GetOAuthAccessToken @Verifier=32217c96149fda1e96

This should return the OAuth Access Token as result.

.. image:: ../../_static/Github_06.png

6. Copy the OAuth Access Token.

7. Go to the Settings > General Settings page and edit the connection URI: specify the URI in the correct format

and add the OAuth Access Token (refer to the JDBC URI section).

Note: InitiateOAuth parameter must be set to Refresh while adding the generated OAuthAccessToken
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to the URI.

Pattern:

github://OAuthClientID=<Client_ID>;OAuthClientSecret=<Client_Secret>;

InitiateOAuth=REFRESH;OAuthAccessToken=<Access_Token>;RTK=<RTK_Key>

Example:

github://OAuthClientID=eb0b62aec57a1010926f6a8133de74d4;OAuthClientSe

cret=pxArnK7Qef+dDnifGPQ8M/Dy7Up;InitiateOAuth=REFRESH;OAuthAccessTok

en=Ay6CaEUwVim409lF5jp69bi8CK3JHyGBo0T915AwFEIfngegJNFU89FKJDF33lsd_S

M9jH9;RTK=444752465641535552425641454E545042424D333236323900000000000

00000000000000000414C5800005559475655474E4E464242370000

8. Save the change. After providing the URI in the required format, you can configure and perform metadata

extraction.

6.26.6 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Catalog.Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.
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6.26.7 Profiling

Configure and perform Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters tab of the Settings to specify which objects to profile.

Note: Make sure that the Skip Views checkbox of the respective schemas is unchecked to perform the Profiling.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.

6.26.8 Sampling

Perform Sampling: refer to Sampling.

6.26.9 Query Log Ingestion

Not supported.

6.26.10 Compose

Log into Compose:

• Authenticate in Compose with your GitHub credentials.

• Use the Catalog.Schema.Table format for writing queries.

6.26.11 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

To show driver activity from query execution to network traffic, use Logfile and Verbosity. At the end of the JDBC URI ,

add Logfile=/tmp/log.file;Verbosity=3; which will generate the log file in the specified directory. Set the Verbosity level

as required, refer to Logging.

Contact Alation support for help tracing the source of an error or to avoid a performance issue. Following are the

examples of common connection errors and show how to use these properties to get more context.

• Authentication Errors: Recording a Logfile at Verbosity 4 is necessary to get full details on an authentication

error.
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• Queries Time Out: A server that takes too long to respond will exceed the driver’s client-side timeout. Setting

the Timeout property to a higher value will avoid the connection error. Also you can disable the timeout by

setting the property to 0 and setting the Verbosity to 2 will show where the time is spent.

• The certificate presented by the server cannot be validated: This error indicates that the driver cannot validate

the server’s certificate through the chain of trust. If you are using a self signed certificate, there is only one

certificate in the chain.

To resolve this error, you must verify yourself that the certificate can be trusted and specify to the driver that you

trust the certificate. One way you can specify that you trust a certificate is to add the certificate to the trusted

system store; another is to set SSLServerCert.

6.27 MariaDB

Applies from 2021.4

Alation has certified the MariaDB data source with the following CData driver:

• cdata.jdbc.mariadb.MariaDBDriver.cdata.jdbc.mariadb

Alation can provide a license for the MariaDB CData driver. Refer to How to get a CData Driver and use the scenario

appropriate to your case.

6.27.1 Scope of Support

• Supported as Custom DB with the CData Driver for MariaDB

• Metadata Extraction (MDE)

– Query based MDE

• Data Profiling

• Sampling

• Compose

• Lineage

• Query Log Ingestion

– Query based QLI

6.27.2 Ports

Port 3306 must be open.
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6.27.3 Service Account

Use the following query to create a service account and grant the required permissions:

CREATE USER'alation_user_mysql'@'%' IDENTIFIED BY '<password>';

GRANT SHOW DATABASES ON .TO 'alation_user_mysql'@'%';

GRANT SELECT ON .TO 'alation_user_mysql'@'%';

6.27.4 Required Information

• JDBC URI for the MariaDB data source

6.27.5 JDBC URI

When building the URI, include the following minimal list of required parameters:

• Server - The hostname or IP address of the server.

• Port - The port for the MariaDB server.

• Database - The name of the MariaDB database.

• RTK Key - when you purchase a CData driver from Alation, you are provided an RTK that needs to be included

into the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

The following optional parameters can be either included in the URI:

• ProxyServer - The hostname or IP address of a proxy to route HTTP traffic through.

• ProxyPort (If proxy connection is used) - The TCP port the ProxyServer proxy is running on.

• ProxySSLType - The SSL type to use when connecting to the ProxyServer proxy.

• SSLServerCert - The certificate to be accepted from the server when connecting using TLS/SSL.

Using these values, construct the URI according to the pattern given below and proceed to adding the data source.

Use the following format for the JDBC URI:

Format:

mariadb://<Server>:<Port_Number>;Database="<Database_Name>";RTK=<RTK_Key>;

Example:

mariadb://localhost:3306;Database="sales";RTK=444752465641535552425641454E545042424D33323

632390000000000000000000000000000414C5800005559475655474E4E464242370000

Use the following format for the JDBC URI if proxy connection is used:

Format:

mariadb://<Hostname>:<Port_Number>;Database="<Database_Name>";ProxyServer="localhost";

ProxyPort="<Port_Number>";ProxySSLType="NEVER";SSLServerCert=*;RTK=<RTK_Key>;

Example:
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mariadb://localhost:3306;Database="sales";ProxyServer="localhost";ProxyPort="8866";ProxyS

SLType="NEVER";SSLServerCert=*;RTK=444752465641535552425641454E545042424D3332363239000000

0000000000000000000000414C5800005559475655474E4E464242370000

6.27.6 Set Up in Alation

Step 1: Add the CData Driver for MariaDB to Alation

Depending on how you purchased the CData driver, from Alation or from CData, the driver installation process will be

different. Refer to Add the CData Driver into Alation Instance and use the scenario appropriate to your case.

Step 2: Add a New Data Source

Add a new Data Source on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI .

Example:

mariadb://localhost:3306;Database="sales";RTK=444752465641535552425641454E545042

424D33323632390000000000000000000000000000414C5800005559475655474E4E464242370000

• Select Driver: select the JDBC driver for MariaDB from the Select Driver drop-down list:

cdata.jdbc.mariadb.MariaDBDriver.cdata.jdbc.mariadb

• Do not select the Use Kerberos checkbox

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.27.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Schema.Table:

Query Based MDE

Select the Enable custom query based extraction checkbox in the Metadata Extraction tab to perform the query-based

extraction.

Schema, Tables, and Columns are enabled by default at the backend and users cannot disable them. The following

additional metadata types can be enabled:

• View

• Primary Key

• Foreign Key

• Index

• Partition

• Function

To use this feature, you will need to write custom queries to extract the metadata. Alation expects that these queries

conform to a specific structure and use the expected reserved identifiers. Find examples of queries below:
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Schema

SELECT '' AS `CATALOG`,

SCHEMA_NAME AS `SCHEMA`

FROM INFORMATION_SCHEMA.SCHEMATA

Table

SELECT '' AS 'CATALOG',

table_schemaAS 'SCHEMA',

TABLE_NAME AS 'TABLE',

CASE WHEN TABLE_TYPE = 'BASE TABLE' THEN 'TABLE' ELSE 'VIEW' END AS 'TABLE_TYPE',

TABLE_COMMENT AS REMARKS

FROM INFORMATION_SCHEMA.TABLES

Column

SELECT '' AS 'CATALOG',

c.TABLE_SCHEMA AS 'SCHEMA',

c.TABLE_NAME AS 'TABLE',

c.COLUMN_NAME AS 'COLUMN',

c.DATA_TYPE AS 'DATA_TYPE',

c.COLUMN_TYPE AS 'TYPE_NAME',

c.IS_NULLABLE AS 'IS_NULLABLE',

c.ORDINAL_POSITION AS 'ORDINAL_POSITION',

c.COLUMN_DEFAULT AS 'COLUMN_DEF',

c.COLUMN_COMMENT AS REMARKS

FROM INFORMATION_SCHEMA.COLUMNSAS c, INFORMATION_SCHEMA.TABLES AS t

WHERE c.TABLE_SCHEMA = t.TABLE_SCHEMA AND c.TABLE_NAME = t.TABLE_NAME

View

SELECT '' AS `CATALOG`,

TABLE_SCHEMA AS `SCHEMA`,

TABLE_NAME AS `VIEW_NAME`,

VIEW_DEFINITION AS `VIEW_CREATE_STATEMENT`

FROM INFORMATION_SCHEMA.VIEWS

WHERE TABLE_SCHEMA = 'test'
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Primary Key

SELECT '' AS `CATALOG`,

TABLE_SCHEMA AS `SCHEMA`,

TABLE_NAME AS `TABLE`,

CONSTRAINT_NAME AS `PK_NAME`,

COLUMN_NAME AS `PK_COLUMN`,

ORDINAL_POSITION

FROM INFORMATION_SCHEMA.KEY_COLUMN_USAGE

WHERE TABLE_SCHEMA='TestCol' and CONSTRAINT_NAME='PRIMARY'

Foreign Key

SELECT '' AS `CATALOG`,

FK.CONSTRAINT_SCHEMA AS `SCHEMA`,

FK.TABLE_NAME AS `TABLE`,

FK.CONSTRAINT_NAME AS `FK_NAME`,

FKCOL.REFERENCED_COLUMN_NAME AS `FK_COLUMN`,

'' AS `PK_CATALOG`,

FK.UNIQUE_CONSTRAINT_SCHEMA AS `PK_SCHEMA`,

FK.REFERENCED_TABLE_NAME AS `PK_TABLE`,

FK.UNIQUE_CONSTRAINT_NAME AS `PK_NAME`,

PKCOL.COLUMN_NAME AS `PK_COLUMN`

FROM INFORMATION_SCHEMA.REFERENTIAL_CONSTRAINTS FK

INNER JOIN INFORMATION_SCHEMA.KEY_COLUMN_USAGE FKCOL ON FK.CONSTRAINT_SCHEMA = FKCOL.

TABLE_SCHEMA

AND FK.TABLE_NAME = FKCOL.TABLE_NAME AND FK.CONSTRAINT_NAME = FKCOL.CONSTRAINT_NAME

INNER JOIN INFORMATION_SCHEMA.KEY_COLUMN_USAGE PKCOL ON FK.UNIQUE_CONSTRAINT_SCHEMA =

PKCOL.TABLE_SCHEMA

AND FK.REFERENCED_TABLE_NAME = PKCOL.TABLE_NAME

AND FK.UNIQUE_CONSTRAINT_NAME = PKCOL.CONSTRAINT_NAME

Index

SELECT '' AS `CATALOG`,

SI.TABLE_SCHEMA AS `SCHEMA`,

SI.TABLE_NAME AS `TABLE`,

SI.INDEX_NAME,INDEX_TYPE AS `TYPE`,

COLUMN_NAME AS `COLUMN`,

'' AS `FILTER_CONDITION`,

SEQ_IN_INDEX AS `ORDINAL_POSITION`,

CARDINALITY AS `ASC_OR_DESC`

FROM information_schema.STATISTICS SI

INNER JOIN information_schema.INDEX_STATISTICS SIC ON SI.INDEX_NAME = SIC.INDEX_NAME

AND SI.TABLE_SCHEMA = SIC.TABLE_SCHEMA
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Partition

SELECT '' AS `CATALOG`,

TABLE_SCHEMA AS `SCHEMA`,

TABLE_NAME AS `TABLE`,PARTITION_NAME,PARTITION_ORDINAL_POSITION,PARTITION_

DESCRIPTION

FROM INFORMATION_SCHEMA.PARTITIONS

Function

SELECT '' AS `CATALOG`,

SRP.ROUTINE_SCHEMA AS `SCHEMA`,

SRP.ROUTINE_TYPE AS `FUNCTION_TYPE`,

SRP.ROUTINE_NAME AS `FUNCTION_NAME`,

SRP.SPECIFIC_NAME AS SPECIFIC_NAME,

SRP.TYPE_NAME AS `COLUMN_TYPE`,

SRP.PARAMETER_NAME AS `COLUMN_NAME`,

SRP.ROW_TYPE AS `ROW_TYPE`,R.TEXT AS `REMARKS`

FROM INFORMATION_SCHEMA.PARAMETERS SRP

INNER JOIN INFORMATION_SCHEMA.ROUTINES R ON SRP.ROUTINE_SCHEMA = R.ROUTINESCHEMA

AND SRP.ROUTINE_NAME = R.ROUTINE_NAME

AND SRP.ROUTINE_TYPE = R.ROUTINE_TYPE

6.27.8 Profiling

Configure and perform Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters tab of the Settings to specify which objects to profile.

Note: Make sure that the Skip Views checkbox of the respective schemas is unchecked to perform the Profiling.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.
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6.27.9 Sampling

Perform Sampling: refer to Sampling.

6.27.10 Query Log Ingestion

Perform the following steps to ingest the queries into Alation:

1. In the Query Log Ingestion tab, enable the Enable table based query log ingestion check box.

2. In the Query to Execute field, execute the following query to perform the QLI:

SELECT

user_host as userName,

thread_id as sessionId,

argument as queryString

FROM

mysql.general_log;

3. Click Save.

4. Click Import to ingest the queries.

6.27.11 Compose

Log into Compose:

• Authenticate in Compose with your MariaDB credentials.

• Use Schema.Table format for writing queries.
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6.27.12 Troubleshooting

Refer to Troubleshooting for CData Data Sources.

6.28 MarkLogic

Applies from 2020.2

Alation has certified the MarkLogic data source with the following CData driver to support additional features:

• cdata.jdbc.marklogic.MarkLogicDriver.cdata.jdbc.marklogic

Alation can provide the above mentioned CData driver license for MarkLogic.

6.28.1 Scope of Support

• Supported as Custom DB with the CData Driver for MarkLogic.

• Metadata Extraction (MDE)

– Automated MDE

• Compose

• Data Profiling

• QLI is not supported

6.28.2 Ports

Port 8000 must be open.

6.28.3 Service Account

Create the service account for MarkLogic, refer to Secure Credentials.

SSL Certificate

Obtain a SSL certificate, refer to Procedures for Enabling SSL. Once obtained, enable the SSL on the Alation server;

refer to Enable SSL.

6.28.4 Required Information

• JDBC driver used to connect to the database: CData JDBC Driver for MarkLogic

• JDBC URI for the MarkLogic data source
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JDBC URI

When building the URI, include the following components:

• Host Name

• Port Number

• SSL Certificate (Optional)

• RTK Key - when you purchase a CData driver from Alation, you are provided an RTK that needs to be included

into the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

Use the following format for the JDBC URI:

Marklogic://<Host_Name>;Port=8000;API=REST;UseSSL=True;SSLServerCERT=/tmp/certificate.

crt;RTK=<RTK_Key>

Example:

Marklogic://10.13.64.245;Port=8000;API=REST;UseSSL=True;SSLServerCERT=/tmp/certificate.cr

t;RTK=444752465641535552425641454E545042424D333236323900000000000000000000000000000000414

C4154494F4E5800005559475655474E4E464242370000

6.28.5 Limitation

Query Log Ingestion is not supported.

6.28.6 Set Up in Alation

Step 1: Add the CData Driver for MarkLogic to Alation

Depending on how you purchased the CData driver, from Alation or from CData, the driver installation process will be

different. Refer to Add the CData Driver into Alation Instance and use the scenario appropriate to your case.

STEP 2: Add a New Datasource

Add a new Datasource on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI. Example:

Marklogic://10.13.64.245;Port=8000;API=REST;User=UserName;Password=Passw

ord;UseSSL=True;SSLServerCERT=/tmp/certificate.crt;RTK=44475246564153555

2425641454E545042424D333236323900000000000000000000000000000000414C41544

94F4E5800005559475655474E4E464242370000
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• Select Driver: select the JDBC driver for MarkLogic from the Select Driver drop-down list:

cdata.jdbc.marklogic.MarkLogicDriver.cdata.jdbc.marklogic

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

Note:

Do not select the Kerberos ‘Use Kerberos’ checkbox.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.28.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Catalog.Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.
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6.28.8 Profiling

Configure and perform Sampling and Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters in Settings tab to specify which objects to profile.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.

6.28.9 Query Log Ingestion

Not supported.

6.28.10 Compose

Log into Compose:

• Authenticate compose with your Starburst Enterprise Presto credentials.

• Use the Catalog.Schema.Table format for writing queries.

6.28.11 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

6.29 MongoDB

Applies from 2021.1

Alation has certified the MongoDB with the following driver to accommodate additional features:

• cdata.jdbc.mongodb.MongoDBDriver.cdata.jdbc.mongodb

Alation will provide the above mentioned CData driver license for MongoDB.
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6.29.1 Scope of Support

• Supported as Custom DB with the CData Driver.

• Metadata Extraction (MDE)

-Automated MDE

• Compose

• Data Profiling

6.29.2 Ports

Port 27017 must be open.

6.29.3 Required Information

• JDBC driver used to connect to the database: CData JDBC Driver for MongoDB

• JDBC URI for the MongoDB data source

JDBC URI

When building the URI, include the following components:

• Host Name

• Port number

• RTK Key - Use the RTK parameter only if you have the RTK provided by Alation.

Optional parameters:

Applies from 2023.1

• Other

– NaturalColumnOrdinal - Set this parameter to false to display the column numbers in the catalog after

extraction.

– CacheMetadataTables - Set this parameter to true to extract large metadata.

JDBC URI Format

mongodb://<Host_Name>:<Port>?RTK=<RTK_Key>

Example:

mongodb://10.13.64.245:27017?RTK=444752465641535552425641454E545042424D333236323900000000

00000000000000000000414C5800005559475655474E4E464242370000
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JDBC URI Format (with Optional Parameters)

Applies from 2023.1

mongodb://<Host_Name>:<Port>?RTK=<RTK_Key>;Other="NaturalColumnOrdinal=false";Other=

'CacheMetadataTables=True'

Example:

mongodb://10.13.49.247:27017?rtk=44475248565A30343034323333305745425452314131000000000000

000000000000000000000000423453483336453100004342354833365832335A34420000;Other="NaturalCo

lumnOrdinal=false";Other='CacheMetadataTables=True'

Compose URI Format

Applies from 2023.1

mongodb://<Host_Name>:<Port>?WriteScheme='RawValue';GenerateSchemaFiles=OnCreate;RTK=

<RTK_Key>

Example:

mongodb://10.13.77.9:27017/?WriteScheme='RawValue';GenerateSchemaFiles=OnCreate;rtk=44475

248565A3034303432333330574542545231413100000000000000000000000000000000000042345348333645

3100004342354833365832335A34420000

6.29.4 Limitation

Query Log Ingestion is not supported.

6.29.5 Service Account

Create the service account for MongoDB based on basic or Kerberos authentication:

Basic Authentication

See the following example for creating a MongoDB user:

db.createUser(

{

user: "mongouser",

roles: [ { role: "root", db: "admin" } ]

}

)

.. note::

As shown in the code snippet, if the DBA has the role of a root, access to all

databases is automatically provided. If the role is other than the root, make sure that

you have the listDatabases privilege. Refer to the corresponding `MongoDB Documentation

<https://docs.mongodb.com/manual/reference/built-in-roles/>`_. (continues on next page)
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(continued from previous page)

6.29.6 Set Up in Alation

Step 1: Add the CData Driver for MongoDB to Alation

Refer to Add the CData Driver into Alation Instance.

Step 2: Add a New Datasource

Add a new Datasource on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI . Example:

mongodb://10.13.64.245:27017?RTK=444752465641535552425641454E5450

42424D33323632390000000000000000000000000000414C58000055594756554

74E4E464242370000

• Select Driver: select the JDBC driver for MongoDB from the Select Driver drop-down

list:

– cdata.jdbc.mongodb.MongoDBDriver.cdata.jdbc.mongodb

• Properties: Provide the properties as:

{"AuthDatabase":"admin","SupportsCatalogsInTableDefinitions":

"True","SupportsSchemasInTableDefinitions":"True"}

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

Note: Do not select the Kerberos ‘Use Kerberos’ checkbox.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.29.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.

Applies from 2023.1

• To display the column numbers in the catalog after extraction, add the parameter

Other="NaturalColumnOrdinal=false" in the URI. See JDBC URI Format (with Optional Parame-

ters) for more details.

• For Metadata Extraction of large data, add the parameter Other='CacheMetadataTables=True' in the URI.

Make sure that the Disable Bulk Extraction checkbox is disabled. See JDBC URI Format (with Optional

Parameters) for more details.
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6.29.8 Profiling

Configure and perform Sampling and Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters in Settings tab to specify which objects to profile.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.

6.29.9 Query Log Ingestion

Not supported.

6.29.10 Compose

Log into Compose:

• Authenticate compose with your MongoDB credentials.

• Use the Schema.Table format for writing queries.

Applies from 2023.1

• Add the following parameters to the Compose URI to create and insert queries. See Compose URI Format for

more details.

– GenerateSchemaFiles=OnCreate

– WriteSchema=’RawValue’

6.29.11 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

6.30 MongoDB Atlas

Applies from 2021.1

Alation has certified the MongoDB Atlas with the following driver to accommodate additional features:

• cdata.jdbc.mongodb.MongoDBDriver.cdata.jdbc.mongodb

Alation will provide the above mentioned CData driver license for MongoDB Atlas.
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6.30.1 Scope of Support

• Supported as Custom DB with the CData Driver.

• Metadata Extraction (MDE)

– Automated MDE

• Compose

• Data Profiling

• Lineage

6.30.2 Ports

Port 27017 must be open.

JDBC URI

When building the URI, include the following components:

• Primary Cluster IP - Example:

tf-test-al53356-kalyanc-shard-00-02.oonyz.mongodb.net

• Server Address - Example:

tf-test-al53356-kalyanc.oonyz.mongodb.net

Note: replicaSet is optional. Users can include if they need replicaset support.

• RTK Key - Use the RTK parameter only if you have the RTK provided by Alation.

Use the following format for the JDBC URI:

mongodb://<Primary_Cluster_IP>:?replicaSet=<Server_Address>&slaveOk=true&RTK=<RTK_Key>

Example:

mongodb://tf-test-al59394-kalyanc-shard-00-00.oonyz.mongodb.net:?replicaSet=tf-test-al593

94-kalyanc.oonyz.mongodb.net&slaveOk=true&RTK=4447524656415355524256414542424D33323632390

00000000000000000000414C4154494F4E58000055595474E4E464242370000

6.30.3 Limitation

Query Log Ingestion is not supported.

2804 Chapter 6. Custom DB



Alation User Guide

6.30.4 Service Account

Create the service account for MongoDB Atlas based on basic or Kerberos authentication:

Basic Authentication

See the following example for creating a MongoDB Atlas user:

db.createUser(

{

user: "mongouser",

roles: [ { role: "root", db: "admin" } ]

}

)

.. note::

As shown in the code snippet, if the DBA has the role of a root, access to all

databases is automatically provided. If the role is other than the root, make sure that

you have the listDatabases privilege.

6.30.5 Set Up in Alation

Step 1: Add the CData Driver for MongoDB to Alation

Refer to Add the CData Driver into Alation Instance.

STEP 2: Add a New Datasource

Add a new Datasource on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI .

Example:

mongodb://tf-test-al59394-kalyanc-shard-00-00.oonyz.mongodb.ne

t:?replicaSet=tf-test-al59394-kalyanc.oonyz.mongodb.net&slaveO

k=true&RTK=4447524656415355524256414542424D3332363239000000000

000000000000414C4154494F4E58000055595474E4E464242370000

• – Select Driver: select the JDBC driver for MongoDB Atlas from the Select

Driver drop-down list:

∗ cdata.jdbc.mongodb.MongoDBDriver.cdata.jdbc.mongodb

• Properties: Provide the properties as:
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{"UseSSL":true,"AuthDatabase":"admin",

"SupportsCatalogsInTableDefinitions":"True",

"SupportsSchemasInTableDefinitions":"True"}

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

Note: Do not select the Kerberos ‘Use Kerberos’ checkbox.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.30.6 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.

6.30.7 Profiling

Configure and perform Sampling and Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters in Settings tab to specify which objects to profile.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.
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6.30.8 Query Log Ingestion

Not supported.

6.30.9 Compose

Log into Compose:

• Authenticate compose with your MongoDB Atlas credentials.

• Use the Schema.Table format for writing queries.

6.30.10 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

6.31 NetSuite

Applies from 2022.2

Alation has certified the NetSuite data source with the following CData driver:

• cdata.jdbc.netsuite.NetSuiteDBDriver.cdata.jdbc.netsuite

Alation can provide a license for the NetSuite CData driver. Refer to How to get a CData Driver and use the scenario

appropriate to your case.

6.31.1 Scope of Support

• Supported as Custom DB with the CData driver for NetSuite

• Metadata Extraction (MDE)

– Automated MDE

• Compose

• Data Profiling

• Sampling

• Query log ingestion (QLI) - not applicable

• Lineage - not applicable
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6.31.2 Required Information

• JDBC driver to connect to the database: CData JDBC driver for NetSuite

• JDBC URI for the NetSuite data source

Prerequisites

In order to obtain the values of the required parameters for the JDBC URI and service account, perform the steps in

Creating an Access Token in NetSuite. This will generate the values for parameters:

• OAuth Client ID

• OAuth Client Secret

• OAuth Access Token

• OAuth Access Token Secret

Make sure that you have all the required permissions assigned, refer to Permission Configurations.

Construct the JDBC URI

Alation supports following authentication types for NetSuite:

• Basic authentication

• Token-based authentication

• OAuth authentication

Refer to Authenticating to NetSuite for more information.

When building the URI, include the following minimal list of required parameters:

Basic Authentication:

• AccountId - The company account your username is associated with on NetSuite.

• Schema - The type of schema to use.

• User - The user of the NetSuite account used to authenticate.

• Password - The password of the NetSuite user used to authenticate.

• RTK Key - when you purchase a CData driver from Alation, you are provided an RTK that needs to be included

into the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

Token Based Authentication:

• AccountId - The company account your username is associated with on NetSuite.

• Schema - The type of schema to use.

• OAuthClientId - The client id assigned when you register your application with an OAuth authorization server.

• OAuthClientSecret - The client secret assigned when you register your application with an OAuth authorization

server.

• OAuthAccessToken - The access token for connecting using OAuth.

• OAuthAccessTokenSecret - The OAuth access token secret for connecting using OAuth.
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• RTK Key - when you purchase a CData driver from Alation, you are provided an RTK that needs to be included

into the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

OAuth Authentication:

• AccountId - The company account your username is associated with on NetSuite.

• InitiateOAuth - Set this property to initiate the process to obtain or refresh the OAuth access token when you

connect.

• OAuthClientId - The client id assigned when you register your application with an OAuth authorization server.

• OAuthClientSecret - The client secret assigned when you register your application with an OAuth authorization

server.

• RTK Key - when you purchase a CData driver from Alation, you are provided an RTK that needs to be included

into the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

The following optional parameters can also be included in the URI if the proxy connection is used or if using TLS/SSL:

• ProxyServer - The hostname or IP address of the proxy to route HTTP traffic through.

• ProxyPort - The TCP port the ProxyServer proxy is running on.

• ProxyAutoDetect - Indicates whether to use the system proxy settings or not. This takes precedence over other

proxy settings, so you will need to set ProxyAutoDetect to FALSE in order to use custom proxy settings.

• SSLServerCert - The certificate to be accepted from the server when connecting using TLS/SSL.

Using these values, construct the URI according to the patterns given below.

CData JDBC driver for NetSuite can extract the SuiteTalk and SuiteQL schemas. The schema to use can be specified

using the Schema parameter in the JDBC URI. Select a JDBC URI format depending on the schema type that you want

to extract as shown in the table below:

SCHEMA URI Formats

SuiteTalk Basic authentication or token-based authentication

SuiteQL Token-based authentication or OAuth authentication

Use the format that is relevant to the authentication method that you are using:

Basic Authentication Format

netsuite://AccountId="<Account_ID>”;Password=<Password>;User=<User>;Schema=<schema>;RTK=

<RTK_Key>;

Example:

netsuite://AccountId="TSTDRV1189931";Password=Password;User=admin;Schema=SuiteTalk;RTK=44

4752465641535552425641454E545042424D33323632390000000000000000000000000000414C58000055594

75655474E4E464242370000
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Token-Based Authentication Format

netsuite://AccountId="<Account_ID>”;OAuthClientId=”<Client_ID>”;OAuthClientSecret=”

<Client_Secret>”;Schema=<schema>;RTK=<RTK_Key>;

Note: OAuth access token and OAuth access token secret will be provided in the General Settings > Properties Field.

Example:

netsuite://AccountId="TSTDRV1189931";OAuthClientId=”5aa125dd4937303122f45f2bfktke75935f6k

k4fge52je8fj”;OAuthClientSecret=”a1452460bffa93bfh74nglls8jdmnsje8kgksg9qwsdsde6”;Schema=

SuiteTalk;RTK=444752465641535552425641454E545042424D3332363239000000000000000000000000000

0414C5800005559475655474E4E464242370000

OAuth Authentication Format

netsuite://AccountId="<Account_ID>”;InitiateOAuth=REFRESH;OAuthClientId=”<Client_ID>”;

OAuthClientSecret=”<Client_Secret>”;Schema=<schema>;RTK=<RTK_Key>;

Example:

netsuite://AccountId="TSTDRV1189931";InitiateOAuth=REFRESH;OAuthClientId=”5aa125dd4937303

122f45f2bfktke75935f6kk4fge52je8fj”;OAuthClientSecret=”a1452460bffa93bfh74nglls8jdmnsje8k

gksg9qwsdsde6”;Schema=SuiteTalk;RTK=444752465641535552425641454E545042424D333236323900000

00000000000000000000000414C5800005559475655474E4E464242370000

6.31.3 Service Account

Provide an OAuth Client ID (Username) and OAuth Client Secret (Password) generated in Prerequisites section.

6.31.4 Set Up in Alation

Step 1: Add the CData Driver for NetSuite to Alation

Depending on how you purchased the CData driver, from Alation or from CData, the driver installation process will be

different. Refer to Add the CData Driver into Alation Instance and use the scenario appropriate to your case.

Step 2: Add a New Data Source

Add a new Data Source on the Sources page.
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Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: Provide any valid URI with port number 443. This is only a temporary URI to move through

the Add Data Source wizard.

Example:

Jira://jira.atlassian.net:443

Note: The correct JDBC URI must be provided on the General Settings tab of the data source Settings

page.

• Select Driver: select the JDBC driver for NetSuite from the Select Driver drop-down list:

cdata.jdbc.netsuite.NetSuiteDBDriver.cdata.jdbc.netsuite

• Do not select the Use Kerberos checkbox

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide an OAuth Client ID as Username and OAuth Client Secret as Password generated in Prerequi-

sites section. OAuth Client ID and OAuth Client Secret can be used as Username and Password for

Basic Authentication and Token Based Authentication as well.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

4. An error message will appear. Click Continue with Errors to navigate to the next wizard screen,

Configure Your Data Source.
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Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

Step 6: General Settings

Once you successfully create a connection, you will land on the General Settings page. On the General Settings tab:

1. Change the temporary URI to the correct URI:

• If you are using basic authentication, use Basic Authentication Format.

• If you are using OAuth, use OAuth Authentication Format.

• If you are using token-based authentication, use Token-Based Authentication Format.

2. In the Properties field, provide the OAuth access token and OAuth access token secret generated in

Prerequisites section. Click Save.

Note: OAuth access token and OAuth access token secret must be provided only if Token-

Based Authentication Format JDCB URI is used.

3. Click the Test button to test the connection. An error message will appear.

6.31.5 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Schema.Table:
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• Automatic MDE is supported.

6.31.6 Profiling

Configure and perform Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters tab of the Settings to specify which objects to profile.

Note: Make sure that the Skip Views checkbox of the respective schemas is unchecked to perform the Profiling.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.

6.31.7 Sampling

Perform Sampling: refer to Sampling.

6.31.8 Query Log Ingestion

Not applcable.
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6.31.9 Compose

Log into Compose:

• Authenticate in Compose with your NetSuite credentials.

• Use Schema.Table format for writing queries.

6.31.10 Troubleshooting

Refer to Troubleshooting for CData Data Sources.

6.32 Parquet (Amazon S3)

Applies from 2021.3

Alation has certified the Parquet files on Amazon S3 data source with the following CData driver:

• cdata.jdbc.parquet.ParquetDriver.cdata.jdbc.Parquet

The driver reads the metadata from Parquet files stored in an Amazon S3 bucket and extracts them as tables. The

different files in the S3 bucket are extracted as individual tables in Alation.

Alation can provide the required CData driver license for Parquet. Refer to How to get a CData Driver and use the

scenario appropriate to your case.

6.32.1 Scope of Support

• Supported as Custom DB with the CData Driver for Parquet (Amazon S3)

• Metadata Extraction (MDE)

– Automated MDE

• Compose

• Data Profiling

• Data Sampling

• QLI is not supported

• Lineage is not supported

6.32.2 Ports

ProxyPort is the property exposed by the driver in order to support the port of your Proxy Server.
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6.32.3 Service Account

Create an AWS account to use the S3 bucket. Refer to AWS Account.

Permissions

Make sure that the service account has the following permissions:

• ListBucket

• ListJobs

• ListStorageLensConfigurations

• ListBucketVersions

• ListBucketMultipartUploads

• ListMultipartUploadParts

• ListBucketVersions

• GetObject

6.32.4 Required Information

• JDBC URI for the Parquet (Amazon S3) data source

JDBC URI

When building the URI, include the following minimal list of required parameters:

• AWSAccessKey - AWS account access key that is available on AWS security credentials page.

• AWSSecretKey - AWS secret key that is available on AWS security credentials page.

• URI - URI of the Amazon S3 bucket where the Parquet resources are located.

• IncludeSubdirectories - Whether to read files from nested folders. In the case of a name collision, table names

are prefixed by the underscore-separated folder names. Set the IncludeSubdirectories to True.

• RTK Key - when you purchase a CData driver from Alation, you are provided an RTK that needs to be included

into the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

Below are the list of optional parameters that can be either included in the URI or in the Properties field on the General

Settings page if required:

• ProxyServer - The hostname or IP address of a proxy to route HTTP traffic through.

• ProxyPort (If proxy connection is used) - The TCP port the ProxyServer proxy is running on.

Use the following format for the JDBC URI:

parquet://AWSAccessKey=<awsaccesskey>;AWSSecretKey=<awssecretkey>;URI=<S3Bucket_URI>;

IncludeSubdirectories>=True;RTK=<RTK_Key>

Example:
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parquet://AWSAccessKey=AKIATEIZM7LWKA2ZLJEZ;AWSSecretKey=LG8en7gyGQfJqrMA4izWJ0G7vkvT0Yqv

/xGwdh;URI=<S3Bucket_URI>;IncludeSubdirectories=True;RTK=444752465641535552425641454E5450

42424D33323632390000000000000000000000000000414C5800005559475655474E4E464242370000

Use the following format for the JDBC URI if proxy connection is used:

parquet://AWSAccessKey=<awsaccesskey>;AWSSecretKey=<awssecretkey>;URI=<S3Bucket_URI>;

ProxyServer="<ProxyServer_HostName>";ProxyPort="8866";ProxySSLType="NEVER”;

IncludeSubdirectories=True;RTK=<RTK_Key>

Example:

parquet://AWSAccessKey=AKIATEIZM7LWKA2ZLJEZ;AWSSecretKey=LG8en7gyGQfJqrMA4izWJ0G7vkvT0Yqv

/xGwdh;URI=<S3Bucket_URI>;ProxyServer="Localhost";ProxyPort="8866";ProxySSLType="NEVER";I

ncludeSubdirectories=True;RTK=444752465641535552425641454E545042424D333236323900000000000

00000000000000000414C5800005559475655474E4E464242370000

6.32.5 Set Up in Alation

Step 1: Add the CData Driver for Parquet to Alation

Depending on how you purchased the CData driver, from Alation or from CData, the driver installation process will be

different. Refer to Add the CData Driver into Alation Instance and use the scenario appropriate to your case.

STEP 2: Add a New Data Source

Add a new Data Source on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See JDBC URI .

• Select Driver: select the JDBC driver for Parquet from the Select Driver drop-down list:

cdata.jdbc.parquet.ParquetDriver.cdata.jdbc.Parquet

• Do not select the Use Kerberos checkbox

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

2822 Chapter 6. Custom DB



Alation User Guide

Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.32.6 General Settings

Once you successfully create the connection, you will land on the General Settings page.

Note: If you click the Test button under Network Connection, an error message Data Source URI has no host

specified will appear instead of the connection test status. Please disregard this message. This is currently expected

behavior.

6.32.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Catalog.Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.
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6.32.8 Profiling

Configure and perform Sampling and Profiling:

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters tab of the Settings to specify which objects to profile.

Note: Make sure that the Skip Views checkbox of the respective schemas is unchecked to perform the Profiling.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.

6.32.9 Query Log Ingestion

Not supported.

6.32.10 Compose

Log into Compose:

• Authenticate in Compose with your Amazon S3 credentials.

• Use the Catalog.Schema.Table format for writing queries.

6.32.11 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

To show driver activity from query execution to network traffic, use Logfile and Verbosity. At the end of the JDBC URI ,

add Logfile=/tmp/log.file;Verbosity=3; which will generate the log file in the specified directory. Set the Verbosity level

as required, refer to Logging.

Contact Alation support for help tracing the source of an error or to avoid a performance issue. Following are the

examples of common connection errors and show how to use these properties to get more context.

• Authentication Errors: Recording a Logfile at Verbosity 4 is necessary to get full details on an

authentication error.

• Queries Time Out: A server that takes too long to respond will exceed the driver’s client-side timeout.

Setting the Timeout property to a higher value will avoid the connection error. Also you can disable

the timeout by setting the property to 0 and setting the Verbosity to 2 will show where the time is

spent.
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• The certificate presented by the server cannot be validated: This error indicates that the driver

cannot validate the server’s certificate through the chain of trust. If you are using a self signed

certificate, there is only one certificate in the chain.

To resolve this error, you must verify yourself that the certificate can be trusted and specify to

the driver that you trust the certificate. One way you can specify that you trust a certificate is to

add the certificate to the trusted system store; another is to set SSLServerCert.

6.33 Salesforce

Applies from release 2020.4

Alation has certified the Salesforce DB with the following driver to accommodate additional features with the latest

version of Salesforce API.

• data.jdbc.salesforce.SalesforceDriver.cdata.jdbc.salesforce

Alation will provide the above mentioned CData driver for Salesforce.

6.33.1 Scope of Support

• Supported as Custom DB with the CData Driver

• Metadata Extraction (MDE)

• Automated MDE

• Compose

• Sampling and Profiling

6.33.2 Ports

Port 443 must be open.

6.33.3 Required Information

• JDBC driver used to connect to the database: CData JDBC Driver for Salesforce

• JDBC URI for the Salesforce data source

– OAuth Client ID

– OAuth Client Secret

– OAuth Access Token

– RTK - Use the RTK parameter only if you have the RTK provided by Alation.

• Service Account - Username and Password

• Security Token

6.33. Salesforce 2825



Alation User Guide

6.33.4 Construct the URI

Pre-Configuration

Perform the following steps to generate OAuth Client ID and OAuth Client Secret:

1. Log in to Salesforce and create a User ID and Password. Refer to Usernames and Passwords.

2. Generate the OAuth Client ID/Consumer Key and OAuth Client Secret/Consumer Secret:

a. Create an app, refer to Create a Connected App.

b. Go to Apps > App Manager. Click the dropdown icon of the created app and select View.

c. Copy the OAuth Client ID/Consumer Key and OAuth Client Secret/Consumer Secret.

3. Get the Security Token. Refer to Security Token. Security Token must be provided in the General Settings >

Network Connection > Properties field, if the IP is not set as Trusted IP.

JDBC URI Format

Use the following format of the JDBC URI if you are not using an OAuth Connection:

salesforce:RTK=<RTK_Code>

Example:

salesforce:RTK=444752465641535552425641454E545042424D333236323900000000000000000000000000

000000414C4154494F4E5800005559475655474E4E464242370000
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JDBC URI for OAuth Connection

Use the following format of the JDBC URI if OAuth connection is used:

salesforce:InitiateOAuth="REFRESH";OAuthClientId=<ID>;OAuthClientSecret=<KEY>;RTK=<RTK_

Code>

Example:

salesforce:InitiateOAuth="REFRESH";OAuthClientId=3MVG9d8..z.hDcPKp5929I72FP04v6Gg9UyrPok7

Wrtm5ph2Yf9nKl6l_Dr_IvN7l4gg361jh8tzyB15BvMVU;OAuthClientSecret=6C7CE7939B00D9C72811AFCC2

F0E49E0CB8F1F829E31AB6B941B7C64181FD6B0;RTK=444752465641535552425641454E545042424D3332363

23900000000000000000000000000000000414C4154494F4E5800005559475655474E4E464242370000

After you have successfully added the source, you will need to connect to it in Compose, obtain the OAuth Access Token

and update the URI on the Data Source Settings > General Settings page. This is described in the sections below.

6.33.5 Preliminaries

Add the CData to Alation

Refer to Add the CData Driver into Alation Instance.

Set Trusted IP

Before setting up the datasource connection in Alation, make sure that the IP of the Alation instance is set as a trusted

IP in Salesforce. Refer to Set Trusted IP.

6.33.6 Steps in Alation

Step 1: Add a Data Source

Add a new Data Source on the Sources page.

Step 2: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: Provide any valid URI with port number 443. This is only a temporary URI to move through

the Add Data Source wizard.

Example: https://ap5.salesforce.com:443

Note: The correct JDBC URI must be provided on the General Settings tab of the data source

Settings page.

• Select Driver: select the JDBC driver for Salesforce from the Select Driver drop-down list: cdata.jdbc.

salesforce.SalesforceDriver.cdata.jdbc.salesforce.

• Do not select the Use Kerberos checkbox.
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2. Click Save and Continue. The next wizard screen Set Up a Service Account will open.

Step 3: Enter Service Account Credentials

1. Select the Yes radio button.

2. Provide the Username and Password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen Configure Your Data Source will open.
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Step 4: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

Step 5: General Settings

On the General Settings section, change the temporary URI to the correct URI as explained in the Construct the URI

section. Provide the Security Token in the Properties fields if the IP is not set as Trusted IP, refer to Set Trusted IP.

Click the Test button to test the connection.

If you are using an OAuth connection, perform the following:

1. Go to Compose and connect to your Salesforce source using the User ID and Password.

2. Click the plus icon and provide the URI using the format described in the JDBC URI for OAuth

Connection section. Click Add & Use.

Note: InitiateOAuth parameter in the URI must be set to OFF.

3. Run the following query in Compose. As “<call_back_url>”, provide the callback URL that was

provided during the OAuth App creation:
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EXEC GetOAuthAuthorizationURL @CallbackUrl='<call_back_url>'

Example:

EXEC GetOAuthAuthorizationURL @CallbackUrl='http://localhost:3333'

This should return a URL as result.

4. Copy the URL and run it in a new browser. You will see an error message as shown below and a code

in the URL. Copy the code and decode it using an URL decoder.

5. Copy the decoded code and add it as a value to the Verifier parameter in the below query.

EXEC GetOAuthAccessToken @Verifier=<Code_Copied_from_URL>

Example:

EXEC GetOAuthAccessToken @Verifier=32217c96149fda1e96

This should return the OAuth Access Token as result.

6. Copy the OAuth Access Token.

7. Go to the Settings > General Settings page and edit the connection URI: specify the URI in the correct

format and add the OAuth Access Token (refer to the JDBC URI for OAuth Connection section).
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Note: InitiateOAuth parameter must be set to Refresh while adding the generated OAuthAccessTo-

ken to the URI.

Pattern:

salesforce:InitiateOAuth="REFRESH";OAuthClientId=<ID>;OAuthClientSecret=

<KEY>;OAuthAccessToken=<Access_Token>;RTK=<RTK_Code>

Example:

salesforce:InitiateOAuth="REFRESH";OAuthClientId=3MVG9d8..z.hDcPKp59

29I72FP04v6Gg9UyrPok7Wrtm5ph2Yf9nKl6l_Dr_IvN7l4gg361jh8tzyB15BvMVU;O

AuthClientSecret=6C7CE7939B00D9C72811AFCC2F0E49E0CB8F1F829E31AB6B941

B7C64181FD6B0;OAuthAccessToken=Ay6CaEUwVim409lF5jp69bi8CK3JHyGBo0T91

5AwFEIfngegJNFU89FKJDF33lsd_SM9jH9;RTK=444752465641535552425641454E5

45042424D333236323900000000000000000000000000000000414C4154494F4E580

0005559475655474E4E464242370000

8. Save the change. After providing the URI in the required format, you can configure and perform

metadata extraction.

6.33.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, you can set the Catalog Object Definition to Schema.Table to remove any

driver-imposed prefixes from the metadata object names

• Automatic full and selective MDE is supported

6.33.8 Sampling and Profiling

Configure and perform Sampling and Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters in Settings tab to specify which objects to profile.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.
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6.33.9 Query Log Ingestion

Not applicable.

6.33.10 Compose

You can optionally use Compose with the Salesforce Custom DB data source. Use the Schema.Table format for writing

queries.

6.33.11 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

Metadata Extraction

During Metadata Extraction from a Salesforce Sandbox data source, if the Error serializing table objects: null or

Error serializing table objects: Error iterating schema children is displayed:

• Append the parameter UseSandbox=true to the URI. Failed test result for the Network Connection is expected.

6.34 ServiceNow

Applies from version 2020.4

The main use case for ServiceNow is metadata extraction and curation of the ServiceNow objects. ServiceNow is

supported with the Custom DB functionality. Alation has certified the following driver for ServiceNow data sources:

• cdata.jdbc.servicenow.ServiceNowDriver.cdata.jdbc.servicenow

Alation can provide the above mentioned CData driver license for ServiceNow. Refer to How to get a CData

Driver and use the scenario appropriate to your case.

6.34.1 Scope of Support

• Supported as Custom DB with the CData JDBC Driver for ServiceNow.

• Metadata Extraction (MDE)

– Automated MDE

• Sampling

• Compose
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6.34.2 Limitations

• Query Log Ingestion and Lineage are not supported.

6.34.3 Ports

Port 443 must be open.

6.34.4 Required Information

• JDBC driver used to connect to the database: CData JDBC Driver for Service Now

• JDBC URI parameters for the ServiceNow data source:

– OAuth Client ID

– OAuth Client Secret

– User

– Password

– Instance

– OAuth Access Token

– RTK - Use the RTK parameter only if you have the RTK provided by Alation.

• ServiceNow service account credentials

6.34.5 Service Account

Perform the following steps to create a ServiceNow service account:

1. Login to the ServiceNow Instance.

2. Go to System Security > Users > New.

3. Provide the User ID and Password; Select the Web service access only checkbox and click Submit. Ensure that

you make a note of the provided User ID and Password because it will be used in the JDBC URI.
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6.34.6 URI

Metadata Extraction from the ServiceNow data source requires an OAuth Access Token that should be included as one

of the parameters. This token can be obtained using Compose after the data source is added to Alation.

When initially adding your ServiceNow data source, first add it using a URI without the OAuth Access Token and

including the following parameters:

• OAuth Client ID

• OAuth Client Secret

• User

• Password

• Instance

• RTK

The JDBC URI must be entered without the “JDBC” tag at the beginning:

Pattern:

servicenow:OAuthClientId=<value>;OAuthClientSecret=<value>;User=<value>;

InitiateOAuth=OFF;Password=<value>;Instance=<value>;Other='Catalog=ServiceNow';

RTK=<RTK_Code>

Example:

servicenow:OAuthClientId="eb0b62aec57a1010926f6a8133de74d4";OAuthClientSecret="

demo123";User="";InitiateOAuth=OFF;Password="";Instance="dev84014";Other='Catal

og=ServiceNow';RTK=444752465641535552425641454E545042424D3332363239000000000000

0000414C4154494F4E5800005559475655474E4E464242370000

In order to obtain the values of the required parameters, register an app following the steps in Create an OAuth App in

the ServiceNow documentation. This will generate the values for parameters:

• OAuth Client ID

• OAuth Client Secret
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Using these values, construct the URI according to the pattern given above and proceed to adding the data source.

After you have successfully added the source, you will need to connect to it in Compose, obtain the OAuth Access Token

and update the URI on the Data Source Settings > General Settings page. This is described in the sections below.

6.34.7 Preliminaries

Add the CData Driver to Alation

Refer to Add the CData Driver into Alation Instance.

6.34.8 Steps in Alation

Step 1: Add a Data Source

Add a new data source on the Sources page.

Step 2: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: Provide any valid URI with port number 443. This is only a temporary URI to move through

the Add Data Source wizard.

Example: https://dev92176.service-now.com:443

Note: The correct JDBC URI must be provided on the General Settings tab of the data source Settings

page.

2. Select Driver: select the JDBC driver for ServiceNow from the Select Driver drop-down list: cdata.jdbc.

servicenow.ServiceNowDriver.cdata.jdbc.servicenow

3. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

Note: Do not select the Kerberos Use Kerberos checkbox.
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Step 3: Enter Service Account Credentials

1. Select the Yes button.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

Step 4: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.34.9 General Settings

Once you successfully create a connection, you will land on the General Settings page. To perform Metadata Extraction,

include the OAuth Access Token in the existing URI. Do the following steps to obtain OAuth Access Token:

1. Go to Compose and connect to it using the Service Account credentials.

2. Click the plus icon and modify the URI as constructed in the URI section. Click Add & Use.
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2. Run the following command in Compose. Provide the callback URL that is provided during the OAuth App

creation.

EXEC GetOAuthAccessToken @CallbackUrl='<Call back_url>'

Example:

EXEC GetOAuthAccessToken @CallbackUrl='http://localhost:3333'

3. Copy the OAuth Access Token.

4. Go to the Settings > General Settings page and do the following:

• Add the obtained Oauth Access Token to the existing URI.

• Remove the following parameters from the existing URI:

– User

– Password
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• Set the InitiateOAuth parameter value to REFRESH.

Pattern:

servicenow:OAuthClientId=<value>;OAuthClientSecret=<value>;

InitiateOAuth=REFRESH;Instance=xxxxxxxxx;OAuthAccessToken=<value>;Other=

'Catalog=ServiceNow';RTK=<RTK_Code>

Example:

servicenow:OAuthClientId=eb0b62aec57a1010926f6a8133de74d4;OAuthClientSecret=dem

o123;InitiateOAuth=REFRESH;Instance=<dev60030>;OAuthAccessToken=<OAuthToken>;Ot

her='Catalog=ServiceNow';RTK=444752465641535552425641454E545042424D333236323900

00000000000000414C4154494F4E5800005559475655474E4E464242370000

6.34.10 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• Automatic full and selective MDE is supported.

• In Settings > Custom Settings, you can set the Catalog Object Definition to Schema.Table to remove any

driver-imposed prefixes from the metadata object names.

6.34.11 Profiling

Not applicable.

6.34.12 Query Log Ingestion

Not applicable.

6.34.13 Compose

Log into Compose:

• Authenticate compose with your ServiceNow credentials.

• Use the Schema.Table format for writing queries.

6.34.14 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log.
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6.35 Splunk

Applies from 2021.3

Alation has certified the Splunk data source with the following CData driver to support additional features:

• cdata.jdbc.splunk.SplunkDriver.cdata.jdbc.splunk

Alation can provide the above mentioned CData driver license for Splunk. Refer to How to get a CData Driver and use

the scenario appropriate to your case.

6.35.1 Scope of Support

• Supported as Custom DB with the CData Driver for Splunk.

• Metadata Extraction (MDE)

– Automated MDE

• Compose

• Data Profiling

• QLI is not supported

6.35.2 Ports

Port 8089 must be open.

6.35.3 Service Account

Create the service account for Splunk, refer to Create a User. Make sure that the user has the Admin role assigned.

6.35.4 Required Information

• JDBC driver used to connect to the database: CData JDBC Driver for Splunk

• JDBC URI for the Splunk data source

JDBC URI

When building the URI, include the following components:

• User

• Password

• Port Number

• Instance URL

• RTK Key - when you purchase a CData driver from Alation, you are provided an RTK that needs to be included

into the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

Use the following format for the JDBC URI:
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splunk://User=<Username_for_splunk>;Password=<Password_for_splunk>;SSLServerCert=*;

AuthScheme=Basic; URL= <Instance>:<Port_Number>;RTK=<RTK_Key>

Example:

splunk://User=Admin;Password=Password;SSLServerCert=*;AuthScheme=Basic;URL= https://local

host:8089;RTK=444752465641535552425641454E545042424D3332363239000000000000000000000000000

00000414C4154494F4E5800005559475655474E4E464242370000

6.35.5 Limitation

Query Log Ingestion is not supported.

6.35.6 Set Up in Alation

Step 1: Add the CData Driver for Splunk to Alation

Depending on how you purchased the CData driver, from Alation or from CData, the driver installation process will be

different. Refer to Add the CData Driver into Alation Instance and use the scenario appropriate to your case.

STEP 2: Add a New Datasource

Add a new Datasource on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: URI in the required format. See ‘JDBC URI’_. Example:

Marklogic://10.13.64.245;Port=8000;API=REST;User=UserName;Password=Password;UseS

SL=True;SSLServerCERT=/tmp/certificate.crt;RTK=444752465641535552425641454E54504

2424D333236323900000000000000000000000000000000414C4154494F4E5800005559475655474

E4E464242370000

• Select Driver: select the JDBC driver for MarkLogic from the Select Driver drop-down list:

cdata.jdbc.splunk.SplunkDriver.cdata.jdbc.splunk

• Do not select the Kerberos ‘Use Kerberos’ checkbox.

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.
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Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the username and password of the service account created for Alation.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

6.35.7 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Catalog.Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction.

6.35.8 Profiling

Configure and perform Sampling and Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters tab of the Settings to specify which objects to profile.

Note: Make sure that the Skip Views checkbox of the respective schemas is unchecked to perform the Profiling.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.
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• Deep Column Profiling (Profiling V2 ) is supported.

6.35.9 Query Log Ingestion

Not supported.

6.35.10 Compose

Log into Compose:

• Authenticate compose with your Splunk credentials.

• Use the Catalog.Schema.Table format for writing queries.

6.35.11 Troubleshooting

Logs to collect/review:

• For logs related to MDE: taskserver.log, taskserver_err.log.

• For logs related to Compose: connector.log, connector_err.log.

• For any other errors: alation-error.log, alation-debug.log

6.36 SQL Server Analysis Service (SSAS)

Applies from 2022.2

Alation has certified the SSAS data source with the following CData driver:

• cdata.jdbc.ssas.SSASDriver.cdata.jdbc.ssas

Alation can provide a license for the SSAS CData driver. Refer to How to get a CData Driver and use the scenario

appropriate to your case.

6.36.1 Scope of Support

• Supported as Custom DB with the CData driver for SSAS

• Metadata Extraction (MDE)

– Automated MDE

• Data profiling

• Sampling

• Compose

• Query log ingestion (QLI) - not applicable

• Lineage - not applicable
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6.36.2 Service Account

Follow the steps in Configure Service Accounts (Analysis Services) and create a Service Account.

6.36.3 Required Information

• JDBC driver to connect to the database: CData JDBC driver for SSAS

• JDBC URI for the SSAS data source

JDBC URI

When building the URI, include the following minimal list of required parameters:

• URL - The URL used to connect to the SQL Server Analysis Services.

• User - The SQL Server Analysis Services user account used to authenticate.

• Password - The password used to authenticate the user.

• AuthScheme - The scheme used for authentication. Accepted entries are NTLM, Basic, Digest, None, and

Negotiate.

• RTK Key - when you purchase a CData driver from Alation, you are provided an RTK that needs to be included

in the URI. If you purchased the driver from CData, you should have a license file that needs to be placed on the

Alation server together with the driver .jar file.

Below are the list of optional parameters that can be either included in the URI or in the Properties field on the General

Settings page if required:

• ProxyServer - The hostname or IP address of a proxy to route HTTP traffic through.

• ProxyPort (If proxy connection is used) - The TCP port the ProxyServer proxy is running on.

Use the following format for the JDBC URI:

ssas://URL="<SSAS_URL>";User="<username>";Password="<password>";AuthScheme=

<Authentication_Type>;RTK=<RTK_Key>;

Example:

ssas://URL="22.108.96/OLAD/mdmpump.dll";User="admin";Password="password";AuthScheme=NTLM;

RTK=444752465641535552425641454E545042424D33323632390000000000000000000000000000414C58000

05559475655474E4E464242370000

Use the following format for the JDBC URI if proxy connection is used:

ssas://URL="<SSAS_URL>";User="<username>";Password="<password>";AuthScheme=

<Authentication_Type>;ProxyServer=<ProxyServer_Hostname>;ProxyPort=8888;RTK=<RTK_Key>;

Example:

ssas://URL="22.108.96/OLAD/mdmpump.dll";User="admin";Password="password";AuthScheme=NTLM;

ProxyServer=122.5.2.1;ProxyPort=8888;RTK=444752465641535552425641454E545042424D3332363239

0000000000000000000000000000414C5800005559475655474E4E464242370000
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6.36.4 Set Up in Alation

Step 1: Add the CData Driver for SSAS to Alation

Depending on how you purchased the CData driver, from Alation or from CData, the driver installation process will be

different. Refer to Add the CData Driver into Alation Instance and use the scenario appropriate to your case.

Step 2: Add a New Data Source

Add a new Data Source on the Sources page.

Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type: Custom DB

• JDBC URI: Provide any valid URI with port number 443. This is only a temporary URI to move through

the Add Data Source wizard.

Example:

Jira://jira.atlassian.net:443

Note: The correct JDBC URI must be provided on the General Settings tab of the data source Settings

page.

• Select Driver: select the JDBC driver for SSAS from the Select Driver drop-down list:

cdata.jdbc.ssas.SSASDriver.cdata.jdbc.ssas

• Do not select the Use Kerberos checkbox

2. Click Save and Continue. The next wizard screen - Set Up a Service Account - will open.

6.36. SQL Server Analysis Service (SSAS) 2845



Alation User Guide

2846 Chapter 6. Custom DB



Alation User Guide

Step 4: Enter Service Account Credentials

1. Select Yes.

2. Provide the service account username and password created in the Service Account section.

3. Click Save and Continue. The next wizard screen, Configure Your Data Source, will open.

4. An error message will appear. Click Continue with Errors to navigate to the next wizard screen,

Configure Your Data Source.
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Step 5: Configure Your Data Source

Click Skip this Step. After this step, you are navigated to the Settings page of your data source.

Step 6: General Settings

Once you successfully create a connection, you will land on the General Settings page. On the General Settings tab:

1. Change the temporary URI to the correct URI. Refer to JDBC URI for information about the correct

format.

2. Click the Test button to test the connection. An error message will appear. This error is expected and

you can disregard it.

6.36.5 Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Schema.Table:

• Automatic MDE is supported.
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6.36.6 Profiling

Configure and perform Profiling :

• Users can run a sample for an individual table on the Samples tab of the Table Catalog page or profile an individual

column on the Overview tab of the Column page.

• Automatic full and selective Profiling is supported.

• Use the Per-Object Parameters tab of the Settings to specify which objects to profile.

Note: Make sure that the Skip Views checkbox of the respective schemas is unchecked to perform the Profiling.

• Custom query-based Sampling is supported. Custom Query-Based Sampling allows you to provide a custom

query for profiling each specific table.

• Deep Column Profiling (Profiling V2 ) is supported.

6.36.7 Sampling

Perform Sampling: refer to Sampling.

6.36.8 Query Log Ingestion

Not applcable.

6.36.9 Compose

Log into Compose:

• Authenticate in Compose with your SSAS credentials.

• Use Schema.Table format for writing queries.

6.36.10 Troubleshooting

Refer to Troubleshooting for CData Data Sources.

6.37 Starburst Enterprise (Presto)

Applies from version 2021.1

A Starburst Enterprise data source can be added to Alation as Custom DB using the Presto JDBC driver.
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6.37.1 Scope of Support

• Metadata extraction (MDE)

• Compose

• Data profiling

• Query Log Ingestion (QLI)

• Lineage

6.37.2 Ports

The following ports must be open:

• 8080

• 7778—This port must be open if Kerberos authentication is used.

6.37.3 Prerequisites

Applies from version 2021.2

Kerberos for Datasource Authentication

See Configuring Kerberos for Data Source Authentication for information on configuring Kerberos on the Alation

server.

Keytab

Perform the following steps to setup authentication with a keytab:

1. Copy the truststore certificate (the presto.jks file) from the EMR host into the Alation instance /data1/tmp. This

path is located in the Alation shell.

2. Copy the .keytab file for the service account and place it in the following path: /data1/tmp. This path is located

in the Alation shell.

3. Enter the Alation shell.

sudo /etc/init.d/alation shell

4. Update the Java certificate using the alation_conf command as shown below.

Note: In place of changeit use the value of property http-server.https.keystore.key from

the config.properties file of the Presto instance.

Important: If the alation_conf attributes already have some other values, append new values but do

not overwrite the existing ones.
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alation_conf taskserver.extra_flags -s " -Djavax.net.ssl.trustStore=/data1/

tmp/presto.jks -Djavax.net.ssl.trustStorePassword=changeit"

alation_conf connector.extra_flags -s " -Djavax.net.ssl.trustStore=/data1/

tmp/presto.jks -Djavax.net.ssl.trustStorePassword=changeit"

alation_conf elasticsearch.env.es_java_opts -s " -Djavax.net.ssl.

trustStore=/data1/tmp/presto.jks -Djavax.net.ssl.trustStorePassword=changeit

"

5. Execute the following command to restart the Java component:

alation_supervisor restart java:*

6. Restart Alation.

alation_action restart_alation

Service Account

Set up a service account to perform metadata extraction, profiling, and query log ingestion.

Query Log Ingestion

Users must have the admin rights to system.runtime.queries table to perform QLI. This table has all the queries

recorded and the admin user can ingest the queries into Alation from this table.

Limitation

Presto retains queries based on the query.min-expire-age (default 15) and query.max-history (default 100)

configuration properties. Alation ingests only the queries that are retained by Presto at the time of QLI job execution.

6.37.4 Step 1: Add the Presto JDBC Driver to Alation

Perform the following steps to the Presto driver to the Alation instance:

1. Download the Presto JDBC driver.

2. Copy the driver .jar to a directory on the Alation host, for example, /tmp.

scp <path to the driver> <your_username@alation_host>:/tmp/

3. Use SSH to connect to the Alation server.

4. Go to the directory /opt/alation/alation-<version>/data1/site_data/custom_drivers/. <version> stands for

your Alation version, for example:

cd /opt/alation/alation-5.14.0.113546/data1/site_data/custom_drivers/

5. Move the driver .jar to this directory.

sudo scp /tmp/driver.jar .

6. Restart Alation.
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alation_action restart_alation

7. Exit the shell.

exit

6.37.5 Step 2: Add a New Data Source

Add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign more Data Source Admins, if

necessary, and click the Continue Setup button on the bottom of the screen.

6.37.6 Step 3: Set up the Connection

1. On the Add a Data Source screen of the wizard, specify:

• Database Type—Custom DB

• JDBC URI—URI in the required format. See JDBC URI below.

• Select Driver—Select the Presto JDBC driver from the Select Driver drop-down list:

io.prestosql.jdbc.PrestoDriver.presto.jdbc.338

• Do not select the Kerberos Use Kerberos checkbox.
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2. Click Save and Continue. The next wizard screen—Set Up a Service Account—will open.

JDBC URI

JDBC URI with Kerberos Authentication

Include the following components into the URI:

• Host name

• Port number

• Database name

• KerberosRemoteServiceName—The Presto coordinator Kerberos service name.

• KerberosKeytabPath—The location of the the keytab that can be used to authenticate the principal specified

by the Kerberos Principal.
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• KerberosPrincipal—The Principal to use when authenticating to the coordinator.

Format

presto://<Host_Name>:<Port>/<Database_Name>/default?SSL=true&KerberosRemoteServiceName=

<value>&KerberosKeytabPath=<value>&KerberosPrincipal=<value>

Example

presto://presto_instance.alation-test.com:7778/hive/default?SSL=true&

KerberosRemoteServiceName=presto&KerberosKeytabPath=/data1/tmp/presto.keytab&

KerberosPrincipal=presto@ALATION-TEST.COM

Basic Authentication

Format

presto://<Host_Name>:<Port>/<Database_Name>

Example

presto://10.13.29.227:8080/sales

6.37.7 Step 4: Enter Service Account Credentials

1. On the Set Up a Service Account screen of the wizard, select Yes under Have you already created a Service

Account with all required permissions?

2. Under Provide your Service Account credentials, specify the username and the password of the service account.

3. Click Save and Continue. The next wizard screen—Configure Your Data Source—will open.

6.37.8 Step 5: Go to Settings

On the Configure Your Data Source screen of the wizard, click Skip this Step. After this step, you are navigated to

the Settings page of your data source.
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6.37.9 Step 6: Populate the Access Tab

On the Access tab, specify the privacy settings for the data source and give access to users.

6.37.10 Step 7: Populate General Settings

On the General Settings tab, perform the following:

• Select the Enable Kerberos Authentication checkbox.

• Select the Use Keytab checkbox and upload the .keytab file using the Upload Keytab button.

6.37.11 Metadata Extraction

Enable Presto Parser

For your data source, enable the Presto parser grammar on the Alation server before performing extraction.

1. Find your data source ID. See How to Find Data Source ID for more information.

2. On the Alation server, enter the Alation shell.

sudo /etc/init.d/alation shell

3. Change the user to alation.

sudo su alation

4. Go to the directory /opt/alation/django.

cd /opt/alation/django

5. Run a one-off script from this directory to enable Presto parser grammar for your Starburst data source, substituting

<id> with the data source ID.

python -m rosemeta.one_off_scripts.assign_customdb_parser_dbtype -ds_id <id>

-parser_dbtype presto

6. Exit from the user alation.

exit

7. Exit from the Alation shell.
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exit

Perform Metadata Extraction

Configure and perform metadata extraction and verify the results:

• In Settings > Custom Settings, set the Catalog Object Definition to Catalog.Schema.Table:

• In Settings > Metadata Extraction, set up and perform MDE. Refer to Metadata Extraction From Custom DB

for details.

6.37.12 Profiling

Configure and perform Sampling and Profiling:

• Users can run a sample for an individual table on the Samples tab of the table catalog page or profile an individual

column on the Overview tab of the column page.

• Automatic full and selective profiling is supported.

• Use the Per-Object Parameters in Settings to specify which objects to profile.

• Custom query-based sampling is supported. Custom Query-Based Sampling allows you to provide a custom query

for profiling each specific table.

• Deep column profiling (Profiling V2) is supported.
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6.37.13 Query Log Ingestion

On the Query Log Ingestion tab, provide the query given below in the Query to Execute field and click Save:

SELECT

user AS userName,

query AS queryString,

source AS defaultDatabases,

False AS sessionId,

created AS sessionStartTime,

started AS startTime,

False AS cancelled,

date_diff('second',"started", "end") AS secondsTaken,

query_id AS sequence

FROM system.runtime.queries

WHERE state ='FINISHED'

AND started between timestamp 'STARTTIME1' and timestamp 'STARTTIME2'

ORDER BY sessionId, startTime

Click Import to import the queries into Alation.

6.37.14 Compose

Log into Compose:

• Authenticate compose with your Starburst Enterprise credentials.

• Use the Catalog.Schema.Table format for writing queries.
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CREATE SCHEMA Queries

When writing the CREATE SCHEMA queries, include the data source location. The location can either be in Amazon

S3 or HDFS, for example:

CREATE schema IF NOT EXISTS test_presto_profiling

WITH (location = 's3://tf-altion-test-starburst-bucket/al/profiling');

6.37.15 Troubleshooting

Log location:

You can access most logs from inside the Alation chroot at /opt/alation/site/logs.

Logs to review:

• Logs related to MDE: taskserver.log, taskserver_err.log.

• Logs related to Compose: connector.log, connector_err.log.

• Other errors: alation-error.log, alation-debug.log.

6.38 Starburst Enterprise (Trino)

Applies from version 2022.2

A Starburst Enterprise data source can be added to Alation as Custom DB using the Trino JDBC driver.

6.38.1 Scope of Support

• Kerberos authentication

– Keytab

• Metadata extraction (MDE)

• Data sampling and profiling

• Query log ingestion (QLI)

• Compose

6.38.2 Prerequisites

Before you add a Starburst Enterprise data source to Alation, make sure the required ports are open, create a service

account for Alation, add the required driver to the Alation server, and configure Kerberos on the Alation server if your

data source is kerberized.
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Open Ports

The following ports must be open:

• 8080

• 7778—This port must be open if using Kerberos authentication.

Create Service Account

Create a service account for Alation to use for MDE, sampling, profiling, and QLI.

For QLI, the service account must have the admin rights for the system.runtime.queries table.

Add the Trino JDBC Driver to Alation Server

To add the Trino JDBC driver to the Alation server:

1. Place the Trino JDBC driver to a directory on the Alation host, for example, /tmp.

Note: You can request the driver for version 380-e LTS (trino-jdbc-380.jar) from Starburst

Support or request a download from the Starburst archive. See JDBC driver in Starburst documentation

for more details.

2. Move the driver to the custom_drivers directory on the Alation server at /opt/alation/alation-

<version>/data1/site_data/custom_drivers/ (the path is given outside of the Alation chroot). Substitute

<version> with the Alation version you find in this path. This will make the driver accessible in the Ala-

tion chroot.

Alation restart is not required after adding the driver.

Configure Kerberos Authentication

If you are using Kerberos authentication with your Starburst Enterprise data source, configure Kerberos on the Alation

server. You will need to add the files krb5.conf, trino-keystore.jks, and <service_account_user>.keytab to the Alation

server.

To configure Kerberos for your Starburst Enterprise data source:

1. Copy the files krb5.conf, trino-keystore.jks, and <service_account_user>.keytab onto the Alation host, for

example, to the /tmp directory.

2. Move the files inside the Alation chroot:

• Move trino-keystore.jks and <service_account_user>.keytab to /opt/alation/alation-

<version>/data1/tmp (path is given outside of the Alation shell). Substitute <version> with the

Alation version you find in this path.

• Move the krb5.conf file to /opt/alation/alation-<version>/data1/site_data/ (path is given outside of the

Alation shell). Substitute <version> with the Alation version you find in this path.

3. Enter the Alation shell:

sudo /etc/init.d/alation shell

4. Run the following actions to copy and deploy the configuration:
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alation_action copy_krb5_conf

alation_action deploy_conf_kerberos

5. Restart Alation:

alation_action restart_alation

6. Check that the configuration values are now stored in altion_conf.

alation_conf kerberos

You can leave the shell session open for now as there will be one more configuration step on the server backend after

you add your data source to Alation. If you prefer to close the session for now, exit the shell.

exit

6.38.3 Step 1: Add a New Data Source

In Alation, add a new data source:

1. Log in to Alation as a Server Admin.

2. Expand the Apps menu on the right of the main toolbar and select Sources.

3. On the Sources page, click +Add on the top right of the page and in the list that opens, click Data Source. This

will open the Add a Data Source wizard.

4. On the first screen of the wizard, specify a name for your data source, assign more Data Source Admins, if

necessary, and click the Continue Setup button on the bottom of the screen.

6.38.4 Step 2: Set up the Connection

Fill in the information on the Add a Data Source screen of the wizard:

• Database Type—Custom DB

• JDBC URI—URI in the required format. See Build the JDBC URI below.

• Select Driver—Select the Trino JDBC driver for Starburst Enterprise from the drop-down list: io.trino.jdbc.

TrinoDriver.trino.jdbc.380

• Use Kerberos—If using Kerberos authentication, select the Use Kerberos checkbox.

Click Save and Continue. The next wizard screen—Set Up a Service Account—will open.

Build the JDBC URI

Basic authentication

Format

trino://<host_name>:<port>/<database_name>
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Example

trino://ip-10-13-86-244.alation-test.com:8080/hive

Kerberos authentication

Include the following parameters:

• KerberosRemoteServiceName—The Kerberos service name you are using for this connection.

• KerberosKeytabPath—Path to the service account keytab file on the Alation server: /data1/tmp/<service_-

account_user>.keytab.

• KerberosUseCanonicalHostname=false

• KerberosPrincipal—The Kerberos principal name you are using for this connection.

• SSLTrustStorePath—Path to the truststore file on the Alation server: /data1/tmp/trino-keystore.jks.

• SSLTrustStorePassword—Truststore password.

Format

trino://<host_name>:<port>/<database_name>/default?SSL=true&&KerberosRemoteServiceName=

<value>&KerberosKeytabPath=/data1/tmp/<service_account_user>.keytab&&

KerberosUseCanonicalHostname=false&&KerberosPrincipal=<value>&&SSLTrustStorePath=/data1/

tmp/trino-keystore.jks&&SSLTrustStorePassword=<value>

Example

trino://ip-10-12-92-256.alation-test.com:7778/hive/default?SSL=true&&

KerberosRemoteServiceName=trino&KerberosKeytabPath=/data1/tmp/mduser.keytab&&

KerberosUseCanonicalHostname=false&&KerberosPrincipal=mduser@ALATION-TEST.COM&&

SSLTrustStorePath=/data1/tmp/trino-keystore.jks&&SSLTrustStorePassword=my_password

6.38.5 Step 3: Enter the Service Account Credentials

1. On the Set Up a Service Account screen of the wizard, select Yes under Have you already created a Service

Account with all required permissions?

2. Under Provide your Service Account credentials, specify the username and the password of the service account.

3. Click Save and Continue. The next wizard screen—Configure Your Data Source—will open.

2862 Chapter 6. Custom DB



Alation User Guide

6.38.6 Step 4: Go to Settings

On the Configure Your Data Source screen, click Skip this Step. You will be navigated to the Settings page of your

new data source.

6.38.7 Step 5: Populate the Access Tab

On the Access tab, specify the privacy settings for the data source and give access to users.

6.38.8 Step 6: Verify General Settings

On the General Settings tab of the Settings page, verify your connection information and upload the keytab file:

1. If using Kerberos authentication, under Network Connection > Kerberos Settings, check that the Enable

Kerberos Authentication checkbox is selected.

2. If using Kerberos authentication, under Network Connection > Service Account, select the Use Keytab checkbox

and upload the <service_account_user>.keytab file.

Note: The configuration for this data source requires uploading the keytab file in the user interface

again even though it was already added on the backend of the Alation server.

3. Under Network Connection, click Test to test connectivity to the database.

4. Under Network Connection > Service Account, click Test to test the connection with the service account.

After you have verified the connection, you can perform metadata extraction, sampling and profiling, and QLI.

6.38.9 Metadata Extraction

Enable Presto Parser

For your data source, enable the Presto parser grammar on the Alation server before performing extraction.

1. Find your data source ID. See How to Find Data Source ID for more information.

2. On the Alation server, enter the Alation shell.

sudo /etc/init.d/alation shell

3. Change the user to alation.

sudo su alation

4. Go to the directory /opt/alation/django.

cd /opt/alation/django

5. Run a one-off script from this directory to enable Presto parser grammar for your Starburst data source, substituting

<id> with the data source ID.

python -m rosemeta.one_off_scripts.assign_customdb_parser_dbtype -ds_id <id>

-parser_dbtype presto
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6. Exit from the user alation.

exit

7. Exit from the Alation shell.

exit

Perform Metadata Extraction

To perform metadata extraction:

1. Go to the Custom Settings tab of the Settings page and set the Catalog Object Definition to Catalog.Schema.

Table.

2. Go to the Metadata Extraction tab and configure and perform metadata extraction. Refer to Metadata Extraction

From Custom DB for details.

6.38.10 Sampling and Profiling

You can configure sampling and profiling on the Per-Object Parameters and Data Sampling tabs of the data source

settings page:

• Per-Object Parameters—Configure settings for sampling and profiling: Per-Object Parameters.

• Data Sampling—Configure and perform Sampling and Profiling.

6.38.11 Query Log Ingestion

Refer to SQL Query QLI .

Query-Based QLI

If using query-based QLI, specify the following query on the Query Log Ingestion tab:

SELECT

user AS userName,

query AS queryString,

source AS defaultDatabases,

False AS sessionId,

created AS sessionStartTime,

started AS startTime,

False AS cancelled,

date_diff('second',"started", "end") AS secondsTaken,

query_id AS sequence

FROM system.runtime.queries

WHERE state ='FINISHED'

AND started between timestamp 'STARTTIME1' and timestamp 'STARTTIME2'

ORDER BY sessionId, startTime
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6.38.12 Compose

To query your Starburst Enterprise data source in Compose:

• Authenticate in Compose with your Starburst Enterprise credentials.

• Use the Catalog.Schema.Table format for writing queries.

CREATE SCHEMA Queries

When writing the CREATE SCHEMA queries, include the data source location. The location can either be on Amazon

S3 or HDFS, for example:

CREATE SCHEMA IF NOT EXISTS test_presto_profiling

WITH (location = 's3://tf-altion-test-starburst-bucket/al/profiling');

6.38.13 Troubleshooting

Log location:

You can access most logs from inside the Alation chroot at /opt/alation/site/logs.

Logs to review:

• Logs related to MDE: taskserver.log, taskserver_err.log.

• Logs related to Compose: connector.log, connector_err.log.

• Other errors: alation-error.log, alation-debug.log.

6.39 Example Queries for Query-Based MDE

Validations of custom queries for MDE in Alation are based on the expected result set and will throw errors if alias

names have a mismatch or if a required column is missing. You can use null/empty values, if the data source does not

have a relevant field.

TABLE_TYPE expects the result value to be TABLE or VIEW to extract and ingest data correctly. Adjust the queries to

store the same value for this field. Example: DB2 returns T for TABLE and V for view, so the query has to be built in a

way to capture this info. Use the Preview feature to check your result sets.

For specific database types, the mandatory result set column names, such as CATALOG or SCHEMA may be part of

reserved keywords. Use the appropriate escape characters to enclose the result set columns.

Example:

For Oracle data sources, the result set column should be escaped in double quotes:

SELECT '' AS "CATALOG",

USERNAME AS "SCHEMA"

FROM SYS.ALL_USERS;

6.39. Example Queries for Query-Based MDE 2865



Alation User Guide

6.39.1 DB 2

Schema

SELECT

'' AS CATALOG,

SCHEMANAME AS SCHEMA

FROM SYSCAT.SCHEMATA

Table

SELECT

'' AS CATALOG,

TABSCHEMA AS SCHEMA,

TABNAME AS TABLE,

TYPE AS TABLE_TYPE,

REMARKS AS REMARKS

FROM SYSCAT.TABLES

Table (with a filter)

SELECT

'' AS CATALOG,

TABSCHEMA AS SCHEMA,

TABNAME AS TABLE,

CASE WHEN TYPE = 'T' THEN 'TABLE' ELSE 'VIEW' END AS TABLE_TYPE,

REMARKS AS REMARKS

FROM SYSCAT.TABLES WHERE TABSCHEMA= <'TEST_METADATA_EXTRACTION'>

Column

SELECT

'' AS CATALOG,

c.TABSCHEMA AS SCHEMA,

c.TABNAME AS TABLE,

c.COLNAME AS COLUMN,

c.TYPENAME AS TYPE_NAME,

c.TYPENAME AS DATA_TYPE,

c.COLNO AS ORDINAL_POSITION,

NULLS AS IS_NULLABLE,

c.DEFAULT AS COLUMN_DEF,

c.REMARKS AS REMARKS

FROM SYSCAT.COLUMNS AS c, SYSCAT.TABLES as t

WHERE c.TABSCHEMA = t.TABSCHEMA AND c.TABNAME = t.TABNAME AND c.TABSCHEMA = <'TEST_

METADATA_EXTRACTION'>
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Primary Key

SELECT

'' AS CATALOG,

TBCREATOR AS SCHEMA,

TBNAME AS TABLE,

NAME AS PK_NAME,

NAME AS PK_COLUMN,

COLNO AS ORDINAL_POSITION

FROM SYSIBM.SYSCOLUMNS

WHERE TBCREATOR=<'TEST_METADATA_EXTRACTION'> AND KEYSEQ > 0 FOR FETCH ONLY WITH UR

Foreign Key

SELECT

'' AS CATALOG,

FK.TABSCHEMA AS SCHEMA,

FK.TABNAME AS TABLE,

FK.CONSTNAME AS FK_NAME,

FKCOL.COLNAME AS FK_COLUMN,

'' AS PK_CATALOG,

FK.REFTABSCHEMA AS PK_SCHEMA,

FK.REFTABNAME AS PK_TABLE,

FK.REFKEYNAME AS PK_NAME,

PKCOL.COLNAME AS PK_COLUMN

FROM SYSCAT.REFERENCES FK

INNER JOIN

SYSCAT.KEYCOLUSE FKCOL ON FK.TABSCHEMA = FKCOL.TABSCHEMA

AND FK.TABNAME = FKCOL.TABNAME

AND FK.CONSTNAME = FKCOL.CONSTNAME

INNER JOIN

SYSCAT.KEYCOLUSE PKCOL ON FK.REFTABSCHEMA = PKCOL.TABSCHEMA

AND FK.REFTABNAME = PKCOL.TABNAME

AND FK.REFKEYNAME = PKCOL.CONSTNAME

AND FKCOL.COLSEQ = PKCOL.COLSEQ

WHERE FK.TABSCHEMA = <'TEST_METADATA_EXTRACTION'> FOR FETCH ONLY WITH UR

Index

SELECT

'' AS CATALOG,

SI.TABSCHEMA AS SCHEMA,

SI.TABNAME AS TABLE,

SI.INDNAME AS INDEX_NAME,

SI.INDEXTYPE AS TYPE,

SIC.COLNAME AS COLUMN,

'' AS FILTER_CONDITION,

SIC.COLSEQ AS ORDINAL_POSITION,

SIC.COLORDER AS ASC_OR_DESC

FROM SYSCAT.INDEXES SI

(continues on next page)
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(continued from previous page)

INNER JOIN

SYSCAT.INDEXCOLUSE SIC

ON SI.INDNAME = SIC.INDNAME AND SI.TABSCHEMA = SIC.INDSCHEMA

WHERE SI.TABSCHEMA = <'TEST_METADATA_EXTRACTION'> FOR FETCH ONLY WITH UR

Partition

SELECT

'' AS CATALOG,

TABSCHEMA AS SCHEMA,

TABNAME AS TABLE,

DATAPARTITIONNAME AS PARTITION_NAME,

DATAPARTITIONID AS PARTITION_ORDINAL_POSITION,

NULL AS PARTITION_DESCRIPTION

FROM SYSCAT.DATAPARTITIONS

Function

SELECT

'' AS CATALOG,

SRP.ROUTINESCHEMA AS SCHEMA,

SRP.ROUTINETYPE AS FUNCTION_TYPE,

SRP.ROUTINENAME AS FUNCTION_NAME,

SRP.SPECIFICNAME AS SPECIFIC_NAME,

SRP.TYPENAME AS COLUMN_TYPE,

SRP.PARMNAME AS COLUMN_NAME,

SRP.ROWTYPE AS ROW_TYPE,

R.TEXT AS REMARKS

FROM SYSIBM.SYSROUTINEPARMS SRP

INNER JOIN

SYSIBM.SYSROUTINES R

ON SRP.ROUTINESCHEMA = R.ROUTINESCHEMA

AND SRP.ROUTINENAME = R.ROUTINENAME

AND SRP.ROUTINETYPE = R.ROUTINETYPE

WHERE SRP.ROUTINESCHEMA = <'TEST_METADATA_EXTRACTION'> FOR FETCH ONLY WITH UR

View Definition

SELECT

'' AS CATALOG,

VIEWSCHEMA AS SCHEMA,

VIEWNAME AS VIEW_NAME,

TEXT AS VIEW_CREATE_STATEMENT

FROM SYSCAT.VIEWS

WHERE VIEWSCHEMA = <'TEST_METADATA_EXTRACTION'> FOR FETCH ONLY WITH UR
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6.39.2 Oracle Queries

Schema

SELECT

'' AS "CATALOG",

USERNAME AS "SCHEMA"

FROM SYS.ALL_USERS

Table

SELECT

'' AS "CATALOG",

OWNER AS "SCHEMA",

TABLE_NAME AS "TABLE",

'TABLE' AS "TABLE_TYPE",

'' AS REMARKS

FROM SYS.ALL_TABLES

Column

SELECT

'' AS "CATALOG",

COL.OWNER AS "SCHEMA",

COL.TABLE_NAME AS "TABLE",

COL.COLUMN_NAME AS "COLUMN",

COL.DATA_TYPE AS "TYPE_NAME",

COL.DATA_TYPE AS "DATA_TYPE",

DATA_DEFAULT AS "COLUMN_DEF",

COL.NULLABLE AS "IS_NULLABLE",

COLUMN_ID AS "ORDINAL_POSITION",

'' AS "REMARKS"

FROM ALL_TAB_COLUMNS COL

Synonyms

SELECT

'' AS "CATALOG",

OWNER AS "SCHEMA",

SYNONYM_NAME,

'' AS "BASE_OBJ_CATALOG",

TABLE_OWNER AS "BASE_OBJ_SCHEMA",

TABLE_NAME AS "BASE_OBJ_NAME",

'' AS "BASE_OBJ_LINK"

FROM ALL_SYNONYMS

WHERE OWNER = 'PUBLIC'
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6.40 Example JSONs for File-Based QLI

6.40.1 Databricks

Example 1

{

"folderPath":"/test/",

"nThread":"9",

"threadTimeOut":"300",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP LEVEL THREAD LOGGER MESSAGE",

"log4jTimeFormat":"yy/MM/dd HH:mm:ss",

"requiredExtraction": [

{

"fieldName": "extractSqlQuery",

"keyValuePair":

{

"loggerName": "SparkSqlParser",

"regex": "Parsing command:(?<queryString>[\\w\\W]*)"

}

},

{

"fieldName": "extractUserInfo",

"keyValuePair":

{

"loggerName": "audit",

"regex": "ugi=(?:\\(Basic token\\))?(?<userName>[\\S]+)"

}

},

{

"fieldName": "extractTimeTaken",

"keyValuePair":

{

"loggerName": "Retrieve",

"regex": "Execution Time = (?<milliSeconds>[\\d]+)"

}

}

]

}
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Example 2

{

"folderPath":"/alation-databricks-logs/test/manish.ranjan/al-37403",

"nThread":"10",

"threadTimeOut":"2000",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP [THREAD] LEVEL LOGGER MESSAGE",

"log4jTimeFormat":"yy/MM/dd HH:mm:ss",

"requiredExtraction":

[

{

"fieldName": "extractSqlQuery",

"keyValuePair":

{

"loggerName": "SparkSqlParser",

"regex": "Parsing command:(?<queryString>[\\w\\W]*)"

}

},

{

"fieldName": "extractUserInfo",

"keyValuePair":

{

"loggerName": "audit",

"regex": "ugi=(?:\\(Basic token\\))?(?<userName>[\\S]+)"

}

},

{

"fieldName": "extractTimeTaken",

"keyValuePair":

{

"loggerName": "Retrieve",

"regex": "Execution Time = (?<milliSeconds>[\\d]+)"

}

}

]

}

6.40.2 Tez with Hive

{

"folderPath":"/tezLog/",

"nThread":"1",

"threadTimeOut":"300",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP [THREAD] LEVEL LOGGER MESSAGE",

"log4jTimeFormat":"yy/MM/dd HH:mm:ss",

"requiredExtraction":

[

(continues on next page)
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(continued from previous page)

{

"fieldName": "extractUserInfo",

"keyValuePair":

{

"loggerName": "TezSessionState",

"regex": "User of session id [\\S]+ is (?<userName>[\\w]+)"

}

},

{

"fieldName": "extractSqlQuery",

"keyValuePair":

{

"loggerName": "ParseDriver",

"regex": "Parsing command:(?<queryString>[\\w\\W]*)"

}

},

{

"fieldName": "extractTimeTaken",

"keyValuePair":

{

"loggerName": "CliDriver",

"regex": "Time taken: (?<milliSeconds>[\\d]*.[\\d]*)"

}

}

]

}

6.40.3 Hive on HDP with Tez

{

"folderPath":"/tf-test-al-33492-manish-ranjan/",

"nThread":"10",

"threadTimeOut":"2000",

"isModificationTimeInclude":"false",

"fileNameNegativeRegex":"hive.log",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP LEVEL LOGGER MESSAGE",

"log4jTimeFormat":"yyyy-MM-dd HH:mm:ss,SSS",

"requiredExtraction":

[

{

"fieldName": "extractSqlQuery",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) [\\w\\W].*\\):(?

<queryString>[\\w\\W]*)"

}

},

{

(continues on next page)
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(continued from previous page)

"fieldName": "extractUserInfo",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) - Starting command\

\(queryId=(?<userName>(\\S[^_]+))"

}

},

{

"fieldName": "extractTimeTaken",

"keyValuePair":

{

"loggerName": "",

"regex": "CliDriver \\(SessionState.java:printInfo\\(\\d+\\)\\) - Time

taken: (?<milliSeconds>[\\d]*.[\\d]*)"

}

}

]

}

6.40.4 Hive on CDH with Spark

{

"folderPath":"/tf-test-al-33492-manish-ranjan/",

"nThread":"10",

"threadTimeOut":"2000",

"isModificationTimeInclude":"false",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP LEVEL LOGGER MESSAGE",

"log4jTimeFormat":"yyyy-MM-dd HH:mm:ss,SSS",

"requiredExtraction":

[

{

"fieldName": "extractSqlQuery",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) [\\w\\W].*\\):(?

<queryString>[\\w\\W]*)"

}

},

{

"fieldName": "extractUserInfo",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) - Executing

command\\(queryId=(?<userName>(\\S[^_]+))"

}

},

(continues on next page)
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(continued from previous page)

{

"fieldName": "extractTimeTaken",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) [\\w\\W]+\\); Time

taken: (?<milliSeconds>[\\d]*.[\\d]*)"

}

}

]

}

6.40.5 Hive on EMR with Spark

{

"folderPath":"/tf-test-al-33492-manish-ranjan/",

"nThread":"10",

"threadTimeOut":"2000",

"isModificationTimeInclude":"false",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP LEVEL LOGGER MESSAGE",

"log4jTimeFormat":"yyyy-MM-ddTHH:mm:ss,SSS",

"requiredExtraction":

[

{

"fieldName": "extractSqlQuery",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) [\\w\\W].*\\):(?

<queryString>[\\w\\W]*)"

}

},

{

"fieldName": "extractUserInfo",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) - Executing

command\\(queryId=(?<userName>(\\S[^_]+))"

}

},

{

"fieldName": "extractTimeTaken",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver \\(Driver.java:execute\\([\\d]+\\)\\) [\\w\\W]+\\);

Time taken: (?<milliSeconds>[\\d]*.[\\d]*)"

}

(continues on next page)
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(continued from previous page)

}

]

}

6.40.6 Hive on MapR with Spark

{

"folderPath":"/tf-test-al-33492-manish-ranjan/mapr.logs/",

"nThread":"10",

"threadTimeOut":"2000",

"isModificationTimeInclude":"false",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP LEVEL LOGGER MESSAGE",

"log4jTimeFormat":"yyyy-MM-ddTHH:mm:ss,SSS",

"requiredExtraction":

[

{

"fieldName": "extractSqlQuery",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver: Executing command\\([\\w\\W].*\\):(?<queryString>[\\w\\

W]*)"

}

},

{

"fieldName": "extractUserInfo",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver: Executing command\\(queryId=(?<userName>(\\S[^_]+))"

}

},

{

"fieldName": "extractTimeTaken",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver: Completed executing command\\([\\w\\W].*\\); Time

taken: (?<milliSeconds>[\\d]*.[\\d]*)"

}

}

]

}
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6.40.7 Hive with Tez on HD Insights 3.6

{

"folderPath":"/hd_insights_log/",

"nThread":"10",

"threadTimeOut":"10000",

"parserType":"LOG4J",

"log4jConversionPattern":"TIMESTAMP LEVEL LOGGER MESSAGE",

"log4jTimeFormat":"yyyy-MM-dd HH:mm:ss,SSS",

"requiredExtraction":

[

{

"fieldName": "extractSqlQuery",

"keyValuePair":

{

"loggerName": "",

"regex": "parse.ParseDriver: Parsing command: (?<queryString>[\\w\\W]*)"

}

},

{

"fieldName": "extractUserInfo",

"keyValuePair":

{

"loggerName": "",

"regex": "ql.Driver: Starting command\\(queryId=(?<userName>(\\S[^_]+))"

}

},

{

"fieldName": "extractTimeTaken",

"keyValuePair":

{

"loggerName": "",

"regex": "CliDriver: Time taken: (?<milliSeconds>[\\d]*.[\\d]*)"

}

}

]

}

6.41 Troubleshooting for CData Data Sources

Logs to collect and review:

• For logs related to MDE: taskserver.log, taskserver_err.log

• For logs related to Compose: connector.log, connector_err.log

• For any other errors: alation-error.log, alation-debug.log

To show the driver activity from query execution to network traffic, use Logfile and Verbosity. At the end of the URI,

add Logfile=/tmp/log.file;Verbosity=3; which will generate the log file in the specified directory. For more information

about setting the Verbosity level, refer to Logging in CData documentation.

Find a number of examples of the required Verbosity level below:
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• Authentication Errors: Recording the Logfile at Verbosity 4 is necessary to get full details on authentication

errors.

• Queries Timeout: A server that takes too long to respond will exceed the client-side timeout of the driver. Setting

the Timeout property to a higher value will help avoid connection errors. You can also disable Timeout by setting

it to 0 and at the same time setting Verbosity to 2. This will show where the time is spent.

• The certificate presented by the server cannot be validated: This error indicates that the driver cannot validate

the server certificate through the chain of trust. If you are using a self-signed certificate, there is only one certificate

in the chain.

To resolve this error, you must verify yourself that the certificate can be trusted and specify to the driver that you

trust the certificate. One way you can specify that you trust a certificate is to add the certificate to the trusted

system store; another is to set SSLServerCert.

6.41. Troubleshooting for CData Data Sources 2877



Alation User Guide

2878 Chapter 6. Custom DB



CHAPTER

SEVEN

GOOGLE BIGQUERY

Important: Starting August 30, 2023, we will remove the ability to create new data sources using the Google BigQuery

Native Connector. Support for the Google BigQuery Native Connector will cease on December 1, 2023, as set out in

Alation’s Support Policy. See the Transition from Native to OCF Connectors announcement in Alation Community

(requires login to Community).

If you are using Google BigQuery as a data source, this section describes the prerequisites, authentication, and account

setup steps needed to access the data source.

Alation uses a Google-authorized driver developed by Simba Technologies to connect to Google BigQuery data sources.

7.1 Google BigQuery Prerequisites

Starting from version V R6 (5.10.x), Alation uses a Google-authorized driver de-

veloped by Simba Technologies to connect to Google BigQuery data sources:

com.simba.googlebigquery.jdbc42.Driver.com.alation.drivers.simba.bigquery.0.1.

If you are updating to V R6 or a later release from before V R6, note that the built-in driver will be automatically changed

to the new Simba®© driver. The old driver will no longer appear in the list of drivers on the General Settings page of

the data source. Your existing data source will remain fully functional after the update but will use the new driver.

7.1.1 Required Information

To add a BigQuery data source in Alation, you need the following information:

• Project ID The Project ID of a project in Google BigQuery that you want to add as a data source in Alation. It

should be provided in the Database Name field when adding the source.

Important: Make sure the Project is billing-enabled. During MDE, QLI, and Profiling/Sampling Alation

runs SELECT queries against Google BigQuery projects. These queries and all queries users run in

Compose will be billed by Google Cloud Platform (GCP) on this Project ID.

• BigQuery API must be enabled for the Google Cloud Platform (GCP) Project.

Note: In GCP, go to APIs & Services > Dashboard for your Projects to check that the BigQuery API is

enabled. If not, to enable it, click ENABLE APIS AND SERVICES and select BigQuery API.
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• Google BigQuery account(s) for authentication:

Starting from V R6 (5.10.x), you can authenticate with either a user account or a service account, or both.

In releases before V R6, both user and service accounts are required to set up a GBQ data source. See

Authentication. These accounts must be assigned the required permissions

• Required roles with appropriate permissions user and service accounts you are going to use for authentication

in Alation must be assigned the required permissions described in Assign Required Permissions.

7.1.2 Authentication

Alation will authenticate against BigQuery every time any of the following is attempted: MDE, QLI, Profiling/Sampling,

and use of Compose.

Two authentication mechanisms are supported: a user account or/and a service account.

Authentication with a user account allows you to use full functionality available for Google BigQuery data sources:

• Metadata Extraction (MDE)

• Query Log Ingestion (QLI)

• Profiling and Sampling

• Compose and Dynamic Profiling

Note that when a user account is used for authentication in Alation, all Compose queries will be logged in the BigQuery

query history as run by the user whose OAuth certificate is uploaded in the data source Settings even though Compose

users establish connection to GBQ using their own Google credentials. A user account is associated with a specific user

in Google, so all queries from Alation will be logged as run by this user in the GBQ query log. The Alation admin can

analyze Compose usage by individual users in Alation, but not in the BigQuery query history.

Authentication with a service account will allow you to do MDE, Profiling, and QLI in the Catalog but is not sufficient

to query the projects in Compose. Compose requires user account-based authentication to connect to the source. You

can create a service account in a CGP Project then assign permissions to that service account in the BigQuery Project

hosting the data.

Service accounts use JSON credential files (“keys”) which will be stored (encrypted) on the Alation server. Using a

service account does not require any further authentication.

Important: Alation will fetch the datasets from all GCP Projects that the user account or service account used for

authentication has access to in GCP. You will be able to select which of the schemas (datasets) to extract into your data

source on the Metadata Extraction tab of the data source Settings page in Alation.

For more details, see:

• User Account

• Service Account

Note: From version 2020.3, User Account Certificates and Service Account Keys uploaded to Alation are encrypted

and stored in the internal Alation database (rosemeta).
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7.1.3 Assign Required Permissions

Starting with V R6 (5.10.x), Alation requires that you assign two roles to the accounts you use for authentication with

several required permissions. These roles are:

• The predefined role of BigQuery Job User

• A custom role AlationUser that needs to be created

For information about releases before V R6, see V R5 (5.9.x) and below.

To create the custom role AlationUser, in GCP console, go to IAM & Admin > Roles, create a new custom role naming

it AlationUser.

To create the custom role AlationUser, in the GCP console, go to IAM & Admin > Roles, create a new custom role

naming it AlationUser and assign it the required permissions:
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Roles and Permissions

Role Description Permission Resource Level

BigQuery Job User

roles/bigquery.jobUser Provides permission to run

jobs, including queries, in

the project. The jobUser

role can enumerate their

own jobs and cancel their

own jobs.

bigquery.jobs.create

resourceman-

ager.projects.get

resourceman-

ager.projects.list

Project

AlationUser

AlationUser (Custom

Role)

Provides permission to run

jobs, including queries, in

the project. The user role

can enumerate their own

jobs, cancel their own jobs.

When applied at the project

or organization level, the

metadataViewer provides

permissions to:

• List all datasets and

read metadata of all

datasets in a project;

• List all tables and

views and reads

metadata of all

tables and views in

a project;

• Read data from the

tables of a dataset.

From 2021.4:

• Storage buckets

must have the Stor-

age Object Viewer

permission to ex-

tract the external

tables.

• If a project has

Google Storage API

enabled, you need

to select additional

permissions.

bigquery.datasets.get big-

query.datasets.getIamPolicy

bigquery.jobs.create

bigquery.jobs.list big-

query.jobs.listAll big-

query.models.getData big-

query.models.getMetadata

bigquery.models.list

bigquery.routines.get

bigquery.routines.list

bigquery.savedqueries.get

bigquery.savedqueries.list

bigquery.tables.get big-

query.tables.getData

bigquery.tables.list big-

query.transfers.get

From 2021.4, To extract ex-

ternal tables:

big-

query.readsessions.create

For projects with Google

Storage API enabled:

big-

query.readsessions.create

big-

query.readsessions.getData

big-

query.readsessions.update

Project

For the Project you want to extract and query, assign the roles BigQuery Job User and AlationUser to the accounts

you are going to authenticate with in Alation.

Note: If the account you are authenticating with has the Owner role on any of the GCP projects, Alation will be able to

fetch the datasets from these projects without the additional assignment of the roles BigQuery Job User and AlationUser.

The roles BigQuery Job User and AlationUser are required for accounts which do not have the Owner role.

2882 Chapter 7. Google BigQuery



Alation User Guide

Which Permissions Are Required for Which Data Job?

Data jobs in Alation use the following specific permissions:

Data Job Permissions

MDE Periodically fetches the metadata

(schemas, tables, columns, procedures,

etc) to keep the catalog representation

config.get datasets.get datasets.getIamPolicy jobs.create jobs.list

jobs.listAll models.getData models.getMetadata models.list routines.get

routines.list jobs.create models.getData models.getMetadata transfers.get

From 2021.4, To extract external tables:

readsessions.create

QLI Generates several valuable insights

into the catalog data (popularity, lineage,

top users, etc.) by examining the query

history of the database objects

savedqueries.get savedqueries.list jobs.create projects.get projects.list

jobs.list jobs.listAll jobs.create

Profiling/Sampling tables.get tables.getData tables.list jobs.create

V R5 (5.9.x) and below

You must have the following IAM roles assigned to the service account at the Project Level or Organizational Level to

perform metadata extraction and profiling:

• roles/bigquery.dataViewer

• roles/bigquery.user

To perform Query Log Ingestion (QLI), you must assign the IAM role of bigquery.user to the service account at the

Project Level or Organizational Level. The following permissions are required for bigquery.user to perform QLI:

• bigquery.config.get

• bigquery.datasets.create

• bigquery.datasets.get

• bigquery.datasets.getIamPolicy

• bigquery.jobs.create

• bigquery.jobs.list

• bigquery.jobs.listAll

• bigquery.readsessions.create

• bigquery.savedqueries.get

• bigquery.savedqueries.list

• bigquery.tables.list

• bigquery.transfers.get

• resourcemanager.projects.get
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7.1.4 User Account

You can provide a user account that has access to your Google BigQuery Project(s) for authentication in Alation. To

enable Alation to access this user account, the corresponding user account certificate has to be uploaded alongside the

account information. See Generate User Account Certificate.

Note: A user account can be added to the Project by the following types of Google Cloud Platform (GCP) users:

• Database Administrator

• User who has Owner access on the BigQuery project

For MDE, QLI, and Profiling to work, make sure to assign this user account the required permissions: Assign Required

Permissions.

Generate User Account Certificate

To generate the user account certificate:

1. Log in to GCP with the user account you are generating the certificate for.

2. Open the Project for which you want to create a user account certificate. We recommend this is the Project ID of

which you will use in Alation.

3. In the GCP console, open APIs & Services > OAuth consent screen:

4. On the OAuth consent screen, enter the information in the following fields:

• Application Type If you use a private domain account (for example, private@company.com) for the Project,

set Application Type to Internal or Public based on the requirements of the company.
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• Application Name set to Alation. This field indicates the name of the authorized application which will

access the Project.

• Do not alter the information for the following fields:

– Scopes for following APIs

– Authorized domains

– Application Homepage link

– Application Privacy Policy link

– Application Terms of Service link.

5. Click Save.

6. Open APIs & Services >Credentials.

7. In Credentials screen, Click CREATE CREDENTIALS > OAuth client ID:

8. Select Web application.
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9. Select the ADD URI button in the Authorized redirect URIs section.

10. Fill the field for the redirect URI. The value for the field must be using the schema of

https:// + (hostname of the Alation instance) + /gbq/oauth2_callback

An example would be

https://busy-mite.alation-test.com/gbq/oauth2_callback

Note: Google will block authorization attempts with the credentials provided if the redirect URI field is set incorrectly.

7.1.5 Service Account

Google service accounts are special accounts that belong to your applications or virtual machines instead of individual

end-users. An application uses the service account to call the Google API of a service, so that the users are not directly

involved.

You can authenticate with GBQ using a service account if you do not have a user account or when authenticating with a

service account works better for your use case.

REMINDER: Authenticating with a service account will not allow you to run Compose queries against the Projects you

add to Alation.

Note: There can be several types of service accounts in GCP.

• API After the creation of a new Cloud project using GCP console and if Compute Engine API is enabled for

the project, a Compute Engine Service account is created by default and is identified by the following email:

PROJECT_NUMBER-compute@developer.gserviceaccount.com

• AppEngine If the project has an App Engine application, the default App Engine service account is created in

your project by default and is identified using: PROJECT_ID@appspot.gserviceaccount.com
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• System outside Google If a service account is created in the project, it is identified using: SERVICE_AC-

COUNT_NAME@PROJECT_ID.iam.gserviceaccount.com

Alation can use service accounts of the following types:

• SERVICE_ACCOUNT_NAME@PROJECT_ID.iam.gserviceaccount.com

• PROJECT_NUMBER-compute@developer.gserviceaccount.com (Compute Engine API service account)

You can cross-reference the Projects with one service account by adding it as member on all the Projects you want to

be extracted to Alation and assigning it the required permissions on all these Projects. Alation will fetch all schemas

(datasets) from all Projects this service account has access to. You will need to use the Project ID of the main project (=

the one on which this service account was created) as Database Name in Alation.

Note: If using both Service and User Accounts, we recommend you use the service account key and user account

certificate from the same Project in Google BigQuery.

Create a Service Account and Generate the Key

Each service account is associated with a key, which is managed by the Google Cloud Platform (GCP). It is used for

service-to-service authentication in GCP.

To create a service account for Alation,

1. Go to GCP console > Navigation Menu > IAM & admin > Service Accounts.

2. Click +CREATE SERVICE ACCOUNT.

3. Enter the required information (name, ID, description) and click Create:

4. On the next screen, assign the service account roles BigQuery Job User and AlationUser. Click Continue and

then click Done.
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5. On the next screen, click Actions>Manage Key.

6. Click Add Key > Create New Key. Choose the key type JSON (recommended by Alation). Click Create:
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7. Click Close. Your service account and key is created. Copy the name and location of the downloaded key file in

your local machine.

Generate Key for Existing Service Account

You can also use the default Compute Engine Service account for authentication in Alation (if it exists for your project)

and generate the service account key for this account.

Or you can also generate the service account key for an already existing service account.

To create the service account key for an existing project:

1. In GCP console, open the project for which you want to create the key.

2. Go to IAM & admin > Service Accounts.

3. Under Actions, for an existing service account, click Manage Keys.

4. Click Add Key > Create New Key. The key is generated based on the choice of the format by the user. JSON is

the recommended format.
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5. Click Create. The service account key is generated. Note down the name and location of the file.

7.1.6 Setup in Alation

Continue to Google BigQuery Setup in Alation.

7.2 Google BigQuery Setup in Alation

Applies from V R6 (5.10.x)

For earlier versions, see Setup in Alation V R5 (5.9.x) and Below.

To add a Google BigQuery data source to the Alation Catalog:

1. Go to Sources and on the Sources page, on the upper-right, click Add.

2. Provide the information on the first Add a Data Source screen and click Continue Setup. This will bring up the

Add Data Source wizard.
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7.2.1 Data Source Wizard Step 1: Connection Information

1. Select Google BigQuery as Database Type.

2. Host the Host field is auto-populated with value www.googleapis.com. This field cannot be edited.

3. In the Database Name field, provide your Project ID. The project must be billing-enabled.

4. Provide the remaining information and click Save and Continue. This will bring up Step 2 of the wizard.
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7.2.2 Data Source Wizard Step 2: Authentication

1. Leave the Enable Service Account Certificate checkbox clear if you are using a user account for authentication.

If you want to use a service account, see Authenticating with a Service Account.

2. Under User Account Certificate, click the link Upload OAuth certificate (json) and upload the certificate.

Note: See Generate User Account Certificate for details on how to generate the user account certificate in GCP.

3. Click Get Authorization Code. You will be prompted to log in to the Google Account:
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4. After you sign in, the following screen is displayed:

5. Click Allow.

6. On the next screen that opens, copy the authorization code:
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7. Paste the authorization code in the field to the right of the Get Authorization Code button:

8. Click Save. This saves the authorization code. This field cannot be left blank.

9. Click Save and Continue. This leads you to the Access tab of the data source Settings page.

Authenticating with a Service Account

1. Select the Enable Service Account Certificate checkbox. The Service Account Id field will be revealed.

2. Enter the Service Account Id.

3. Click Save.

4. Upload the service account certificate key. See Create a Service Account and Generate a Key for details.

5. To upload a different service account certificate, click the Delete button. This deletes the currently uploaded

service account certificate.
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6. If you want to also use the user account, proceed to provide the OAuth certificate. Follow the steps in Data Source

Wizard Step 2: Authentication , starting with step 2.

7.2.3 Data Source Wizard Step 3: Configure QLI

There are no specific requirements to set up QLI. Click Skip This Step:

When the Wizard is complete, run Metadata Extraction, Profiling, and Query Log Ingestion on the respective tabs of the

Settings page.

7.2.4 Settings Page

General Settings

The General Settings page allows you to validate the connection, and upload a new service account certificate or a user

account certificate:
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On the General Settings page, DO NOT change the values bigquery://https://www.googleapis.com; and

QueryDialect=SQL; or profiling will fail:

Include the Timeout=<Timeout_Value> parameter in the above URI to increase the timeout if large datasets have to be

extracted.

Note: If the user account certificate has not been uploaded, you will not be able to query the source in Compose: there

will be an authentication error from GCP when you try to connect to your GCP source.

To resolve this, upload the User Account Certificate on the General Settings tab. This needs to be a user account that

has access to the Project you want to query.

Metadata Extraction

To extract metadata, go to the Metadata Extraction tab. Follow the prompts on this tab to perform MDE.

Note that when you do Fetch Schemas, Alation will fetch datasets from all the projects the user or service account used

for authentication has access to in GCP.

The extracted metadata of Google BigQuery data source constitutes metadata of projects, datasets, tables and views,

and columns of tables and views. From 2021.3, materialized views will also be extracted during MDE. Lineage is not

supported for materialized views.

Note: The STRUCT data type is supported from version 2020.3.

From 2022.1, the description of the STRUCT data type will be extracted from the source comments during the metadata

extraction and added to the Description field on the Catalog pages of column objects.

Default Metadata Extraction for Google BigQuery extracts only the SELECT queries from view definitions. To extract

complete view definitions for Google BigQuery views and materialized views, perform additional configuration on the

Alation server using alation_conf and setting the feature flag enable_extraction_of_full_view_definition_for_gbq to

True. Refer to Extract the Complete View Definition for more details.

Important: The user or service account used for MDE requires access to the INFORMATION_SCHEMA tables in

the Google BigQuery data source to extract complete view definitions. This operation adds to the cost of MDE, refer to
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Information Schema Pricing in BigQuery documentation.

Limitations of Metadata Extraction:

1. You cannot perform the Include and Exclude extraction operation at the same time.

2. You cannot perform extraction of a schema if the schema name begins with an underscore.

3. Alation does not extract descriptions of schemas and tables.

Data Profiling

Go to the Data Profiling tab to perform profiling. Alation supports table and column profiling. Standard SQL is used

for profiling and supported by the Simba driver.

Alation does not support profiling for partition tables and column profiling for the Geography data type.

Query Log Ingestion

Sampling in Query Log Ingestion is not supported for the Google BigQuery data source type. Sampling in Query

Log Ingestion flag must be off when you perform Query Log Ingestion. Make sure that the flag is off in General

Settings > Sampling in Query Log Ingestion.

Go to the Query Log Ingestion tab to perform query log ingestion.QLI is supported for Popularity, top users, Lineage,

and surfacing the Filters and Joins information.
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7.2.5 Setting up Database Authentication in Compose

Authentication for Compose uses the user account and goes using the Simba driver. This connection uses the OAuth

certificate uploaded to Alation when the data source was configured. The OAuth certificate uploaded in the User

Account section of the data source Settings > General Settings.

Note: If the user account certificate has not been uploaded, this will result in an authentication error in Compose. To

resolve this, upload a user account certificate on the General Settings tab of the data source Settings page (this requires

the Data Source Admin level access to the data source). Refresh the Compose page.

Every user will have to establish a connection to GBQ with their own Google credentials when they use Compose for

the first time. However, in the GBQ query history, all Compose queries will be logged as run by the main user whose

OAuth certificate is provided in the data source Settings even though individual Compose users authenticate in Compose

using their own Google credentials. Individual query history will be available in Alation, but not in GBQ query log.

Ensure that you use the correct configuration for Compose URI:

• DO NOT change bigquery://https://www.googleapis.com

• ProjectId=<Project ID> where <Project ID> is the Project ID of a billing-enabled Project.

Your default connection URL will look like this:

bigquery://https://www.googleapis.com/bigquery/v2:443;ProjectId=my-project-for-gbq-

source;QueryDialect=SQL;

The default connection uses the Standard SQL parameter. See Using Standard or Legacy SQL below.

To connect in Compose,

1. Select the connection you want to use:

2. Click the Refresh connection button for the selected connection:

3. In the Google Authorization dialog that opens, click Authorize:
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4. On the next screen, choose the account you want to authorize with then click Allow:

5. Upon successful authentication with Google, an authorization code will be displayed. Copy and paste this code

from the Google authentication window into the Code field in the Database Authentication window in Alation

Compose and click Connect:
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Note that if you receive errors when trying to authorize with Google, it may be:

• 404 error - page not found see Page Not Found (404) when authorizing with Google.

• The app not verified by Google error see An authentication error when connecting in Compose.

Starting with V R6 (5.10.x), users can execute concurrent queries on Google BigQuery source.

7.2.6 Using Standard or Legacy SQL

Starting with V R6, Alation supports both Standard and Legacy SQL for GBQ data sources. You need to manually define

the syntax you want to use in the Connection URI in Compose.

To define the syntax, change the parameter QueryDialect in the Compose connection URI: QueryDialect=SQL or

QueryDialect=BIG_QUERY. Refresh the Compose page and reconnect.

URI Example:

bigquery://https://www.googleapis.com/bigquery/v2:443;ProjectId=my-project-for-gbq-

source;QueryDialect=SQL;

7.2.7 Setup in Alation V R5 (5.9.x) and Below

Data Source Wizard Step 1: Configure Connection

Host refers to the service account email and Database Name will be the Project ID:
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Data Source Wizard Step 2: Download Certificates

Use this section to upload the Service Account certificate and the User Account certificate.
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7.2.8 Data Source Wizard Step 3: Configure QLI

There are no specific requirements to set up QLI. Click Skip This Step.

7.3 Google BigQuery FAQ

7.3.1 How to allow Compose to query across projects?

Compose uses user account authentication. Because a Compose user authenticates using email, the email address should

have access to all projects. Using IAM roles and the user’s email addresses for projects, the Compose user is provided

access to query across projects.

7.3.2 How does a user run concurrent queries in Compose for Google BigQuery?

After the user account gets authenticated using the OAuth certificate, the same user can run concurrent queries on

Compose for Google BigQuery as a data source. This feature is supported from Alation V R6 (5.10.x) release.

7.4 Troubleshooting

7.4.1 How should I increase the default timeout value?

Error:

“[Simba][BigQueryJDBCDriver](100034) The job (SQL Query) has timed out on the server. Try increasing

the timeout value.”

Solution:

Navigate to the General Settings page of your data source or open Compose for this data source. Edit the

JDBC URL and add TimeOut=<SECONDS>; to the end of the URL. Example: TimeOut=60;

7.4.2 What do I do if I get Response too large to return for Legacy SQL?

Error:

“Response too large to return for Legacy SQL”

Solution:

If Legacy SQL is used for Compose, add: AllowLargeResults=1; to the Compose URI to resolve this

issue.
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7.4.3 An authentication error when connecting in Compose

Error:

“Sign in with Google temporarily disabled for this app”

Solution:

Verify that the user account you are connecting with has access to the current Project in GCP.

7.4.4 Page Not Found (404) when authorizing with Google

Error:

“Does not compute. 404 I’m afraid we cannot find what you’re looking for - when trying to authorize with

Google in Compose (after you click Authorize in the Google Authorization window):

Solution:

Check that you are using the correct user account and that the OAuth certificate is uploaded to Alation (go

to Settings > General Settings to check). You may be receiving the 404 error if the OAuth has not been

uploaded and Alation is trying to authorize with a service account instead.

7.5 Additional Information

GCP Platform overview: see the dedicate Google documentation. For example: Overview.

7.5.1 How to Create a Project in GCP

Reference: Creating and Managing Projects.

1. Open the Google Cloud Platform (GCP) console.

2. Click IAM & admin.

3. Click Manage resources.

4. On the Manage resources page, click Create Project.

5. Enter the Project Name.

6. Click Browse to choose the Location.

7. Click Create. The project gets created.

You can enable billing for the project. For more information on how to enable billing, refer to this topic in GBQ

documentation.

BigQuery is automatically enabled in new projects. This helps you to access the APIs.
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Note: The Project you use in Alation should be billing-enabled.
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CHAPTER

EIGHT

HIVE DATA SOURCES

This section describes how to add and configure a Hive data source in Alation.

8.1 Hive Overview

Hive databases can be deployed on different platforms with various execution engines in the middle layer, and as a

result, there can exist numerous Hive configurations. Alation is working toward supporting any Hive setup with as little

configuration effort on the user’s part as possible.

How you can connect to a Hive data source in Alation, depends on which Alation release you are using.

In releases before V R5 (5.9.x), you can configure your Hive data sources by providing connection parameters manually

in Alation UI.

Starting with release V R5 (5.9.x), you can connect to a Hive database by uploading its client configuration files.

Configuration upload-based Hive connection is a Labs/Feature Configuration feature and must be enabled through

the dedicated feature switch in Admin Settings > Labs/Feature Configuration. Configuration upload-based Hive

framework specifically focuses on Query Log Ingestion (QLI) for Hive, allowing Alation to support QLI for a bigger

number of various Hive setups.

Note: The Hive documentation refers to the configuration-based Hive framework, available from release V R5, as

“Hive by configurations upload” or “configuration-based Hive”. The Hive framework that is available by default and

existed before V R5 is referred to as the “default Hive framework” or “default Hive”.

If you enable Hive by configuration upload (V R5+), all existing Hive sources previously added using the default

framework will remain fully functional. Only the new Hive sources you add will require the configurations to be

uploaded. You can choose to migrate your existing default Hive sources to the new Hive framework after you have

enabled this feature.

8.1.1 Default Vs. Configuration-Based Hive Frameworks

The default Hive support covers:
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Component CDH Support HDP Support EMR Support MapR Support

Simple Authentication Y Y Y Y

Kerberos Y Y Y N

Azure Encryption Not applicable N (Azure HDP) Not applicable Not applicable

Kerberos Knox Not applicable MDE but no QLI Not applicable Not applicable

LDAP Knox Not applicable MDE but no QLI Not applicable Not applicable

SSL Y Y Y N

WebHDFS SSL Y Y Y Not applicable

HttpFS Kerberos Not applicable Not applicable Not applicable N

Wire-level Security Not applicable Not applicable Not applicable N

MapR SASL Not applicable Not applicable Not applicable N

With the configuration-based Hive, the level of support increases to:

Component CDH Support HDP Support EMR Support MapR Support

Simple Authentication Y Y Y Y

Kerberos Y Y Y Y

Azure Encryption Not applicable Y (Azure HDP) Not applicable Not applicable

Kerberos Knox Not Knox Y (MDE and QLI) Not applicable Not applicable

LDAP Knox Not applicable Y (MDE and QLI) Not applicable Not applicable

SSL Y Y Y Y

WebHDFS SSL Y Y Y Not applicable

HttpFS Kerberos Not applicable Not applicable Not applicable Y

Wire-level Security Not applicable Not applicable Not applicable Y

MapR SASL Not applicable Not applicable Not applicable Y

8.1.2 Limitations

The Compose tool does not support Keytab or pre-cached Kerberos ticket-based authentication.

8.1.3 Which Hive Framework Should you Use?

Analyze your Hive setup. If your Hive database setup is supported with the configuration-based Hive framework only

(for example,HDP 3 + Hive 3 + Tez) but cannot be supported by the default Hive, the Hive by configuration upload is

the only path to choose.

If your Hive setup can be supported by both, default and configuration-based frameworks, note that the configuration-

based Hive has several advantages configuration-wise:

• It requires fewer parameters to be provided in Alation UI. For example, you will not need to find out from your

Hadoop admin and manually type such information as the Metastore URI, log storage paths, and WebHDFS

credentials and endpoints for QLI. This information will be obtained by Alation automatically when parsing the

uploaded Hive configuration files.

• The configuration-based framework is designed to fix any Hive cataloging problems that the old framework did

not anticipate, so it significantly increases the chances of your Hive source working on the first try.

Important: Several Hive setups only use the default Hive framework for QLI. These are:

• SparkSql over Hive Metastore (on both CDH and HDP)

• Hive on EMR with QLI over Amazon S3
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• Hive with AWS Glue as Metastore

If you have such sources, do NOT enable configuration-based Hive.

8.2 Add Hive Data Sources to Alation

Follow this checklist:

1. Open the ports that apply: Ports for Hive.

2. Make sure you have done the preliminary configurations that apply to your Hive instance: Pre-configurations.

3. Make sure you have set up the Hive service account and granted the required permissions to this account: Database

Service Account.

4. If using configuration-based Hive, make sure it is enabled on your instance: Enabling Configuration-Based Hive.

5. If using configuration-based Hive framework, follow the steps in: Configuration-Based Hive.

6. For default Hive, see Default Hive.

8.2.1 Hive Built-In Driver Known Issue

Important: If you connect to Cloudera, the default JDBC driver for Hive will fail during configuration. The JDBC

driver cannot be changed until after the connection is established. To resolve this issue, you will have to change the

default driver to the following driver in the list of drivers on the Settings page:

com.alation.drivers.hive.Hive2Driver.com.alation.drivers.hive.one.kerb_ssl_patched.1.1.

1-kerberos-ssl-patched-1.1.1

8.2.2 Ports for Hive

Section applies to both configuration-based and default Hive.

1. Required Ports

Make sure you have opened the firewall ports that apply to your Hive configuration for Alation:

• Port 10000 to Hive Server

• Port 9083 to Hive Metastore server

• Port 50070 or 9870 to WebHDFS server

– The default WebHDFS port depends on the Hadoop version and distribution. For Hadoop 2.x, the

default WebHDFS port is 50070. For Hadoop 3.x, in some of the distributions, the default WebHDFS

port may be 9870. For example, in the latest CDH distribution, the default WebHDFS port is 9870.

• Port 14000 to HttpFS server, if using HttpFS

• Port 1006 on datanodes. WebHDFS requests are redirected to it.

2. Ports for Kerberos

If using Kerberos authentication, open:
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• TCP/UDP port 88 to all Kerberos servers involved in the authentication chain.

Important: Using Kerberos authentication requires pre-configuration. If you have not done Kerberos

preconfiguration yet, refer to the section Configuring Kerberos for Data Source Authentication. Hive setup

will fail if you select Kerberos in Hive settings, without completing this preconfiguration first.

3. Ports for Apache Knox

If using Apache Knox, open:

• Port 8443 for Knox connections.

8.2.3 Pre-configurations

Section applies to both Configuration-Based and Default Hive.

User Impersonation

Before enabling user impersonation, have your Hadoop admin add the following properties to the Hadoop Cluster’s

core-site.xml file:

• hadoop.proxyuser.<service account username>.hosts=*

• hadoop.proxyuser.<service account username>.groups=*

After this is done, if User Impersonation is required, it can be enabled for this data source on the Settings page.

Kerberos

Connection to Kerberized data sources in Alation requires pre-configuration. Make sure you have performed Kerberos

configuration for your Alation instance before you add any Kerberized data sources to the catalog.

Proxies

For Hive data sources, Alation supports authentication using several security applications. Some of them have configu-

ration specifics, others do not.

Knox

Knox is supported for Metadata Extraction (MDE) and Query Log Ingestion (QLI), replacing the Hive server URI with

the Knox Server URI in the data source configuration.

For the configuration-based Hive, MDE will not be proxied by Knox and will go through the Metastore.
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Apache Ranger

If using Ranger, make sure you fulfill the requirement for the service account. See Using Apache Ranger.

Apache Zookeeper

(No specific requirements)

Blue Talon

(No specific requirements)

8.2.4 Database Service Account

We recommend that you create a Hive service account for Alation before adding the Hive data source to the catalog.

The Hive service account that Alation will use to connect requires several permissions for the automated Metadata

Extraction (MDE), Data Profiling, and Query Log Ingestion (QLI) jobs to run successfully. See the tables below for

specific grants required for each data job.

Using Apache Ranger

If using Apache Ranger, ensure that the service account has SELECT permissions on all schemas and access to the

Metastore.

MDE

Plain vanilla Hive environment without authentication No requirements

Kerberized Hive instance
• SELECT privileges

• We recommend creating the service account in the

same realm as the one used by Hive users.

Data Profiling

Plain vanilla Hive environment without authentication No requirements

Kerberized Hive instance
• SELECT privileges

Depending on your Hive authorization configuration use

one of the methods:

• Storage Based ACLs Service account needs READ

access to all DB folders/files that need to be sam-

pled.

• SQL Based ACLs Grant SELECT on DBs and

tables that need to be sampled to service account.
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Query Log Ingestion

We need the following for automated Hive QLI:

• Service account needs READ permission to Job History Logs directory on HDFS.

• If your configuration is Hive on HDP + Tez, give the service account READ_EXECUTE permission for directory

/ats/done on your HDP cluster.

8.3 Configuration-Based Hive

Available from V R5 (5.9.x)

8.3.1 Enabling Configuration-Based Hive

Users with the Server Admin role can enable Configuration-Based Hive in Labs/Feature Configuration:

1. Sign in to Alation as a Server Admin, and on the upper right, click the Settings icon to open the Admin

Settings page.

2. In the Server Admin panel, find and click Labs/Feature Configuration. The Labs/Feature Configuration tab

will open.

3. Find the switch Enable Hive Extraction V2 and toggle it on. Note that this is a one-way action. After it is

enabled, this feature cannot be disabled.

8.3.2 Prerequisites

To add a Hive data source to Alation on the configuration-based framework, start with several prerequisites.

Open Ports for Connections

See Ports for Hive.

Collect Setup Information

General

• Hive version

• Hadoop version

• JDBC URI or hostname and port of your Hive database

• Hive configuration files for upload. See Getting Hive Client Configuration Files for details.
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Kerberos

• Hive Principal

• Ensure that you have placed the krb5.conf file and - if using keytab authentication - the .keytab file alongside

your client configurations. Any files ending in krb5.conf and .keytab are automatically extracted from the

configurations tarball. See Getting Hive Client Configuration Files for details on how to collect configuration

files.

Apache Knox

Knox is supported for MDE and QLI, replacing the Hive server URI with the Knox Server URI in the data source

configuration. If using Apache Knox, you will need to provide:

• Knox WebHDFS URI

Documentation on this URI, as well as on how Knox routes gateways, topologies, and clusters using this URI can be

found in the Knox book.

Knox with SSL

If using HTTPS with Knox,

• You will need to put the ssl-client.xml file and the .jks file specified for the ssl.client.truststore.

location in your ssl-client.xml alongside your client configurations. See Getting Hive Client Configuration

Files for details.

Service Account Permissions

Make sure the service account has all the required permissions: Database Service Account.

Assembling the Client Configuration Archive

On configuration-based Hive framework, you will need to create and upload to Alation a client configuration files as a

.TAR archive.

The archive must include:

• Hive client configuration files for your Hive instance

• If using Kerberos authentication, the krb5.conf file

Note: If you use Apache Ambari to download the Hive client configurations, you do not need to add the

krb5.conf file because it will already be included.

• If using authentication with keytabs, the .keytab file

• If using SSL, the ssl-client.xml file and the .jks file specified for the ssl.client.truststore.location prop-

erty in this ssl-client.xml

To assemble your client configurations archive for Alation,

1. Download your Hive client configurations: Getting Hive Client Configuration Files.
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2. If applicable, add the krb5.conf, the .keytab, the ssl-client.xml, and the .jks files to the directory with the

configuration files:

• Adding krb5.conf to Client Configurations Archive

• Adding ssl-client.xml and .jks Files to Client Configurations Archive

3. Create a tarball archive having all the required files from this directory.

4. SCP the created archive to your machine. This file can now be uploaded to Alation on your Hive source Settings

page.

8.3.3 Getting Hive Client Configuration Files

This section describes how to get client configuration files for Hive from several popular Hive management systems.

Apache Ambari (HDP, Azure HDInsight)

1. On your Hadoop manager dashboard, in the left-hand menu, click Actions and Download All Client Configs:

2. If using Kerberos with keytabs, un-package to a directory and add the keytab file to the archive.

Note: You do not need to add the krb5.conf because it should be already in the archive you download.

3. If using SSL, un-package to a directory (if you haven’t done so) and add the ssl-client.xml to the archive: Adding

ssl-client.xml and .jks Files to Client Configurations Archive

4. Create a .TAR archive from this directory.
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Cloudera Manager (CDH)

To download Hive configurations from Cloudera Manager,

1. After logging in, on the cluster dashboard page, on the left, open the dropdown menu next to the cluster name

then click View Client Configuration URLs:

2. In the dialog that opens, click the links for HIVE, HDFS, and YARN. This will start three separate downloads:
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3. After the downloads have completed, unpack all files and merge the contents into a single directory.

4. If using Kerberos, add the Kerberos configuration file /etc/krb5.conf to this directory. If using keytabs, add the

service account keytab file here, too: Adding krb5.conf to Client Configurations Archive

5. If using SSL, add the ssl-client.xml and the .jks files to this directory: Adding ssl-client.xml and .jks Files to

Client Configurations Archive.

6. Create a tarball file from this directory. This resulting tarball can now be uploaded to Alation on your Hive source

Settings page.

Linux commands Step 3 (no Kerberos, no SSL):
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Hive on EMR

EMR has no management software, so configurations must be gathered manually.

To get configurations for EMR,

1. SSH to your cluster and form the configurations tarball file. If applicable, add:

• krb5.conf for Kerberos authentication

• the keytab for the service account

• the ssl-client.xml

Linux commands for EMR:

2. After the first step is completed, SCP the configurations tarball (emr_configs.tgz in this example) to your machine.

This file can now be uploaded to Alation on your Hive source Settings page.

MapR

MapR configurations are spread out, and there is no way to download them using the manager UI.

To get Hive configuration files from MapR,

1. SSH to your manager instance and and form the configurations tarball file. If applicable, add:

• krb5.conf for Kerberos authentication

• the keytab for the service account

• the ssl-client.xml

Linux commands for MapR (with krb5.conf):

2. After the first step is completed, SCP the configurations tarball (client_configs.tgz in this example) to your machine.

This file can now be uploaded to Alation on your Hive source Settings page.
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Adding krb5.conf to Client Configurations Archive

If using Kerberos, make sure to include the krb5.conf file to your Hive client configurations archive. If you use Apache

Ambari to download the client configurations, you do not need to add the krb5.conf because it will already be included

in the download.

Note: Using Kerberos authentication requires pre-configuration. Without this preconfiguration, the krb5.conf file will

not exist in /data/site-data/.

Adding ssl-client.xml and .jks Files to Client Configurations Archive

If using SSL to connect to your Hive data source, you need to add the ssl-client.xml file and the .jks file specified in the

ssl.client.truststore.location property to your client configurations archive:

• ssl.client.truststore.location often lists an absolute path on the filesystem; however, Alation isolates

execution of its Hive engine: we only pay attention to the filename of the truststore.

Example

Given a location of /etc/security/awesomeCorp.jks for the ssl.client.truststore.location property,

Alation will look for, and use, the first file named awesomeCorp.jks that was uploaded with the client configuration

archive.

• Ensure that password specified for the ssl.client.truststore.password property is the correct password

for the file listed in ssl.client.truststore.location.

WebHDFS

The ssl-client.xml is usually found in the /etc/hadoop/conf directory. The location of the .jks file is usually specified in

the property ssl.client.truststore.location.

Sample ssl-client.xml for WebHDFS

<configuration>

<property>

<name>ssl.client.truststore.location</name>

<value>truststore.jks</value>

</property>

<property>

<name>ssl.client.truststore.password</name>

<value>changeit</value>

</property>

(continues on next page)
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(continued from previous page)

<property>

<name>ssl.client.truststore.type</name>

<value>jks</value>

</property>

</configuration>

SSL Knox

The ssl-client.xml is usually found in the /etc/hadoop/conf directory. The location of the .jks file usually is

/var/lib/knox/data-2.6.5.0-292/security/keystores in the Hadoop cluster.

Sample ssl-client.xml for SSL Knox

<configuration>

<property>

<name>ssl.client.truststore.location</name>

<value>gateway.jks</value>

</property>

<property>

<name>ssl.client.truststore.password</name>

<value>admin</value>

</property>

<property>

<name>ssl.client.truststore.type</name>

<value>jks</value>

</property>

</configuration>

8.3. Configuration-Based Hive 2917



Alation User Guide

8.3.4 Adding Configuration-Based Hive to Alation

To add data sources, you need the Server Admin role in Alation.

To add a Hive data source on configuration-based framework,

1. Click the Sources icon on the main toolbar in Alation to open the Sources page.

2. On the Sources page that opens, in the upper-right corner, click Add and select Data Source. This brings up the

Add a Data Source wizard:

3. In the first screen of the Add a Data Source Wizard, enter the information for your new Data Source:

• Title

• Other Data Source Admins you are automatically assigned as a Data Source Admin for the data source you

are adding. However, you can add other users to manage the settings of this data source. Hover over Assign

Data Source Admins section to reveal the Add button, and click it to add other admins.

• Who is setting this up? - Select an option.

4. Click Continue Setup to continue to the next step of the wizard:
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5. Under Connection, select Hive2 as the Database Type from the database list.

6. Enter the network connection details. There are two options to do that for Hive:

• Providing the hostname and port separately

• Providing the host URI in the JDBC format

You can choose the format by selecting or clearing the Enter JDBC URI checkbox on the upper right. By default,

this checkbox is clear. Leave this checkbox clear to specify the hostname (or IP address) and the port number

separately. Select Use Default checkbox for Port if you want to use the default port to connect:

If you want to use the JDBC format, select the Enter JDBC URI checkbox. Selecting it will change the input

fields to accept the URI in the JDBC format: hive2://host:port/

You can use either an IP address or hostname for host:

Example: hive2://10.11.21.108:1000/
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7. From Hive Version and Hadoop Version lists, select the Hive and Hadoop versions you are using. 8. If using Knox,

in the Knox URI field, specify the Knox URI for your Hive database.

Note: Note the format for the Knox URI:

https://{gateway-host}:{gateway-port}/{gateway-path}/{cluster-name}

Example:

https://ip-10-11-21-221.alationdata.com:8443/gateway/default

9. If using Kerberos, select the Kerberos checkbox. This action will reveal the Kerberos-specific fields:

• Hive Principal

10. If your Hive metastore is on AWS Glue, select the Use AWS Glue checkbox for Metastore. This action will reveal

several additional settings. You will need to provide:

• Access Key ID Enter the access ID of the service account for AWS Glue.

• Access Key Secret Enter the secret key of the service account for AWS Glue.

• AWS Region The default value is us-east-1. If the value of the AWS Region is other than the default, enter values

as mentioned under Region column at aws region documentation

11. Under Catalog, enter the Database Name, Description, and select the required Privacy setting (Public or

Private).

12. Click Save and Continue to go to the next step that requires the service account information.

Note: You can also Continue with Errors and troubleshoot later.

13. On the next wizard screen that opens, provide the Username and Password for your Hive Service Account. For

details on the required grants, see Database Service Account.

14. Click Save and Continue. This will take you to the next step that sets up QLI. Skip this step. Configuration-based

Hive reads the log directories from the uploaded configuration files and you do not have to provide this information

unless:

• You are planning to use the data uploader functionality

These parameters can be provided later on the QLI tab of the data source Settings.

15. Click Verify and Finish Setup. Your Hive data source will be added and you will land on its Settings page.

16. Upload your Hive client configurations archive: on the Settings > General Settings page, find the Configuration

Uploader section then click Upload Configurations to add the Hive configurations to Alation:

2920 Chapter 8. Hive Data Sources

https://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/Concepts.RegionsAndAvailabilityZones.html


Alation User Guide

17. After configurations are uploaded, you can proceed with specifying other settings on this page:

• Keytab for Kerberos

• User impersonation

• Knox URI

• Hive driver

• QLI parameters, if:

– You are planning to use the data uploader functionality

– You are using Hive on EMR with Amazon S3 connection type

Important: If you are connecting to Cloudera, the JDBC driver pre-selected by default

will fail during configuration. To resolve this issue, ensure that you use the following

driver: com.alation.drivers.hive.Hive2Driver.com.alation.drivers.hive.one.kerb_ssl_patched.1.1.1-

kerberos-ssl-patched-1.1.1

8.3.5 Troubleshooting Configuration-Based Hive

Available from release V R5 (5.9.x)

If the Hive by configurations upload is turned on, in case of errors during your Hive data source setup, you will see

detailed error descriptions with error codes in Alation UI. Troubleshoot based on these descriptions.
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Specific Errors

Refer to this table for specific errors you may get during QLI:

Hive Setup Error Message Troubleshooting Steps

HDP + Hive + MapReduce

HDP + Hive + Tez

EMR + Hive + MapReduce

error[HVE201]: Permission denied

Permission to read the remote file

or directory was denied. HDFS

(and MapRFS) implement traditional

POSIX compliant permission mod-

els similar to that found on Linux and

Mac operating systems. Consult your

Hadoop system administrator about

these access permissions.

Additional Information

Directory: /ats/done Is-

sue: Permission denied:

user=hive, access=READ_EX-

ECUTE, inode=”/ats/done”:

yarn:hadoop:drwx——

This error means the service account

you are using does not have the re-

quired READ_EXECUTE permis-

sion for the log directory /ats/done

This directory is specified in the yarn-

site.xml file in the Hive client config-

urations file. Tez uses this directory

for storing logs, but it may be present

in the yarn-site.xml even if you are

not using Tez.

To troubleshoot:

1. Check that this directory exists on

your HDP cluster, and if it does not,

create it. Alation expects it to exist

even if it’s empty.

2. Grant the Hive service account the

READ_EXECUTE permissions for

/ats/done directory.

3. Perform QLI again.

8.4 Default Hive

8.4.1 Prerequisites

Open Ports for Connections

For ports information, see Ports for Hive.

Collect Setup Information

• JDBC URI or hostname and port of your Hive database

• WebHDFS server and port

• Metastore URI

• If your Hive DB is deployed on Amazon S3, parameters for Query Log Ingestion (QLI) over S3:

– AWS Access Key ID

– AWS Access Key Secret

– AWS Region

– Log files to be excluded, if applicable

• If using Apache Spark, parameters for QLI with Spark:

– Spark Log Folder Amazon S3 Path
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– Spark Log File Name Prefix

– Number of Log files in directory

– Log4j Time Format

– Log4j Conversion Pattern

• With metastore on AWS Glue:

– Access Key ID

– Access Key Secret

– AWS Region—Region name should appear as listed in AWS API Gateway Table.

• Kerberos information, if applicable:

– Hive Principal

– Metastore Principal

– Keytab: keytab access is supported. You will need to provide a valid keytab on the data source Settings page.

If using Apache Knox:

Documentation on the Knox WebHDFS URI, as well as how Knox routes gateways, topologies, and clusters using this

URI can be found at the Knox book.

QLI Information

• The default locations of Job History Logs on various platforms are listed below. Each of the folders should have

sub-directories named YYYY/MM/DD (for example: 2016/02/24). Use Hue or Hadoop HDFS CLI to confirm

that .jhist and .xml files are present in YYYY/MM/DD sub-directories (for example: 2016/02/24/00001/abc.jhist).

• For CDH: /user/history/done

• For MapR: /var/mapr/cluster/yarn/rm/staging/history/done

• For AWS EMR: /tmp/hadoop-yarn/staging/history/done (WebHDFS port can be 9101)

• For other stacks with YARN: /mr-history/done

• HDP with Tez: /ats/done/

• Network access from Alation to WebHDFS Server and port (default 50070 or 9870, config parameter dfs.http.

address)

– The default WebHDFS port depends on the Hadoop version and distribution. For Hadoop 2.x, the default

WebHDFS port is 50070. For Hadoop 3.x, in some of the distributions, the default WebHDFS port may be

9870. For example, in the latest CDH distribution, the default WebHDFS port is 9870.

Hive QLI also supports reading the logs from a zip file that is stored on HDFS. The zip file is accessed using WebHDFS;

the service account needs READ permissions on that file if you want to use the zipped log files for QLI. The zip file can

be selected as the source for QLI when adding a Hive data source in Alation UI.

We provide an example of how to create the zip file. The following three lines of code download the logs created on

2016-02-09 from HDFS, zip them and upload the zipped file on HDFS at/tmp folder:

hadoop fs -get /user/history/done/2016/02/09 ./2016_02_09

zip -r 2016_02_09.zip 2016_02_09/

hadoop fs -put 2016_02_09.zip /tmp
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8.4.2 Adding Hive Data Source on Default Framework

To add data sources, you need the Server Admin role in Alation.

To add a Hive data source on default framework,

1. Click the Sources icon on the main toolbar in Alation to open the Sources page.

2. On the Sources page, in the upper-right corner, click Add and select Data Source. This brings up the Add a

Data Source wizard:

3. In the Add a Data Source Wizard, enter the following information for your Data Source:

• Title

• Other Data Source Admins you are automatically assigned as a Data Source Admin for the data source

you are adding. However, you can add other users to manage the settings of this data source. Hover over

Assign Data Source Admins section to reveal the Add button, and click it to add other admins.

• Who is setting this up? - Select an option

4. Click Continue Setup to continue to the next configuration step:
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5. Under Connection, select the Database Type from the database list: Hive2.

6. Enter the network connection details. There are two options to do that for Hive:

• Providing the hostname and port separately

• Providing the host URI in the JDBC format.

You can choose the format by selecting or clearing the Enter JDBC URI checkbox on the upper right. By default,

this checkbox is clear. Leave this checkbox clear to specify the hostname (or IP address) and the port number

separately. Select Use Default checkbox for Port if you want to use the default port to connect.

If you want to use the JDBC format, select the Enter JDBC URI checkbox. Selecting it will change the input

fields to accept the URI in the JDBC format: hive2://host:port/

You can use either an IP address or hostname for host. Example: hive2://10.11.21.108:1000/

Knox is supported for Metadata Extraction (MDE) and Query Log Ingestion (QLI): replace the Hive server URI

with the Knox Server URI in the data source configuration.

7. In the Metastore URI field, specify the Hive Metastore URI.

8. If using Kerberos, select the Kerberos checkbox. This action will reveal the Kerberos-specific fields to be filled:

• Hive Principal

• Metastore Principal
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9. If your Hive metastore is on AWS Glue, select the Use AWS Glue checkbox for Metastore. This action will reveal

several additional settings in UI. You will need to provide:

• Access Key ID Enter the access ID of the service account for AWS Glue.

• Access Key Secret Enter the secret key of the service account for AWS Glue.

• AWS Region The default value is us-east-1. If the value of the AWS Region is other than the default, enter

values as mentioned under Region column at aws region documentation

10. Under Catalog, enter the Database Name, Description, and select the required Privacy setting (Public or

Private).

11. Click Save and Continue to go to the next step that requires the service account information.

Note: You can also Continue with Errors and troubleshoot later.

12. Provide the Username and Password for the Service Account. For details on the required grants, see Database

Service Account.

13. Click Save and Continue. This will take you to the next step that sets up Query Log Ingestion (QLI). You can:

• skip this step and address the QLI settings later on the Settings page of this data source

• choose to provide settings for QLI at this step if you are using the WebHDFS connection.

Note: With default Hive, if your Hive DB is deployed on EMR with QLI over Amazon

S3, you have to skip this step because QLI for Hive on EMR on default framework can

only be addressed on the Settings > Query Log Ingestion page.

If you decide to configure QLI at this step, provide the required parameters:

• Under Import Query History, specify the Logs Source Type:

– Directory

– ZIP file

See QLI Information for details on the log paths.

• If you use the Directory option, provide:

– Logs Directory - note that the path will depend on your Hive platform and setup

• If you use the ZIP File option, provide:

– ZIP File Path

• Provide information in fields:

– WebHDFS Server

– WebHDFS Port (or select Use Default)

– Exclude Log Files (optional)
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14. Click Verify and Finish Setup. Your Hive data source will be added and you will land on its Settings page.

Proceed to specify the settings that apply to your Hive instance:

• Keytab for Kerberos, if using keytabs

• User impersonation

• Knox URI

• Hive driver (for connecting to CDH)

Note: If you connect to Cloudera, the default JDBC driver for Hive will fail during configuration. The

JDBC driver cannot be changed until after the connection is established. To resolve this issue, ensure that

you use the following driver: com.alation.drivers.hive.Hive2Driver.com.alation.drivers.hive.one.kerb_ssl_-

patched.1.1.1-kerberos-ssl-patched-1.1.1

Continue to Hive Data Source Settings
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8.5 Hive Data Source Settings

You can change the settings for your Hive data source on the Settings page. You must be the Data Source Admin of this

data source to be able to open and edit the settings.

To open the Settings page:

• Click More on the top right of the data source page and in the menu that opens, click Settings:

8.5.1 General Settings

The general connection parameters are available on the General Settings tab. They include:

• parameters common to all data sources in Alation;

• settings specific to the current database type. Some of the parameters (for example, database connection parameters)

will inherit the values you have entered in the Add Data Source wizard, while others can only be specified here.

Hive-specific parameters

Parameters Notes

Hive and

Hadoop Ver-

sions

Available from version V R5 (5.9.x) for configuration-based Hive

Configurations

Upload

Available from version V R5 (5.9.x) for configuration-based Hive

Metastore

Network Con-

nection

Metastore URI (default Hive)

Kerberos

Settings >

Metastore

Principal

Required if using Kerberos (default Hive)

Hive Knox URI Knox URI Available from version V R5 (5.9.x) for configuration-based Hive

User Imperson-

ation

User impersonation enables Hive to submit jobs as a particular user. When enabled for a Hive data

source in Alation, users will automatically connect to the data source with the service account.

Queries will be run by the individual Alation user.
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8.5.2 Using Data Uploader

The Data Uploader functionality uses the WebHDFS parameters from the Settings > Query Log Ingestion tab. Even

when using configuration-based Hive, you will need to provide the parameters in the QLI > WebHDFS Settings section

if you want to use the Data Uploader.

8.5.3 Configuring Query Log Ingestion (QLI)

QLI parameters are found on the Settings page > Query Log Ingestion.

Hive has several specific parameters required for QLI to run successfully. You always have to fill in the parameters on

the QLI tab if using default Hive.

If you are using configuration-based Hive, all the information required for QLI will be in the uploaded configuration

files. However, you will still need to supply information on the Query Log Ingestion tab if:

• You are planning to use the data uploader functionality (fill in the WebHDSF Settings section).

• In release V R5 (5.9.x), you are using Hive with Tez. This does not apply to configuration-based Hive in release

V R6 as in this release QLI over Tez uses the uploaded configurations.

Note: For details on Hive frameworks refer to Hive Data Sources.

QLI configuration depends on the connection type you are using:

1. Under Configure Connection Type, select the type of connection you are using. The input fields for QLI

parameters will change depending on the selected option:

• WebHDFS

Note: HttpFS connection is supported. You can use the WebHDFS fields to provide the HttpFS

connection parameters.

• AWS S3

2. If you are connecting using WebHDFS, provide the following parameters under Configure HDFS Connection:

• Log Source on HDFS

– Folder — Select this option if the query log files are in a directory.

– Zip File — Select this option if the query log files are in a Zip file.

3. For either log source option, provide the required information:

• MR & Tez Settings

– MR Folder HDFS Path

• WebHDFS Settings

– WebHDFS Server

– WebHDFS Port

– WebHDFS Username

– Exclude log files
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Note: If using HttpFS, specify the values for your HttpFS server in the fields for the WebHDFS

connection. The HttpFS port is usually 14000.

4. Click Save to save the data you entered.

WebHDFS Log Source: Folder

5. If you are connecting using Amazon S3, provide the required parameters under Configure AWS S3 Connection.

Note that Hive on EMR differs from other Hive configurations in that the query logs are typically captured on S3.

Hence, for Hive EMR, you will need to configure this S3 connection for QLI. Specify the parameters listed below.

If the values have already been provided during the initial setup of the data source, make sure they are correct:

• MR & Tez Settings

– MR Folder AWS S3 Path

– Tez Folder AWS S3 Path

• Apache Spark Settings

– Spark Log Folder AWS S3 Path

– Spark Log File Name Prefix

– Number of Log files in directory

– Log4j Time Format

– Log4j Conversion Pattern
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• AWS S3 Settings

– AWS Access Key ID

– AWS Access Key Secret

– AWS Region - Region name should match as listed in AWS API Gateway Table. If the region

is not specified, it will assume the value of us-east-1.

– Exclude log files

Note: For Amazon S3, the log path format is /bucketname/path/to/logdirectory/ or /

bucketname/path/to/logfile.gzip.

EMR archives the query logs and stores them in S3. Alation assumes that the files are archived. For

ephemeral (transient) clusters, it is recommended to specify the master log path. Alation will traverse

the tree with the master log path as root and find the logs.

Example:

If the actual log paths are /path/to/log/file1 and /path/to/log/file2, you can specify the

master log path as: /path/.

6. Click Save to save the data you entered.

AWS S3 Connection Parameters

7. Click Verify Configuration to test your configuration.
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8.5.4 Diagnosing WebHDFS Setup

Before launching QLI, it is worth checking that everything was set up correctly.

To verify the configuration:

1. Connect to the Alation server and try to list the contents of the logs directory with a curl command.

2. In the Alation user interface, on the Query Log Ingestion page, confirm that the WebHDFS server URL uses

HTTPS. For example, https://WEBHDFS_HOSTNAME.

Plain Hive Instance with No Configuration

SSL for Hive connections is supported. If using SSL, in the tests below, substitute http for https.

For example, on a Mac:

curl -L "http://<server>:50070/webhdfs/v1/<directory>?user.name=<serviceaccount>&

op=LISTSTATUS"

Kerberized Hive

1. KINIT as the service account.

• Without Keytab:

kinit HIVE_SERVICE_PRINCIPAL

• With Keytab:

kinit -kt /path/to/keytab HIVE_SERVICE_PRINCIPAL

2. Run the slightly modified curl command:

curl -L --negotiate -u :"http://<web_hdfs_hostname>:50070/webhdfs/v1/

<directory>?user.name=<serviceaccount>&op=LISTSTATUS"

Additionally, you can try downloading one of the files. For example:

curl -L "http://<server>:50070/webhdfs/v1/<path_to_file>?user.name=

<serviceaccount>&op=OPEN"

8.6 Migrating Existing Hive Data Sources to Configuration-Based Hive

To migrate your existing Hive data sources to the new Hive framework, follow the steps in this section. Note that this

process will require that you reconfigure your Hive data source by providing Hive client configuration files.

To migrate your Hive data source,

1. Sign in to Alation and go to the Settings page of your Hive data source.

2. On the General Settings tab, find section Upgrade to Configuration-Based Deployment
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Note: This section will only appear after you have enabled the Configurations-Based Hive feature: Enabling

Configuration-Based Hive.

3. In this section, click Upgrade and in the confirmation dialog, confirm the action. The General Settings page

of this data source will open. This page will require that you provide additional configuration information to

complete the transition.

4. Find the Configuration Uploader section and click Upload Configurations. From the file manager window,

select the required configuration file and confirm. It will be uploaded to your Hive General Settings page:

5. If for any Hive sources you need to view the uploaded archive, you can download the tarball to your machine to

view. In the Configuration Uploader section, click Download to download the files from Alation.

6. If you need to upload a different configuration file, click the name of the lready uploaded file to bring up the file

manager window and select a new configurations tarball to upload.

7. Find the Hive Hadoop Versions section and select the Hive and Hadoop versions of your Hive data source then

click Save:

8. Click Test to test the connection.

9. If necessary, perform MDE, QLI, and data profiling. This may only be required if the database structure has

changed since the previous MDE. If not, all data jobs will run as scheduled.

You have migrated your Hive data source to the new framework.
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8.7 Hive with AWS Glue Metastore

There are a few specific steps in setting up a Hive data source with the metastore on AWS Glue.

Hive with AWS Glue Metastore uses Default Hive.

Note: AWS Glue Data Catalog can be configured with multiple Hive instances. Currently, filtering is not available in

the AWS Glue catalog for the different instances that are connected. It is recommended to configure one AWS Glue

account for a Hive instance.

8.7.1 Connectivity

Confirm that Alation can reach your server on the following port. The default port is 10000. There is no port for AWS

Glue.

8.7.2 Metadata Extraction

The extended metadata extracted includes the following: Owner information, Table Location, and Created Time.

If MDE fails with an exception “Error Serializing dbobjects: The security token included in the request has expired”,

check the values you provided for the Access Key ID and Access Key Secret both should be valid. This type of error is

caused by expired Access Key ID and Access Key Secret. Ensure that the user account needs to be active for existing

users.

If a user deletes the access key by mistake, generate a new access key:

1. Log in to the AWS Portal.

2. Click IAM then click Users.

3. Select your user and click Create Access Key. If the user is not present on the AWS portal, then, select the option

Add User and select Programmatic access which will generate the Access Key ID and the Access Key Secret.

8.7.3 Profiling/Sampling

The service account should have SELECT grants on the Hive tables to profile.

8.8 Hive 2 on EMR with QLI over Amazon S3

Hive EMR differs from other Hive configurations in that the query logs are typically captured on Amazon S3.
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8.8.1 Configuring EMR Hive in Alation

Follow the instructions for setting up a Hive connection in Alation for Metadata Extraction and Profiling/Sampling.

8.8.2 Query Log Ingestion Setup for EMR Hive

Choose AWS S3 as the connection type. This displays the field relevant to Amazon S3 connection setup. Access ID and

Secret Key are mandatory. If the Region is not specified, it will assume the value of us-east-1. Region name should be

as listed in AWS API Gateway Table.

For Amazon S3, the log path format is /bucketname/path/to/logdirectory/ or /bucketname/path/to/logfile.gzip.

EMR archives the query logs and stores them on Amazon S3. Alation assumes that the files are archived. For ephemeral

(transient) clusters, it is recommended to specify the master log path. Alation will traverse the tree with master log path

as root and find the logs.

Example:

If the actual log paths are:

/path/to/log/file1

/path/to/log/file2

User can specify the master log path as: /path/

8.9 Hive Tez Query Log Ingestion Setup

By default, Tez Query Log Ingestion (QLI) is disabled when Alation is installed. This article provides the steps for

enabling Tez QLI.

The Tez execution engine generates its logs specified by the YARN timeline server properties (yarn.timeline-service.entity-

group-fs-store.done-dir). Usually, this log can be found at /ats/done.
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8.9.1 Enabling Tez Query Log Ingestion

To enable Tez Query Log Ingestion on Alation:

1. From the Alation server, run:

sudo/etc/init.d/alation shell

alation_conf alation.hive_qli.use_standard_qli -s True

Wait for a minute for the settings to reflect.

2. Go to the Hive data source Settings > Query Log Ingestion > Tez Folder HDFS Path.

3. Set the path to /ats/done (or whatever path you have set in your YARN timeline server properties)

4. Click Import. This should start fetching the log files present in the HDFS path (/ats/done)

The import may take a few minutes, depending on the number of query logs present in the HDFS directory.

8.9.2 Verification

After the import is done, the query logs can be found in the Hive data source page > Schema > Queries tab > History.

8.10 Spark Support for Hive

Alation supports Hive on Spark.

Apache Spark is an open source parallel processing framework for running large-scale analytical applications across

clustered computers. Apache Spark can process data from various data repositories, including the Hadoop Distributed

File System (HDFS), NoSQL databases, and relational data stores, including Apache Hive.

Spark can be configured through Cloudera Distributed Hadoop (CDH) or Hortonworks Data Platform (HDP).

8.10.1 Configuring Hive on Spark on CDH

To configure Hive on Spark, you must be a configurator. Follow the recommendations below to configure Hive to run on

Spark on CDH.

• Configure the Hive client to use the Spark execution engine. For more information, see Managing Hive in CDH

documentation.

• Hive must identify the Spark service to be used. Cloudera Manager sets it automatically to the configured

MapReduce or YARN service and the configured Spark service. For more information, see Running Hive on

Spark in CDH documentation.
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8.10.2 Configuring Hive on Spark on HDP

Spark can be configured with HDP for a kerberized cluster or a non-kerberized cluster.

To configure Spark with HDP for a kerberized cluster, use the following links:

• Installing Spark

• Verifying Spark for Hive Configuration Access

• Installing Thrift Server after Deploying Spark

• Validate Spark Installation

• Configuring Spark for Kerberos Enabled Server.

To configure Spark on HDP for a non-kerberized cluster, use the following links:

• Configuring Spark with Hive

• Configuring Spark 2 with Hive
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CHAPTER

ONE

ADD BI SOURCES

You can add BI Servers to your Alation catalog as sources. As of the latest release, Alation supports:

• Tableau Server

• MicroStrategy Intelligence Server

• SQL Server Reporting Services (SSRS)

Adding a BI server to your catalog follows a common scenario for all supported BI servers, with a number of specific

parameters to be provided on the Settings page of the source.

Note that before cataloging connection to BI servers, you may need to enable the corresponding feature flags. Feature

flags are covered in sections dedicated to each supported BI server and summarized in How To Set BI Tool Feature

Flags.

Note: If a feature flag exists for a BI server and is set to False, then this BI server will not be available as an option in

Alation.

Flags must be enabled for:

• SSRS

There are also a number of feature flags that turn on specific features for certain BI connectors. They are covered in

respective sections.

Before you add a connection to a BI server to your catalog, please address a number of prerequisites in order to move

through the configuration in Alation faster:

• Enable the dedicated feature flags.

• Collect the connection information. In most cases, you need:

– server URL, port number, and other connection information, which may vary depending on the specific BI

server;

– service account with the required permissions. Service Account permissions are specific to each BI server

type.
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1.1 How To Set BI Tool Feature Flags

Alation allows enablement of additional connectors using feature flags to enable use before features are made broadly

available by default. These flags can be enabled from the Alation shell and in some cases from the Labs/Feature

Configuration tab on the Admin Settings page.

To enable feature flags from the Alation shell, follow these steps:

1. SSH into your Alation instance and enter the Alation shell:

sudo /etc/init.d/alation shell

2. Run the command to set the feature flag value substituting the <flag name> and <value> with the required flag

name and value:

alation_conf <flag name> -s <value>

For example,

alation_conf alation.feature_flags.enable_mstr_for_gbm_v2 -s True

4. Restart Alation:

alation_supervisor restart all

1.1.1 BI Tool Feature Flags

Flag Description

alation.feature_flags.enable_generic_bi A generic BI sources support parameter that is required

for all BI connectors. As the default is True, it is not

required to change its value if you intend to add BI

servers as sources to Alation.

alation.feature_flags.enable_multiple_-

biserver_registration

Enables registering the same BI server multiple times.

This can place additional stress on the BI server. This

flag does not apply to GBM V2. When enabled, Ala-

tion allows you to add multiple BI sources for one

server on Default (legacy) framework.

alation.feature_flags.enable_ssrs_bi Enables support for SQL Server Reporting Service.

Requires that the generic BI flag alation.feature_-

flags.enable_generic_bi is also True (default).

alation.feature_flags.enable_gbm_v2 Together with alation.feature_flags.enable_-

bi_catalog_browser_redesign, enables the GBM

V2 framework. Has to be set in versions before 2020.3.

True by default from version 2020.3.

alation.feature_flags.enable_bi_catalog_-

browser_redesign

Together with alation.feature_flags.enable_-

gbm_v2 enables GBM V2.

alation.feature_flags.enable_lineage_v2 Highly recommended by Alation. Enables Lineage

V2, dataflow objects, and column level lineage via API.

See Enabling Lineage V2
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1.1.2 BI Tool Flags in Labs/Feature Configuration

Flag Description

Enable Tableau Data Source

certification

Surfaces Endorsements on Tableau Data Source pages in Alation as Certification

in Tableau Server 10.4.

Enable Tableau Workbook cer-

tification

Surfaces Alation Endorsements on Tableau Workbook pages as Alation-Certified

projects in Tableau Server.

1.2 Add a BI Server as a Source

This section provides a general instruction for all BI server types. Adding sources to Alation requires the Server Admin

role.

To add a BI server as a source:

1. Sign in to Alation as a Server Admin, and go to the Sources page:

• Releases prior to 2020.3: click Sources on the main toolbar

• 2020.3 and later: click Apps on the top right and then Sources.

2. On the upper right, click Add+, and in the list that opens, click BI Server. The Register a Business Intelligence

Server screen will open.

Note: Starting from 2020.3, the Register a BI Source screen only requires to select the type of the

BI server and to specify a Title and Description. Connection parameters are specified on the Settings

page.

3. From the BI server type list, select the server you are adding. Note that if a BI source type has dedicated feature

flags, it will only be present in this list if you have enabled these flags.
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4. Provide the connection parameters:

• Server URL

• Server port (optional): if the port is not provided, Alation uses the default port. The default port for secure

server connections is 443. For insecure connections, Alation uses port 80 by default.

• Username and password for the service account

• Authentication type

– Password authentication: This option is selected by default. Leave it selected. Alation only connects

to BI servers using the service account credentials.

– SAML (single sign-on) authentication: disregard this option and do not select it. It is not applicable

to any of the BI sources.

• Title: a title for this data source in the Alation Catalog.

• Description (optional)

5. Click Add. The BI Server Settings page will open.
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The parameters on the BI source Settings page are grouped into several sections and depend on the BI server type you

are adding. The groups of parameters are:

• Server Connection: the values of parameters in this section will be in most cases passed here from the previous

step. You can change the values and click Save to save the changes:

– URI

– Port

– Username

– Password

• Test Connection click Test in this section to validate that connection can be established.

• Extraction Settings use this section to specify parameters for metadata extraction. For specific parameters, see

the dedicated section for each BI server type. For general information, see Extract BI Server Metadata.

Note: You can use the hints in UI for information on parameters and actions. The hints are behind the Info icon: hover

over the Info icon next to a field to view the tooltip, as shown in this example.
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1.3 Extract BI Server Metadata

Extraction of the BI server metadata in Alation can use any of the two extraction options: full or selective extraction.

1.3.1 Full Extraction

Alation will extract full metadata in batches, each including as many reports as specified in the Number of Reports to

Extract parameter. Each consecutive extraction job reads a batch of reports until full metadata is extracted.

1.3.2 Selective Extraction

First available in Version 4.20

If you only need to catalog specific BI server objects, such as select but not all projects, choose the selective extrac-

tion option. After enabling it, you can select specific BI objects to extract.

To perform selective extraction,

1. Toggle on the Selective Extraction switch under Extraction Settings. This will reveal more controls for this

option:

Selective Extraction OFF:

Selective Extraction ON :

2. Click Get List of Projects. This action fetches the list of all projects on the BI server you can extract into the

catalog. This action is logged in the Job Status table at the bottom of the page.

3. Refresh the page to see the fetched projects. The page refresh enables the Plus icon on the right that allows for

selecting specific projects.

4. After the projects are fetched, specify the method for extraction: by including or excluding projects. To do so,

from the Extract list select either option:

• All Projects except Alation will extract all projects except for the projects specified by name.

• Only these Projects: Alation will only extract the projects specified by name.
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5. From the fetched Projects list, select only the specific projects you want to be extracted or excluded (depending

on the Extract option you have set): click the Add+ icon on the right to open the list of fetched projects, select

projects from this list. They will appear in the Projects table.

Note: For a Tableau source on GBM V2, the Add button for Selective Extraction will be inactive when the

permission mirroring is enabled (the checkbox Disable permission enforcement is clear) and the current

user does not have permission to access any projects on the Tableau server. Refer to Add Tableau Sources

on Generic BI Framework.

Selecting Projects for Extraction

6. Select the checkbox Automatically extract new Projects if you want the newly added projects on the BI server

to be automatically extracted. Note that new projects will be extracted only if you have selected the Extract all

Projects except option.

1.3.3 Schedule Extraction

You can either perform extraction manually or schedule it to run automatically at regular intervals. To schedule extraction,

1. Toggle on the Enable Automated Extraction switch under the Automated and Manual Extraction section.

The scheduling parameters will be revealed:
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2. Specify the time interval for auto-extraction under Automated Extraction Time. The metadata will be extracted

automatically based on this schedule.

1.3.4 Run Extraction

After you have provided the extraction parameters, you can perform the initial extraction for your BI server. To recap,

you could have configured:

• Full or selective extraction

• Selective extraction by including or excluding specific Projects

• Automated or manual extraction

You can perform extraction manually on demand even if you have turned on automatic extraction. To perform extraction,

click Run Extraction Now at the bottom of the Settings page.

You can monitor the status and progress of the extraction in the Job History table at the bottom of the page.

1.4 MicroStrategy

MicroStrategy as a BI source option is available in Alation by default. In releases prior to version 2020.3, no additional

configuration is required to add MicroStrategy sources to the Catalog.

In version 2020.3 and newer versions, before adding a MicroStrategy BI source, enable the Generic BI Model V2 (GBM

V2) for MicroStrategy sources by setting the alation_conf parameter alation.feature_flags.enable_mstr_-

for_gbm_v2 to True.

Feature Flag Should be

alation.feature_flags.enable_mstr_for_gbm_v2 True

(Default: False)

See How To Set BI Tool Feature Flags for details on how to set the feature flags.

Note: MicroStrategy BI source is avaialble only for MicroStrategy Cloud and MicroStrategy on-premisse is not

supported.
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1.4.1 Generic BI Model V2 for MicroStrategy Sources

Applies from release 2020.3

The Generic BI Model V2 (GBM V2) is an improved framework for cataloging BI Server sources that is intended to

provide more features and a better catalog user experience. From version 2020.3, new MicroStrategy server sources

should be added to Alation using GBM V2.

Note: Note that after upgrading to version 2020.3 from previous releases, all MicroStrategy sources

previously added on the Default BI framework remain fully functional. You can choose to migrate them to

GBM V2. See Migrate a MicroStrategy Source Data to GBM V2 Framework below.

MicroStrategy sources on Default framework and on GBM V2 can be differentiated with their URLs:

• https://<your_alation_URL>/bi/gbm/server/1/ - the Default GBM framework

• https://<your_alation_URL>/bi/v2/server/2/ - the GBM V2 framework

1.4.2 Extraction From a MicroStrategy Source

From version 2021.1.3, Alation uses MicroStrategy REST APIs available in the MicroStrategy Library in addition to

MicroStrategy WebSDK and URL API to extract metadata from the Intelligence Server. As the result of extraction, the

following MicroStrategy objects will be catalogued:

• Projects

• Published Cubes as Datasources

Note: Alation does not extract:

– Unpublished Cubes and data objects built on unpublished Cubes

– Datasource connection information

• Attributes

• Facts

• Metrics

• Prompted and unprompted Reports

Note: Alation user interface does not differentiate prompted and unprompted reports.

• Dossiers

• Documents

• Report Attributes and Metrics

• Preview images for Reports

• User permissions information to enable Permission Mirroring
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Permission Mirroring

By default, Alation mirrors the object access permissions from MicroStrategy. This means that Alation users will only

have access to those MicroStrategy objects in the Catalog that they are permitted to access on the Intelligence Server.

Permission Mirroring can be disabled on the Settings page of the MicroStrategy source.

If Permission Mirroring is enabled, Alation will extract and store user permission information for each extracted metadata

object. When an Alation user with a matching username accesses Catalog pages with MicroStrategy metadata, they will

only see the objects they have permissions for on the Intelligence Server side. If the username of an Alation user does

not match any username extracted from MicroStrategy, then this user will not be able to view extracted MicroStrategy

objects in the Alation Catalog.

1.4.3 Preliminaries

The following information about your MicroStrategy server is required for the Alation Catalog:

Configuration information

• Hostname or IP address of the MicroStrategy Intelligence Server

• Port number (optional). Default is 34952.

• Service Account with the following permissions:

– READ on Projects, Project Folders, Reports, and Dashboards that need to be extracted

– EXECUTE on Reports and Dashboards

– READ access to read user permissions (for Permissions Mirroring)
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– From 2021.2: READ access to Governing Limits on the Intelligence Server:

∗ DssXmlServerProjectMaxJobPerUserAccount

∗ DssXmlServerProjectMaxJobPerUserConnection

∗ DssXmlServerProjectMaxJobPerProject

Governing Limits are applied to limit the number of resources on the Intelligence Server that

Alation will occupy during extraction

• MicroStrategy version

• Alation 2021.1.3 and newer releases: MicroStrategy Library must be enabled.

– Library URL example: http://10.13.44.54:8080/MicroStrategyLibrary (do not use the trailing

slash / at the end)

Note: To check that the MicroStrategy Library can be reached on your Intelligence Server, use the

following URL: <YOUR_MSTR_SERVER_IP>:<PORT>/MicroStrategyLibrary/api-docs

Authentication

Microstrategy BI source supports only basic authentication.

Firewall Configuration

1. Open outbound TCP port to Intelligence Server, usually port 34952.

2. Alation should be able to forward resolve (from hostname to IP) and reverse lookup (from IP to hostname) for the

Intelligence Server. In other words, the following two commands should work inside the Alation Shell.

• nslookup [INTELLIGENCE_SERVER_HOSTNAME]

• nslookup [INTELLIGENCE_SERVER_IP_ADDRESS]

If any of the above commands fail, add an entry in the /etc/hosts on the Alation Server (on the host, NOT on the

Alation shell) as follows:

• INTELLIGENCE_SERVER_IP_ADDRESS INTELLIGENCE_SERVER_HOSTNAME

Note: Connectivity error information can be found in Taskserver logs at /opt/alation/site/logs/taskserver.log

(path inside the Alation shell).

1.4.4 Add a MicroStrategy BI Source on GBM V2

Applies from release 2020.3
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Enable GBM V2 for MicroStrategy

Set the alation_conf parameter alation.feature_flags.enable_mstr_for_gbm_v2 to True:

1. SSH to the Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Set the flag:

alation_conf alation.feature_flags.enable_mstr_for_gbm_v2

4. Restart Alation:

alation_supervisor restart all

Add a MicroStrategy Source on GBM V2

To a add a new MicroStrategy source,

1. Log in to Alation as an Admin who has permissions to add and configure Sources.

2. In the Apps menu on the main toolbar, click Sources to open the Sources age.

3. On the upper right, click Add and in the Add menu, click BI Server. The Register a Business Intelligence

Server page will open.

4. Select MicroStrategy as the BI Server type.

5. Specify a Title and, optionally, a Description and click Add. The Settings page of the MicroStrategy source will

open.

6. Under Server Connection, specify the required parameters.

• Host or IP: hostname or IP of the Intelligence Server.

• Port: default is 34952

• MicroStrategy version

7. Click Save.

8. Under Additional Settings, specify the parameters for extraction. Click Save.

Parameter Description

Host or IP Hostname or IP of the Intelligence Server.

Port Default port is 34952.

Username Username of the service account to be used to connect

to the server.

Password Password for the service account to be used to connect

to the server.

MicroStrategy version Version of your MicroStrategy server. This should be a

version supported by Alation.

continues on next page
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Table 1 – continued from previous page

Parameter Description

Web server URI As a value, specify the base URI of the MicroStrategy

web server. This URI points to the external .NET or Java

web server. The endpoint can be:

• /MicroStrategy/servlet/mstrWeb - for a Java

server

• /MicroStrategy/asp/Main.aspx - for a .NET

server

Examples:

• http://10.13.29.171:8080/

MicroStrategy/servlet/mstrWeb

• http://10.13.22.232/MicroStrategy/

asp/Main.aspx

MicroStrategy Library URI The MicroStrategy Library URI. In the empty field, place-

holder <hostname_or_ip> stands for the MicroStrategy

iServer DNS Resolvable host address. This value is re-

quired for making RestAPI calls to the iServer.

Number of reports to extract per job Specify the number of reports to create batches for ex-

traction. Each extraction job reads the number of reports

set by this parameter. Alation maintains a list of report

identifiers. After an extraction job succeeds, the pointer

is moved within the list, so that the next job can fetch

the next batch of reports. Batches are processed until all

objects have been extracted.

Disable Permission Enforcement Permission enforcement is enabled by default in the

GBM V2 framework. Select this checkbox to disable

it.

Extract Previews Select this check box to extract the previews in high reso-

lution. Note that selection of this option can be demand-

ing on your BI server resources.

Number of processors for preview extraction Preview extraction can utilize a significant amount of

CPU and memory resources. It is recommended to set

this value to 50% of the total number of processors avail-

able to the JVM.

Preview image quality in DPI A value of 96 DPI is usually sufficient. Lower DPI re-

duces image quality, and higher DPI may result in longer

Extraction time.

Custom name for ‘Public Objects’ Name of the folder containing all the public objects. If

a custom name is used on your MicroStrategy server,

specify it here. Leave this field empty to use the default

name Public Objects.

Custom name for ‘Reports’ folder Name of the folder containing all the reports. If a custom

name is used on your MicroStrategy server, specify it

here. Leave this field empty to use the default name

Reports.

Per report timeout in seconds Sets the timeout value for the metadata extraction job.

The value limits the time that the extraction job will spend

during the extraction of a single report.

continues on next page
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Table 1 – continued from previous page

Parameter Description

Custom web server Specify the web server URL in order to link reports,

projects, and dashboards extracted to Alation to the

source object pages on the MicroStrategy web server

If this field is left blank, then users will be redirected

to the source pages using the MicroStrategy Server URI

provided on its Settings page > Server Connection. If a

value is provided in the Custom web server field, then

users are redirected to the Custom web server address.

Do not use a trailing slash ‘/’ at the end of the Custom

webserver URL.

Intelligence server If a value is specified in this field, a parameter called

“server” will be appended to the Custom web server URL

along with the given value. This parameter is always

used together with the Custom web server field value. If

a value for the Custom web server field is not specified,

then this value will be ignored. Changes made to this

field will take effect only during the next extraction.

9. From 2021.3: Under Application Settings, select the Disable Automatic Lineage Generation checkbox to skip

the creation of automatic Lineage after extraction. Click Save. When automatic Lineage generation is disabled,

during extraction Alation does not calculate Lineage data for this BI source.

For more information, see Disable Automatic Lineage Generation FAQ.

10. Under Test Connection, click Test to verify that connection to the MicroStrategy server can be established.

11. If required, configure Selective Extraction. See Selective Extraction From MicroStrategy.

12. If required, enable Automated Extraction under Automated and Manual Extraction: Schedule Extraction.

13. Click Run Extraction Now to perform extraction.

Upto 2021.2:
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From 2021.3:

Examples for the Custom Web Server Field

Note: Add the http:// or https:// prefix at the beginning of the URL.

Do NOT use a trailing slash ‘/’ at the end of the Custom webserver URL. This will result in an erroneous

link.

Changes made to the Custom web server field take effect after the next extraction.

Let’s assume that the value entered for the Custom web server is http://10.13.22.232:8080.

Then, if the Web server type is Java, MicroStrategy BI Source URL gets redirected to

http://10.13.22.232:8080/MicroStrategy/servlet/mstrWeb?

2956 Chapter 1. Add BI Sources



Alation User Guide

A MicroStrategy Project URL gets redirected in the following way: http://10.13.29.171:8080/MicroStrategy/servlet/mstrWeb??evt=3010&Pr

A MicroStrategy Report URL gets redirected in the following way: http://10.13.29.171:8080/MicroStrategy/servlet/mstrWeb?evt=4001&sr

1.4.5 Migrate a MicroStrategy Source Data to GBM V2 Framework

Applies from version 2020.3

After the update to 2020.3, the existing MicroStrategy sources can be migrated to GBM V2. During the migration, all

the objects under this source are converted to the GBM V2 object model. Alation object IDs of the BI server object and

its child objects are preserved, and no duplicate objects are created.

To migrate your existing MicroStrategy source to GBM V2,

1. Enable GBM V2 for MicroStrategy on your Alation instance: from the Alation shell, use the alation_conf

command to set the parameter alation.feature_flags.enable_mstr_for_gbm_v2 to True:

sudo /etc/init.d/alation shell

alation_conf alation.feature_flags.enable_mstr_for_gbm_v2 -s True

alation_supervisor restart all

2. To migrate the source, still in the Alation shell, change user to alation:

sudo su alation

3. Run the one-off migration script, substituting the placeholder values with real values:

• <MSTR_source_id> - the ID of the MicroStrategy source that is being migrated to GBM V2:

python opt/alation/django/rosemeta/one_off_scripts/copy_mstr_gbmv1_logical_

data_to_gbmv2.pyc -s <MSTR_source_id> --confirm

Example:

python opt/alation/django/rosemeta/one_off_scripts/copy_mstr_gbmv1_logical_

data_to_gbmv2.pyc -s 1 --confirm

The migration moves the MicroStrategy BI source to the GBM V2 object model. All catalog data (field values, trust

flags, stars, mentions) are preserved on the source as was.

Note: After the migration has been completed, the URL of the migrated source will change from <your_alation_-

URL>/bi/gbm/server/<id> to <your_alation_URL>/bi/v2/server/<id>.

The source on GBM V2 will use BI object templates associated with GBM V2.

1.4.6 Add MicroStrategy on Default Framework

Applies to versions before 2020.3

In releases before 2020.3, MicroStrategy sources are added on the Default framework.

1. Follow the instructions in Add a BI Server as a Source until you are on the BI server Settings page.

2. In the MicroStrategy version field, type the version of your MicroStrategy server. This field is available from

version V R6 (5.10.x).

3. Under Server Connection, click Save.
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4. Under Test Connection, click Test to validate connectivity to the source.

5. Under Extraction Settings, specify the parameters for extraction.

Parameter Description

URI URI for the MicroStrategy Intelligence Server. Note that

from version 2020.3, the HTTP(S) protocol prefix should

not be added to this URI.

Port Default port is 34952.

Username Username of the Service Account to be used to connect

to the server.

Password Password for the Service Account to be used to connect

to the server.

MicroStrategy version Available from version V R6 (5.10.x)

Version of your MicroStrategy server. Default framework

supports versions 10.4 and 11.1.

Number of Reports to Extract Specify the number of reports to create batches for ex-

traction. Each extraction job reads the number of reports

set by this parameter. Alation maintains a list of report

identifiers. After an extraction job succeeds, the pointer

is moved within the list, so that the next job can fetch

the next batch of reports. Batches are processed until all

objects have been extracted.

Extract Previews Select this check box to extract the previews in high reso-

lution. Note that selection of this option can be demand-

ing on your BI server resources.

Enable Permission Mirroring Permission mirroring is disabled by default in the De-

fault framework. Select this checkbox to enable it. When

selected, a user is permitted to only view those projects

and reports for which they have permissions on the Intel-

ligence Server. An admin user can see all projects and

reports.

Custom name for ‘Public Objects’ Name of the folder containing all the public objects. If

a custom name is used on your MicroStrategy server,

specify it here. Leave this field empty to use the default

name Public Objects.

Custom name for ‘Reports’ folder Name of the folder containing all the reports. If a custom

name is used on your MicroStrategy server, specify it

here. Leave this field empty to use the default name

Reports.

Alation data source IDs If the same databases from which the MicroStrategy

server reads the data are cataloged in Alation, find their

Alation data source IDs, include them and separate them

by commas. This is necessary to retrieve lineage between

database tables and MicroStrategy reports.

Per-report timeout in seconds Available from version 5.8.x

Sets the timeout value for the metadata extraction job.

The value limits the time that the extraction job will spend

during the extraction of a single report.

continues on next page
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Table 2 – continued from previous page

Parameter Description

Custom web server Available from version 5.8.x

Configure the URLs that link reports, projects, and dash-

boards extracted to Alation to the source object pages on

the MicroStrategy server. The Custom web server can be

configured to support the HTTPS protocol. If this field

is left blank, then users will be redirected to the source

pages using the MicroStrategy Server URI provided on its

Settings page > Server Connection. If a value is provided

in the Custom web server field, then users are redirected

to the Custom web server address.

• Add the http:// or https:// prefix to the URL;

• Do not use a trailing slash ‘/’ at the end of the

Custom web server URL. This will result in an

erroneous link;

• Changes made to the Custom web server will take

effect after the next extraction.

Intelligence server Available from version 5.8.x

If a value is specified in this field, a parameter named

“server” will be appended to the Custom web server URL

along with the given value. This parameter is always

used together with the Custom web server field value. If

a value for the Custom web server field is not specified,

then this value will be ignored. Changes made to this

field will take effect only during the next extraction.

Webserver type

• Active Server Pages

• Java Server Pages

Available from version 5.8.x

The available options are Active Server Pages and Java

Server Pages. Select Active Server Pages when the web

server is hosted on the Windows operating system. Exam-

ple: Microsoft IIS. Select Java Server Pages when the

Webserver is hosted on a Java server. Example: Tomcat.
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6. If required, turn on Selective Extraction. For details, see Selective Extraction From MicroStrategy.

7. If required, enable Automated Extraction under Automated and Manual Extraction: Schedule Extraction.

8. Click Run Extraction Now to perform extraction.

1.4.7 Selective Extraction From MicroStrategy

In case you only need to catalog specific BI server objects (for example, specific Projects), toggle on the Selective

Extraction option. After enabling it, select specific BI Projects to extract.

To configure selective extraction,

1. Toggle on the Selective Extraction switch under Extraction Settings. This will reveal more controls for this

option.

Selective Extraction ON - Default framework

Selective Extraction ON - GBM V2

2. Click Get List of Projects. This action fetches the list of all projects from the BI server that you can extract into

the catalog. This action is logged in the Job Status table at the bottom of the page.

Note: Extraction uses the Service Account credentials specified in the Server Connection section of

the Settings page. Alation can only fetch the list of Projects this Service Account has been granted

access to on the Intelligence Server side.

3. Refresh the page to see the list of Projects that were fetched from the BI server. The page refresh will enable the

Add icon on the right that allows for selecting specific projects.
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Note: The Add button for Selective Extraction will remain inactive if:

• Permission Mirroring is enabled and the logged in Alation admin does not have their credentials

mirrored in MicroStrategy

• The logged in admin performing the extraction does not have access to any Projects fetched from

MicroStrategy.

In order to get the list of Projects, or perform a successful MDE, you can:

• Create a user in MicroStrategy with credentials matching Alation admin’s credentials.

• Disable Permission Mirroring by selecting the checkbox Disable Permission Enforcement under

Additional Settings, save the configuration and refresh the page. Re-enable Permission Mirroring

after extraction.

If the Add button still remains inactive, check the Service Account permissions on the Intelligence

server side.

4. Make sure the extraction filter is set to the desired value:

• All Projects except: Alation will extract all projects except projects specified by name.

• Only these Projects: Alation will only extract the projects specified by name.

5. Click the Add icon on the right and from the list of fetched Projects, select Projects to extract or to exclude from

extraction, depending on the extraction filter value you have set. The Projects you have selected will appear under

Projects.

7. From version 2021.2 Select the checkbox Remove Projects that are not captured by the list above if you wish

to hide from the Catalog the previously extracted Projects that are not selected for the current extraction.

8. Click Run Extraction Now to extract metadata.

1.5 SQL Server Reporting Service (SSRS)

1.5.1 SSRS Feature Flags

To enable the support for SSRS in Alation, make sure these flags are set to True. For details on settings feature flags,

see How To Set BI Tool Feature Flags.

Feature Flag Should be

alation.feature_flags.enable_generic_bi True (default)

alation.feature_flags.enable_ssrs_bi True
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1.5.2 Required Information

You will need the following information:

• Hostname or IP address of the SSRS server

• URI in the HTTP(S) format

• Port number: the default port number is 80.

Note: From version 2020.3, the Port field is not present in Settings. If using a port other than 80,

append it to the URI using the following format: http://<IP:port>. For example: http://10.16.

61.213:8080.

• An Account with privileges to READ the reports

Firewall Configuration

Open an outbound TCP port on SSRS server. The default port number is 80.

1.5.3 Configuring an SSRS Source in Alation

1. Follow the instructions for Add a BI Server as a Source until you are on the BI server Settings Page.

2. Under Server Connection, specify the connection settings:

• URI: URI to access the SSRS server.

• Username: username of the SSRS Windows user

• Password: username of the SSRS Windows user

• Extract SSRS version: Field that stores the version of SSRS in use.

• Report Server virtual directory: available from V R7 (5.12.10). Configures the virtual directory value

for the Report Server web service. Because an IP address and port can be shared by multiple applications,

the virtual directory name specifies which application receives the request. Can be found out at Report

Server Configuration Manager > Web Service URL > Virtual Directory in the SSRS Configuration

Manager. This field is pre-populated with the value ReportServer. Provide your value if it is different for

your server:

Note: For SSRS with Sharpoint, Report Server Virtual Directory must be set to ReportServer. This is

applicable from Alation version 2020.4.
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• Enable SharePoint Mode: select this checkbox if the Report Server is installed in the SharePoint mode.

3. Click Save to save the connection parameters.

4. Click Test Connection to validate connectivity to the BI server.

5. Under Extraction Settings, specify the extraction parameters:

• Number of reports to extract: Numeric value to specify the number of reports to extract.

• Extract Previews: If this checkbox is selected, preview images will be extracted for reports and dashboards.

• Report Manager virtual directory: available from V R7 (5.12.10). Configures the browsable URL for the

Report Manager (SSRS 2012) / Web Portal (SSRS 2014 and later versions). Can be found at Report Server

Configuration Manager > Report Manager/ Web portal URL > Virtual Directory. The default value is

Reports. Provide your value if it is different for your server:

6. Enable Selective Extraction if required: Selective Extraction.

7. Enable Automated Extraction if required: Schedule Extraction.

8. To manually run extraction on demand, click Run Extraction Now. The extraction job status and details are

reflected in the Job Status table at the bottom of the page. Depending on the mode of the SSRS server:
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• SharePoint Mode disabled (default): Alation extracts all the selected projects from the SSRS

server.

• SharePoint Mode enabled: Alation extracts all the selected sites which contain at least one report.

During extraction, the first-level hierarchy is not supported. For example, if there are multiple

sites, extracted metadata will not have the site information and only the folder information will be

extracted.

Note: This metadata extraction information is applicable from Alation version 2020.4.
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1.6 Custom BI Tools

Contact Alation to inquire about BI Tools not listed in this guide.

1.7 Disable Automatic Lineage Generation FAQ

1.7.1 Will the previously generated automatic lineage be removed if automatic lin-
eage generation is disabled?

No. The previously generated will not be removed if automatic lineage generation is disabled.

1.7.2 Will the lineage data be available for the BI source to which lineage was loaded
via the API, if i rerun the extraction and disable automatic lineage?

Yes. The lineage data will be available.

1.7.3 Will the API-lineage data be available for the BI source to which lineage was
loaded via the API, if i rerun the extraction and enable automatic lineage?

No. The API-lineage will be overridden by the extracted lineage data.
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CHAPTER

TWO

ADD TABLEAU SERVER AS A BI SOURCE

Before version V R5 (5.9.x), Tableau sources were added to Alation using the Tableau Legacy framework.

Release V R5 (5.9.x) introduced the Generic BI Model V2 (GBM V2), which is an improved framework for cataloging

BI Server sources that is intended to provide more features and a better catalog user experience. From version 5.9.x,

new Tableau server sources can be added to Alation using the GBM V2 if it is enabled on the Alation instance.

Important: From version 2020.3, GBM V2 is enabled by default, and the Tableau Legacy framework cannot be used to

create new Tableau sources. New Tableau sources can be added using the GBM V2 or the custom connector framework.

When Alation extracts metadata from a BI Server source, it maps the BI Server objects onto Alation objects in order to

create their representation in the catalog. The Generic BI Model V2 is an internal object-to-object mapping model at

the foundation of BI Server metadata extraction and lineage. This new model is “generic” in the sense that it is shared

by all BI Server sources in Alation and is not Tableau-specific, which is a difference from the Legacy Tableau model

from previous releases. The transition to a uniform model for all sources of BI Server type allows Alation to support

more features for all of them and to internally maintain a more robust codebase for BI source cataloging.

With the Generic BI Model V2, Tableau sources get a remake of the catalog pages, a more straightforward configuration

flow, a number of additional parameters in Settings, and permission-managed custom fields. Custom field permissions

functionality is not available in the Legacy Tableau framework.

Note that with the introduction of this functionality, all existing Tableau sources on instances that are upgraded to 5.9.x

or later remain fully functional as Alation continues to support the Legacy Tableau framework for existing sources.

You can enable the Generic BI Model by setting the dedicated feature flags with the alation_conf command. When

enabled, it affects new Tableau sources that you add to the catalog. The existing Tableau sources that were added on the

Legacy framework can be migrated to the Generic BI Model.

2.1 Prerequisites for Adding a Tableau Source to Alation

To add a Tableau source on any framework - Legacy or GBM V2, you will need to prepare information about your

Tableau server.
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2.1.1 Required Server Information

• Tableau server URI

• Port number

• Service Account with Site Admin privileges; an AD account preferred

• Hostname or IP address of your Tableau PostgreSQL server

• To access the Tableau PostgreSQL database workgroup: password for the user account readonly

SSL

SSL connection is supported for the Tableau server and the Tableau internal PostgreSQL database.

Starting with release 2020.3, connection over SSL requires that the corresponding SSL certificates of the Tableau

server and/or the Tableau internal PostgreSQL database must be uploaded to Alation. They can be uploaded via the

Alation UI on the Settings page of the Tableau server source.

Please work with your Tableau Server Administrator to obtain the SSL certificate files. Relevant Tableau documentation:

• Tableau PostgreSQL SSL certificate

• SSL for Tableau server

On the Settings page, configure connection over SSL using the following guidelines:

• The server connection URI must include the HTTPS prefix, for example: https://tableau2020.

alationcatalog.com.

• To connect over SSL to the Tableau internal PostgreSQL database, include the parameter ssl=true into the

PostgreSQL URI, for example: postgresql://tableau2020.alationcatalog.com:8060/workgroup?

ssl=true

Note: On the Settings page, you have the ability to test connectivity to the source after providing the connection details.

During the connection test, the driver validates both the hostnames and the uploaded SSL certificates.

Firewall Configuration

• Open the outbound TCP port to Tableau API server, usually port 80 or 443.

• Open the outbound TCP port to Tableau server PostgreSQL database: port 8060.

• Verify that Tableau PostgreSQL is listening on all interfaces.

• Enable external access for the user readonly to Tableau PostgreSQL:

– Verify that external access to Tableau PostgreSQL is enabled by running the following command

as any user from Alation server.

psql -h <tableau hostname or ip> -p 8060 -U readonly -d

workgroup

– Enable the access if this has not been done yet on your Tableau server
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2.1.2 Metadata Extraction

• Alation needs a service account with at least site-level Administration privileges (Site Administrator). Local,

Active Directory accounts are supported. SAML authentication-based service accounts are not supported.

• Alation needs access to the Tableau PostgreSQL database with the user account readonly

Below is a screenshot showing how to elevate a Tableau user account:

2.2 Add Tableau Sources on GBM V2

To add a Tableau source:

1. Sign in to Alation as a Server Admin, and on the main toolbar, click Sources. The Sources page will open.

2. On the upper right, click Add+, and in the list that opens, click BI Server. Register a BI Server wizard will open.

3. In the list of BI servers, select Tableau, then provide a Title and, optionally, a Description for your Tableau

source:
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4. Click Add. The Tableau source Settings page will open.

5. Under Server Connection, provide the connection parameters:

• URI - URI of the Tableau server host

• Username - Username of the Tableau server service account

• Password - Password of the Tableau server service account

6. In this section, click Save.

7. Under PostgreSQL Connection, specify the parameters to access tables in Tableau PostgreSQL database. If you

are using the default Tableau values, leave the defaults and provide the Host and Password:

• JDBC URI - JDBC URI of the Tableau PostgreSQL host To connect over SSL, add ?ssl=true Exam-

ple: postgresql://tableau2020.alationcatalog.com:8060/workgroup?ssl=true From version

2020.3, the SSL certificate must be uploaded under Additional Settings.

• Database Name

• Port - port for connection

• Username - Username to access tables in the PostgreSQL database

• Password - Password of the PostgreSQL user

8. In this section, click Save.

9. Under Additional Settings, provide general parameters for metadata extraction. To extract metadata, Alation first

fetches the list of projects to be extracted and then forms “portions”, or batches, of Tableau objects to be extracted.

Batching helps to balance the query load on the Tableau server. Several parameters in this section serve to define

the optimal batch size for Tableau objects.

Reducing the values of the batch parameters increases the number of extraction queries Alation sends to Tableau

but decreases the size of the data fetched as the result of each query.

Parameter Description

Disable permission enforcement Select this checkbox to disregard user permissions on Tableau server and

to NOT perform permission extraction. By default this checkbox is clear,

and Alation will extract and mirror Tableau permissions.

Disable Hard Sync Select this checkbox for the next metadata extraction job to keep in the

catalog the data objects previously extracted but are deleted from Tableau

Server since that time.

continues on next page
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Table 1 – continued from previous page

Parameter Description

Disable preview extraction Select this checkbox NOT to extract previews. By default this checkbox

is clear, and Alation will extract previews, such as thumbnails, PNG

images, and CSV files.

Disable high resolution preview ex-

traction

Select this checkbox to disable extraction of PDFs for reports and dash-

boards.

Auto-extract Alation-certified

projects

Select this checkbox to automatically add Alation-certified projects to

the list of projects to extract.

User domain name Domain name of the Tableau users that Alation should extract for permis-

sions mirroring. This is the value of the name attribute of the domains ta-

ble in Tableau PostgreSQL database.

From 2021.4, Alation supports multiple domain names. When specifying

multiple domains in this field, separate them with commas.

Workbook extraction batch size This parameter sets the batch size for workbook extraction. Note that

although this parameter is defined for workbooks, the batch is formed

based on the number of projects. In this parameter, you are setting the

number of projects for which Alation will extract ALL workbooks in one

extraction batch. For example, if you set this parameter to 5, it would

mean that workbooks will be extracted in several batches, each batch

being “all workbooks from first five projects”, then “all workbooks from

the second five projects”, etc.

Published datasource extraction

batch size

Published datasource extraction is batched by the number of data sources

that Alation processes in a single batch.

Folder extraction batch size This parameter sets the batch size for projects. It defines the number of

projects Alation will process in a single batch.

Disable Certification By default, Tableau certification is on. Select this checkbox if you do not

want to use the certification feature.

Certified project suffix Define the “suffix” for the project certified by Alation. If a workbook is

certified in Alation, it will be moved to a new project with the name

as <project_name - certified project suffix>, for example, <Popula-

tion Growth Analysis - Alation Certified>.

Enable view data extraction Select this checkbox if you want Alation to extract a sample of the distinct

values of all report columns. This setting may slow down the extraction

because it adds one additional API call per view.

Server ssl certificate Available from version 2020.3 If connecting over SSL, upload the SSL

certificate for the connection with the Tableau server.

Postgres ssl certificate Available from version 2020.3 If connecting over SSL, upload the SSL

certificate for Tableau PostgreSQL.

10. In this section, click Save.

11. From 2021.3: Under Application Settings, select the Disable Automatic Lineage Generation checkbox to skip

the creation of automatic Lineage after extraction. Click Save. When automatic Lineage generation is disabled,

during extraction Alation does not calculate Lineage data for this BI source.

For more information, see Disable Automatic Lineage Generation FAQ.

12. Under Test Connection, click Test to validate that connection to the Tableau server can be established.

Note: When connection to the Tableau internal PostgreSQL database is established over SSL (the

ssl=true parameter is passed in the URI), then Test Connection will validate both the hostname and

the SSL certificate.

2.2. Add Tableau Sources on GBM V2 2973



Alation User Guide

13. Under Extraction Settings, enable selective extraction if you want to only extract select projects. If this setting is

disabled, Alation will perform full extraction, and all projects will be extracted.

Note: The Add button for the Selective Extraction will be disabled if the permission mirroring is

enabled (the checkbox Disable permission enforcement is clear) and the current user does not have

permission to access any projects on the Tableau server.

14. If required, enable automatic extraction and specify the schedule.

15. Click Run Extraction Now to start extraction. You can monitor the process in the status table at the bottom of

the page. Any errors and exceptions will be logged in the Details column.

Upto 2021.2:
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From 2021.3:
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2.3 Tableau Troubleshooting Tips

2.3.1 Migrating to Tableau 10.5

Moving to version 10.5 can cause the following error in older versions of Alation: column u_table.admin_level

does not exist

To fix the issue follow these steps:

1. Connect to the Alation shell:

sudo service alation shell

2. Enter the Django shell:

alation_django_shell

3. Run the following commands. The ID can be obtained in the Alation UI from the URL of the source:

ts = TableauServer.objects.get(id=<id_of_server>)

ts.permission_model=2

ts.save()

2.3.2 Using an AD Account

There is a known issue where if an AD is used for the Tableau Server account, and that account needs to be entered with

the AD Realm information (for example: XX\acct_name), then you may see extraction fail.

The workaround for this is to change the following alation_conf value:

alation_conf tableau.extraction.pg_filter_sites_by_server_account -s False
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CHAPTER

THREE

WORKING WITH BI SOURCES

Available from version V R5 (5.9.x)

With the Generic BI model (GBM) enabled for Tableau, the Tableau sources you add to Alation will use this model for

metadata extraction and data representation in the catalog.

For more information on the Generic model, see Add Tableau Server as a BI Source.

When Alation extracts metadata from a BI server, the BI server objects are mapped onto a BI model in Alation so that

they can be represented in the catalog in a structured way. For Tableau, Alation will extract information about:

• Sites

• Projects

• Workbooks (and their embedded (unpublished) datasources)

• Views (Sheets and Dashboards)

• Published Datasources

• Datasource connections

• Dimensions

• Measures

These Tableau objects will be represented as catalog pages nested under the parent Tableau server Source. Tableau

objects use five types of catalog object templates:

• BI Server the template for the top container of all BI objects: BI Server catalog page

• BI Folder the template for Site, Project, and Workbook pages: they all use one common template.

• BI Report the template for Views. Both Report and Dashboard objects use one common template.

• BI Report Column the template for Dimensions and Measures

• BI Datasource the template for Datasources

• BI Datasource Column the template for Datasource columns

For more on templates in Alation, see Applying Custom Fields to Templates.

Catalog Structure for Tableau Source
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You can view and curate the catalog page of each object type by adding Custom Fields and values. You can also assign

permissions for users to view or change the Custom Fields.

For details on Custom Field permissions, see Creating Custom Fields for Catalog Pages.

If you want that only a limited group of users of your Alation instance are able to certify Tableau objects, you need to

assign permissions on Object Flags . For details, see Setting Permissions for Tableau Objects Flags.

3.1 Overview of Catalog Pages for Tableau Sources on the Generic BI

Model

3.1.1 Tableau Server Page

When you add a Tableau source to Alation, the top catalog page that nests all the other pages for this source will be the

Tableau BI Server page.

Note: You can find the type of object the current catalog page is for in the Properties field on the right.

The Tableau Server page has built-in and custom fields currently associated with the BI Server template in your Alation

instance. It has two tabs: Overview and Datasources.
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Overview

The Overview page includes any custom and built-in fields associated with the object template and the list of its child

objects. Thus, in the Folders field, you will find the Tableau sites extracted for this server with the latest metadata

extraction. To view the catalog page for each specific site, click the site Name.

Tableau Server Page: Overview

Data Sources

The data sources - both published and unpublished - are displayed on the Datasources tab. The workbooks that use

them appear in the Parent column. To drill down to the catalog page of each specific data source, click its Name.

Tableau Server Page: Datasources
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3.1.2 Tableau Site Page

The site page lists the projects extracted from the current site. The page displays built-in and custom fields currently

associated with the BI Folder template. The Tableau projects extracted for this site are listed in the Folders table. To

view data for each specific project, click its Name.

The page has four tabs, but only the Overview tab will display data for the site. The other tabs - Reports, Sources, and

Fields are not used for the site objects.

Sample Tableau Site Page

3.1.3 Tableau Project Page

Each project page lists the child projects and workbooks extracted for the current project. The page displays built-in and

custom fields currently associated with the BI Folder template. The projects and workbooks extracted for this parent

project can be found in the Folders field under the Overview tab. To view data for each specific project or workbook,

click its Name.

The Sources tab displays the published data sources used by workbooks in this project.

Tabs Reports and Fields are not used for the projects and will be empty.
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Sample Tableau Project Page

Tableau Workbook Page

The page will display built-in and custom fields currently associated with the BI Folder template.

Each workbook page lists the Views extracted for this workbook. The views can be found on the Reports tab of the

page. The Folders field on the Overview tab is not used and will be empty for this type of Tableau object.

If a workbook is using unpublished data sources, they will be listed on the Sources tab.

The published data sources will not appear on this tab, even if the views may be using them. The workbook Sources tab

only lists the embedded (unpublished) data sources. You can find the published data sources on the catalog pages of the

Sheets (Dashboards and Reports) included in this workbook.

The data fields used by all the views in this workbook will be listed on the Fields tab.

Sample Tableau Workbook Page
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To open the dedicated catalog page of a specific view, data source, or field, click its Name.

3.1.4 Tableau View Page

Each view (Report or Dashboard) page is based on the BI Report template and includes:

• a preview (if preview extraction is enabled) on the Overview tab

• the fields (measures and dimensions) used in this view on the Fields tab

• both published and unpublished datasources that are used in this view on the Sources tab

• table-level data lineage on the Lineage tab.

To drill down into a field or datasource, click its Name.

Sample View Page

View Field Page
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Each extracted view field has a catalog page based on the BI Report Column template. The Properties field on the

right will indicate if this field is a measure or a dimension and what data type it holds. The formula used to calculate the

field can be found under Expression.

Sample View Field Page

3.1.5 Data Source Page

Clicking on a Tableau data source name on any of the catalog pages where you find it, will bring you to the dedicated

page for this data source. The data source is the source of data that is used to create Tableau views. Its page is based on

the BI Datasource template and includes tabs:

• Overview displays the built-in and custom fields currently associated with the template

• Fields lists the datasource columns and their properties

• Connections shows the connection information for the datasource and points to the source of the data, outside the

Tableau server. For example, it will show if the datasource is an extract or a live database connection and what

database connection is comes from. The type of connection is indicated under Connection Type in Properties on

the right of the page.

• Lineage for this datasource, shows where the data in the data source comes from.
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Sample Tableau Data Source Page

Datasource Column Page

Clicking on the name of a datasource field will bring you to its dedicated page that is based on the BI Datasource

Column template. The Expression field will show how the data in this field was calculated.

Sample Datasource Column Page
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3.1.6 Related Topics

Set Permissions for Tableau Objects Flags

3.2 Tableau Permission Mirroring

Permission Mirroring enables you to regulate view access to objects in a Tableau source based on the same access

rights that users have on the Tableau server.

With Permission Mirroring enabled for your Tableau source, Alation will only display those Tableau objects to a user

which this user can see in Tableau.

Permission mirroring:

• Applies to sites, projects, workbooks, sheets, and datasources

• Applies to all Alation users, including users with the Server Admin role

Example:

Tableau Site A has two projects, Public and Private. Project Public can be viewed by all users of Site A, but project

Private is restricted to one user group and is only visible to this group. User John Smith belongs to this group. User

Jane Brown does not. In Alation, a server admin extracts both projects: Site A/Public and Site A/Private. When user

John Smith logs in to Alation and opens the page of the Tableau source, he will be able to see and access the catalog

pages of both projects, Site A/Public and Site A/Private, under this Tableau source. When user Jane Brown logs in to

Alation, she will only see the project Site A/Public but will not see Site A/Private because she does not have Tableau

permissions to view it.

In release V R5 (5.9.x) and later, permission mirroring is enabled by default. The parameter Disable Permission

Enforcement on the Tableau source settings page can be set to disable it. When permission mirroring is disabled,

Alation does not enforce permission checks for extracted Tableau objects, and Alation users can see all extracted

metadata:

Note: Release V R5 (5.9.x) and later releases have two frameworks for Tableau sources: Legacy and Generic. For

details, see Add Tableau Server as a BI Source. Both Legacy and Generic frameworks support permission mirroring

for Tableau server version 2018.1. Sources for Tableau server versions 2018.3, 2019.1, 2019.2 must be added on the

Generic framework if you intend to use permission mirroring. Alation recommends enabling the Generic framework for

your Tableau sources because it offers more features and a more robust functionality.
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3.2.1 Matching Tableau and Alation Users

To enforce Tableau permissions, Alation has to “understand” which Alation user is which user in Tableau. That is why,

during extraction Alation also calculates the Tableau - Alation user matches.

User matching is based on username if the username of an Alation user matches a username on the Tableau server, we

consider them to be the same. For permission mirroring to work, the expectation is that the Tableau and Alation users have

the same username in both these systems. As an example, look at a user named John Smith. Assume that on the Tableau

server, this person has a username jsmith@company.com, but in Alation, he is added as john.smith@company.com.

When calculating user matches, Alation will NOT be able to match these two usernames and associate them with one

user because they do not formally match. John Smith will not be able to see any Tableau objects as Alation does not have

his Tableau permissions record. However, if this user is added as jsmith@company.com to both Tableau and Alation,

Alation will be able to establish the match and permission mirroring will work: John Smith will see those Tableau

objects in Alation which he has permissions to view on the Tableau server.

Note: Alation - Tableau user matching is case-insensitive. This means that usernames john.smith@company.com and

John.Smith@company.com will be matched as the same user.

Enabling permission mirroring makes the most sense when Alation and Tableau are using the same authentication

mechanism, for example LDAP authentication with the same LDAP directory. If not, those users in Alation who require

access to a Tableau source, must be created with the same usernames as in Tableau.

3.2.2 Extracting Tableau Objects With Permission Mirroring Enabled

When enabled, permission mirroring will apply when:

• you are fetching project information for your Alation source from the Tableau server;

• you are running metadata extraction from Tableau;

• after extraction, when you access the Tableau source and its child objects in the catalog.

Note: You must be a Server Admin in Alation to access the settings of a BI source and to run extraction. Alation

recommends that the Server Admin who configures a Tableau source in Alation has Tableau permissions to all Tableau

objects that need to be cataloged in Alation. This will ensure that the admin will be able to see and extract all the Tableau

objects that your users should be able to find the catalog.

Fetching Project Information

Fetching project information from the Tableau server is a preliminary step for selective extraction. Selective extraction

allows you to get a list of available projects from Tableau then select specific projects for extraction into the catalog.

With permission mirroring enabled, Alation will fetch all sites and projects from the server, but the currently logged-in

Server Admin will only see the sites/projects they have access to on the Tableau server. This means that if you are a

Tableau server admin with full permissions, you will see all the sites/projects when you do Get List of Projects for your

Tableau source. If you are a user with limited permissions, you will only see those sites/projects in the fetched list that

you have permission to see in Tableau. also note that fetching projects does not equal extraction: it is a prerequisite

operation that allows an Alation admin to retrieve a list of projects from which they will later select the projects for

extraction. The fetched listing of sites/projects on the Tableau source settings page does not reflect the list of workbooks

extracted into the catalog that users see on the respective catalog pages.

Fetched sites/projects list (Legacy framework):
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Fetched sites/projects list (Generic framework):

Running Extraction

By default, selective extraction is disabled and if you leave it disabled and run extraction, Alation will extract workbooks

from all sites/projects that the currently logged-in Alation admin has access to on the Tableau server. If this Alation

admin also is a Tableau server admin with full permissions, they will extract workbooks from all the sites/projects on

the Tableau server. If they are a user with limited permissions, they will only extract those workbooks that they have

permission to see in Tableau.

3.2.3 How Does Permission Mirroring Work?

During extraction from Tableau with permission mirroring enabled, Alation retrieves Tableau user information and

permissions for the extracted objects. Alation only gets information about users with the View access to Tableau objects.

View permission is enough for Alation as we only need to know if a user “can see” a specific Tableau object.

Access information is retrieved for sites, projects, data sources, workbooks, and sheets currently found on the Tableau

server. Because in Tableau access to objects is defined by multiple factors , Alation defines access taking into account

both the site role of a user and any object-level permission rules enforced through groups or directly applied to users.

We retrieve information on View permissions for users with all site roles except Unlicensed.

First, Alation matches Alation users onto Tableau users, and the matches are recorded in the Alation server database

alongside with the users’ object access information for each extracted object. After user matching calculation, Alation

“knows” which Alation user is also a Tableau user and which Tableau objects this user can view.
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When a user logs in to Alation and opens the catalog page of a Tableau source, Alation retrieves their Tableau permission

information and only displays the objects they can view in Tableau. If an Alation user does not have a matching user

record in Tableau, they will not see any objects at all as Alation does not have a Tableau permission record for them.

For example, a user who has the Site Administrator role for a site in Tableau will have View access to all child objects

on this site. In Alation, under the Tableau source, this user will be able to see all the extracted objects for this site (on

the condition that all objects are extracted).

On the other hand, if a user has the Viewer role for a site in Tableau and is only allowed to see a few specific reports

through Tableau access rules, this user will only see these permitted reports in Alation, but nothing beyond those allowed

objects. The objects that this user cannot access in Tableau will not appear for this user on the catalog page of the

Tableau source in Alation.

Note: Users with the site role Unlicensed will not be able to see any extracted objects under a Tableau source in

Alation.

3.3 Set Permissions for Tableau Objects Flags

Available from V R5 (5.9.x)

When the Generic model for Tableau server is enabled, you can set rules on which groups of users can flag Tableau

Server objects by applying permissions to flags (Endorse - Warn - Deprecate) on BI server object pages. You need the

role of a Catalog or Server Admin to work with field permissions. By default, everyone can set and remove the Endorse

- Warn - Deprecate flags on Tableau object pages.

3.3.1 Object Flags for Tableau Objects

To set permission on object flags,

1. Sign in to Alation and on the upper right of the main toolbar, click the Settings icon to open Admin Settings.

2. In the Catalog Admin section, click Customize Catalog. The Customize Catalog page opens.

3. Click Custom Field Permissions and on this tab, find the BI object fields you want to restrict with permissions.

These fields are listed in the Built-in Fields table under the Custom Fields table.

4. For the desired flag field, click Add Rule and in the list of groups and people sets that open, select the required

groups and/or people sets.
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3.3.2 BI Objects Flags

BI Server Flags Permissions for this field apply to the Tableau Server page that uses the BI server template

BI Folder Flags Permissions for this field apply to the Tableau pages that use the BI Folder template:

Site/Project/Workbook

BI Report Flags Permissions for this field apply to Tableau objects that use the BI Report template: Views

(Dashboard and Report)

BI DataSource

Flags

Permissions for this field apply to Tableau objects that use the BI Datasource template: Data

Source

BI DataSource

Column Flags

Permissions for this field apply to Tableau objects that use the BI Datasource Column template:

Data Source Columns (Measures and Dimensions)

BI Report Col-

umn Flags

Permissions for this field apply to Tableau objects that use the BI Report Column template:

Columns of Views (Measures and Dimensions in Reports and Dashboards)

Note that these permissions cannot be individualized for a specific Tableau object. If you set permissions on a flag for a

specific object type, these permissions apply to all objects of this type. For example, if you have two Tableau sources in

your catalog, and then apply permissions to the BI Server Flags field, this restriction equally applies to both sources,

and only the groups or/and people sets you select in the rule can change the flags on both these sources.

After you have added the rules to the fields, only the users who belong to the selected groups and/or people sets see and

can change the flags on the Tableau object pages. Users who are not included in the selected groups or sets do not see

the object flags next to the object title.

Adding Permissions to Object Flags:

This functionality is only available for Tableau if you have enabled the Tableau generic model feature. If you are using

the legacy Tableau model, any user can set or remove the Endorse - Warn - Deprecate flags on Tableau objects as field

permissions do not apply to Tableau on the legacy framework.

3.4 GBM V2 APIs Overview

Applies from release V R7 (5.12.x)

This content has moved. See VS BI Quick Start on Alation’s Developer Portal.

3.4. GBM V2 APIs Overview 2991

https://developer.alation.com/dev/docs/virtual-bi-gbmv2-quick-start


Alation User Guide

3.5 Types of BI Tools

Alation integrates with BI tools in two distinct ways:

• first, Alation pushes your query results out to BI tools

• secondly, Alation ingests completed reports.

For your query results, Alation integrates directly with Plot.ly and Tableau. You can download your results directly to

either of these tools:

• Export Query Results to Plot.ly

• Export Query Results to Tableau

If you build a report in MicroStrategy, Tableau, or your homegrown tool, Alation can ingest your reports nightly, enabling

users to:

• Find them using Alation Search

• View the metadata

• Visualize the source data lineage.

3.6 Report Catalog Page

1. When you open a Report Catalog page, you will automatically open the Overview tab.

2. If your viz comes from Tableau, click the Server button to open the viz on the Tableau Server.

3. Basic information and metadata about your report.

4. A static image of your report.
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1. Click the Sheets tab to learn about the Worksheets that make up your Dashboard. This tab will be empty if there

is a Worksheet on the Overview tab.

2. The name of each Worksheet in your Dashboard. Click the name of the Worksheet to open its Catalog page in

Alation.

3. The Details field lists each Worksheet’s source table(s).

4. Stats provides the number of users that have viewed your report on Tableau Server and the number of total times

it is viewed.

1. Click the Fields tab to learn about the column-level information that makes up your report.
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2. The Table field lists the name of the source table where your data comes from. Click the name of the table to

open its Catalog page in Alation.

3. The Data Field lists the source column name from the table.

4. Type indicates what kind of raw data is in the column.

5. Expression/Values provides sample data from the column.

3.7 Finding Source Data Lineage

Click the Lineage tab to see source data lineage for your report. Red lines indicate that a table was deprecated and that

your report may need to be updated.
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3.8 Importing Report Metadata

When Alation ingests your reports, we bring in report metadata, along with the visual.

To learn about all the types of metadata on a Report page, see Report Catalog Page.
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CHAPTER

ONE

ADD FILE SYSTEMS

The File System Sources section describes how to add a file system data source, including installation and configuration

steps for the following supported file systems:

• Azure Blob Storage

• Azure Data Lake

• HDFS

• Amazon S3

1.1 Add a File System

To add a file system,

1. Log in as a Server Admin. Click Sources on the main toolbar then click the Add icon and select File System.

2. This brings up the Add a File System wizard. Select the appropriate File System Type.

3. Enter the Title.

4. Click Add File System.
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5. The Settings page of the selected File System will open. Enter the file system-specific values for the connection,

authentication, extraction settings, and Privacy settings. File System Privacy settings are available from version V

R7 (5.12.3).

Versions up to V R7 (5.12.3):

Versions starting from V R7 (5.12.3):
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1.2 Access to File Systems

Applies from release V R7 (5.12.3)

Access to file system sources in the Catalog is controlled by the Privacy settings of each specific source. Similar to data

sources, file systems can be Private or Public.

File system privacy is an Alation Catalog setting and does not mirror any permissions from the file system itself.
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1.2.1 Private File Systems

Private file systems can only be accessed by users who are explicitly assigned as Viewers or File System Admins to this

specific source. Only these allowed users can discover private file systems using Search or see them on the Sources

page.

Viewers can view the Catalog pages of file system objects and the extracted metadata.

File System Admins can access and update the settings of a source.

Note: The Viewer access is not the same as the Viewer user role. The Viewer access to a source only

gives permission to access this specific source and does not regulate access to parts of the Catalog or its

functionality.

1.2.2 Public File Systems

Public file systems can be viewed by all Alation users. They can be discovered using Search or opened from the Sources

page. The notion of a Viewer does not exist for a public file system as such sources are visible to all users by definition.

The only type of access available for a public file system is File System Admin. A File System Admin can work with the

settings of a file system source.

1.2.3 Configuring File System Privacy

An Alation admin who adds a file system source to Alation can set Privacy to Public or Private and give access to other

users and groups assigning them as File System Admins or Viewers.

Only users assigned as File System Admins to a file system source can access its settings.

Users with the Server Admin role can give the File System Admin access to themselves.

From V R7 (5.12.x), if the Viewer role enforcement is enabled on your Alation instance, access to a file system settings

will require the roles of the Server Admin or Source Admin. If it is disabled, a user with any role can be assigned as a

File System Admin and access the settings page.

To set or change the privacy of a file system source:

1. Click the Settings icon on the file system source page to open its settings:

2. The settings page will open on the Access tab. Under File System Privacy, select either Public File System or

Private File System:
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3. To assign File System Admins and Viewers, under People, click +Add and in the Quick Search that opens, find

and select the user or group to whom you want to give access:

4. The user or group you selected in the Quick Search will be added to the Viewers & File System Admins table

under People. If your file system source is Private, further specify the access level by selecting Viewer or File

System Admin. If it is Public, the access level is only File System Admin:
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1.2.4 File System Access and Viewer Role Enforcement

From version V R7 (5.12.3), if the Viewer role is enabled on your instance, this will impact how users access the file

system settings.

Viewer Role Enforced

Only admin users (Source, Server, and Catalog Admins) can function as File System Admins and access the settings of a

file system source.

Note: The Quick Search does not filter users based on their role and users with non-admin roles are listed in the Quick

Search results too. However, Viewers, Composers, and Stewards will not have access to settings even if they are assigned

as File System Admins.

Viewer Role Not Enforced

Users with any role can be assigned as File System Admins and access the settings page.

1.2.5 File System Settings Page

Access

See Configuring File System Privacy.
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General Settings

File System Connection

In this section, provide the connection parameters for the file system source.

Extraction Settings

Specify the path prefixes for metadata extraction.

Extraction Scheduler

Enable automatic extraction and set a schedule.

Delete File System

Click Delete to delete the source from the Alation Catalog.
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Metadata Extraction

Run Extraction Now

Click Run Extraction Now to manually perform a single extraction. Note that the paths for extraction are specified on

the General Settings tab.

Extraction History

Job History table allows you to monitor the status of extraction and view the job details. Click the Status or the View

Details link to open an information box for a specific extraction job.

1.3 Azure Blob Storage

Available from Alation V R3 (5.6.0+)

Starting with version 5.6.0, Alation supports Azure Blob Storage as a file system.

Azure Blob storage is Microsoft’s object storage solution for the cloud. Blob storage is optimized for storing massive

amounts of unstructured data such as text or binary data. Blob storage exposes three resources: the storage account, the

containers in the account, and the blobs in a container.

Note: Alation currently uses Shared Key Authorization.

1.3.1 Configuration in Azure

Creating an Azure Blob Source

1. Use the Microsoft Azure portal to create an Azure Blob resource.

2. Log in to the Azure portal.

3. Click +Create a resource.
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4. In the search field of the main toolbar, enter Storage account - blob, file, table, queue. Click Storage account-blob,

file, table, queue. The storage account page is displayed. Click Create.

5. Create storage account screen appears.
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6. Under the Basics tab, enter information for the Project Details and Instance Details section.

7. Select Pay-As-You-Go under Subscription.

8. For an existing Resource group, select the appropriate group from the drop-down list.

9. If there is no Resource group, create a new group.

Note: Do not click Create new under Resource group on Create storage account screen to create a new resource group.

This is an incorrect way to create a new resource group.

Creating a resource group

To create a resource group on the Azure portal, follow the steps as listed:

1. On the Azure portal, click Resource groups under Favorites on the left pane:

2. Click +Add.

3. Enter a unique name for the Resource group. A checkmark appears adjacent to the name of the resource group.

4. Select Pay-As-You-Go as the mode of subscription.

5. Select the appropriate Resource group location from the drop-down list. Example: West US

6. Click Create.
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Creating a storage account

To create a storage account on the Azure portal, follow the steps as listed:

1. On the Azure portal, under Favorites on the left panel, click Storage Accounts:

2. Click +Add.

3. Create Storage account screen appears.

4. Under the Basics tab, enter information for the Project Details and Instance Details section.

5. Select Pay-As-You-Go under Subscription.

6. Choose the appropriate Resource group from the drop-down list. If there is no resource group, create a new

resource group. For more information, see Creating a resource group section.

7. Enter a unique title for the Storage account name.

8. Select the appropriate Location from the drop-down list. Example: East US 2

9. Choose Standard for Performance.

10. Select Storage V2 (general purpose V2) option from the drop-down list for Account kind.

11. Select the appropriate Replication option from the list:

• Locally-redundant storage (LRS)

• Zone-redundant storage (ZRS)

• Geo-redundant storage (GRS)

• Read-access geo-redundant storage (RA-GRS).

12. The default Deployment Model is Resource manager.

13. Choose Hot as the option for Access tier (default).

14. Click Next:Advanced >
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15. Choose Disabled as option for Secure transfer (required).

16. Choose All Networks option for Allow access from (VIRTUAL NETWORKS).

17. Click Review+create.

The details of the storage account:
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Access key information

Click the storage account that you have created. Click Access keys under Settings. Information pertinent to the key and

account name is available.

Shared Access Signature

To get Shared Access Signature:

1. Click Shared Access Signature on the Storage account page and assign the required permission.

2. Ensure that the checkbox Allowed Service : Blob is selected under Allowed services.
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3. Click Generate SAS and connection string button. The SAS token field provides granular information on the

key.

Authentication with Blob

The authentication with Blob can be either through the Shared Key or Shared Access Signature. To authenticate the blob

using shared key authorization, the access key details and storage account name are required. To authenticate the blob

using Shared Access Signature, the access key and shared access signature are required.

1.3.2 Configuration In Alation

1. Add a new file system through the Sources > Add a File System page.

2. Choose the type Azure Blob Storage

3. Enter the Storage Account Name, Shared Key or Shared access signature. Shared key is the access key of the

storage account. Shared Access Signature is an account level shared access signature of the storage account.

Select the checkbox Use Shared Access Signature if you want to use shared access signature.

4. Under Extraction Settings, enter the path prefixes indicating where Alation should start extraction.

5. Click Run Extraction Now. Wait for a few seconds. The status at the bottom of the page displays the extraction

status. It may take some time for this message to be displayed.
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1.3.3 Troubleshooting

The job fails and shows an error message in the UI

If the extraction failed with an error, read the message and match it with the following categories.

Network Error

Confirm that the Alation server has access to the internet, so that it can reach Azure Blob.

FileSystem Extraction Error/Permission Exception

Confirm that you have entered the correct details for Shared Key. This may happen when you try to access a resource

that is not exposed to the public.

The job works but no files were synced

1. Confirm that the Azure Blob setup works correctly. Check for error messages in

/opt/alation/site/logs/taskserver.log.

2. Check the path prefix filters. If the authorization is a Shared Key, ensure that the resource you are trying to access

exists or the Shared Key is entered correctly.

3. If you connect as public (without Shared Key), ensure that the resource you are trying to access is exposed to

public.

a. If the resource you are trying to extract is present inside a container of access level : CONTAINER, then

the path prefix may be a partial path of the blob resource but should have the whole container name.

b. If the resource you are trying to extract is present inside a container of access level : BLOB, then the path

prefix should have the exact name of the blob resource.

c. If the resource you are trying to extract is present inside a container with access level : OFF, then you

cannot extract its resources with public connection.

4. For public connection, if you are entering multiple prefixes to extract, ensure that none of the prefixes is the

subset/superset of another prefix.

I changed the filters and my old files are gone

This is the expected behavior. Only files that match your filters will show up in the catalog. If you do not want to disturb

your existing data, add new filters and do not change the old ones. Your annotations to the old files will come back if

you change the filters and re-synchronize.
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1.4 Azure Data Lake Storage (ADLS)

Azure Data Lake Storage (ADLS) is a data lake technology developed by Microsoft. It is built to the Hadoop Distributed

File System (HDFS) standard and uses Azure Active Directory Authentication (AAD).

1.4.1 Creating an ADLS source

Step 1: Use the Azure portal to create an Azure Active Directory application and service principal
that can access resources:

1. Log in to the Azure portal.

2. Click the top left corner of the portal and click My permissions. Click here to view complete access details for

this subscription to verify the subscription is granted either the Owner role or User Administrator role.

3. Click Azure Active Directory on the left-hand navigation pane. Go to App registrations and select New

application registration. Choose a name for the new application, select Web app / API as the application type

and use http://alation.com for the sign-on URL.

4. Select the application that you have created from the App registrations. Copy the Application ID (also known as

client ID) and save it on the notepad.

5. Select Settings and click keys to generate an authentication key for this application. Choose a description and

expiry duration for the key and select Save. This populates the value of the key under the Value column. Ensure

that you copy this value and have it on a notepad, because you cannot see the value later.

6. Select Azure Active Directory on the left-hand navigation pane and select Properties. Copy the value of the

Directory ID (Tenant ID) on a notepad.

7. To assign a role to your application, select Resource groups on the left-hand navigation and select any resource

group (alation-dev). Select Access control (IAM) on the second left-hand navigation bar. Click Add and choose

a Role (Reader). Enter the name of the application and click Save.
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Step 2: Service-to-service authentication with Data Lake Store using Azure Active Directory:

1. Log in to the Azure portal.

2. Open the Azure Data Lake Store account from the dashboard. Click Data Explorer.

3. Select the top level directory on the left-hand navigation bar and select Access in the File Preview blade. Click

the Add icon to open the Add Custom Access blade.

4. Click Select User or Group and select the application you have created.

5. Click Select Permissions and select all of Read/Write/Execute and click OK.
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Step 3: Service-to-service authentication with Data lake Store using REST API:

1. Using the tenant ID, client ID and auth key from the note, issue a POST request as follows using the curl command:

curl -X POST https://login.microsoftonline.com/<TENANT-ID>/oauth2/token -F grant_

type=client_credentials -F resource=https://management.core.windows.net/ -F client_id=

<CLIENT-ID> -F client_secret=<AUTH-KEY>

2. The response from the request should be as follows:

{"token_type":"Bearer","expires_in":"3599","expires_on":"1458245447","not_before":

"1458241547","resource":"https://management.core.windows.net/","access_token":"<REDACTED>

"}

3. Copy the access_token on the notepad.

Step 4: Filesystem operations on Azure Data Lake Store using REST API:

1. Using the tenant ID, client ID, and auth key from the note, issue a POST request as follows using a curl command.

To list the folders in your data lake store, run the following curl command. Replace <REDACTED> with the

access token and <yourstorename> with the name of your Data Lake Store:

curl -i -X GET -H "Authorization: Bearer <REDACTED>" ‘https://<yourstorename>.

azuredatalakestore.net/webhdfs/v1/?op=LISTSTATUS’

2. If the command works successfully, use it to browse the ADLS from the command line to verify the structure of

the filesystem. The ADLS instance is now ready to be cataloged in Alation.

1.4.2 Configuration in Alation

1. Add a new file system through the Sources > Add a File System page.

2. Choose the type as HDFS.

3. Ensure that the checkbox Use SSL is selected. Under the File System Connection section on the settings page of

the File system, enter the Hostname and Port of the machine running ADLS.

4. Choose Active Directory Authentication under File System Authentication. Enter the Tenant ID, ClientID,

and Client Secret to access the filesystem.

5. Optionally, add a list of path prefixes to sync. If you choose none, everything will be synchronized. It is useful

to limit the synchronization to a small section of your system for the first time to test your configuration. This

ensures quick synchronization and confirms the functioning of the new file system.

6. Click Run Extraction Now. Wait for a few seconds. The status is updated at the bottom of the page and displays

that the extraction process is getting executed. It will take some time for this message to be displayed.
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1.4.3 Troubleshooting

The job fails and shows an error message in the UI

If the extraction failed with an error, read the message and match it with the following categories.

Authentication Error

Check your credentials, try re-entering them or logging in through a different system.

Network Error

Confirm the Alation server has access to the internet, so it can reach the ADLS.

The job works but no files were synced

1. Confirm that the ADLS setup works correctly. Check for error messages in /opt/alation/site/logs/taskserver.log.

2. Check your path prefix filters. Ensure that the authenticated user has read permissions for the files whose metadata

you like to extract.

I changed the filters and my old files are gone

This is the expected behavior. Only files that match your filters will show up in the catalog. If you do not want to disturb

your existing data, add new filters and do not change the old ones. Your annotations to the old files will come back if

you change the filters and re-synchronize.

1.5 HDFS

Alation can sync metadata about the files in your Hadoop Filesystem into the Alation catalog. Follow this guide to set

up automatic syncing. First, you will have to determine the user account that Alation can use to access the data in your

HDFS instance. Then, you will configure Alation to use that account and tell it what files to sync.

1.5.1 Configuration in HDFS

1. Ensure WebHDFS is enabled on one or more NameNode machines in your HDFS cluster.

2. Determine how your HDFS instance authenticates users. Kerberos is a typical authentication mechanism. At the

WebHDFS layer, three authentication mechanisms are supported:

a. When security is off, the authenticated user is the username specified in the user.name query parameter. If

the user.name parameter is not set, the server may either set the authenticated user to a default web user, if

there is any, or return an error response.

b. When security is on, authentication is performed by either Hadoop delegation token or Kerberos SPNEGO.

If a token is set in the delegation query parameter, the authenticated user is the user encoded in the token.

c. If the delegation parameter is not set, the user is authenticated by Kerberos SPNEGO.
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Alation supports options a. and c. as listed in step 2 of configuration in HDFS. Kerberos keytab and Hadoop delegation

are not supported.

Work with your HDFS admin or consult the Hadoop documentation for details:

• Enabling WebHDFS

• WebHDFS Kerberos SPNEGO

• HDFS Security Configuration

1.5.2 Configuration In Alation

Do this only after the Configuration in HDFS is done.

1. Ensure that etc/krb5.conf on the machine running Alation authenticates you to the Kerberos KDC. Verify by

running kinit <kerberos_user> on the command line, enter the password and check that there are no errors.

2. If you’d like to use SSL, ensure that your HDFS installation supports SSL and that the CA’s certificate is installed

on the Alation machine. Follow the steps in Installing Certificates for Secure Data Source Connections to install

one manually if required.

3. Add a new file system through the Sources > Add a File System page.

4. Choose the type as HDFS.

5. It will take you to the settings page for your new file system when you click Add File System.

• Enter the Hostname and Port of the machine running WebHDFS. Usually, the host name is an HDFS

NameNode machine name or IP and the Port is the default WebHDFS port.

– The default WebHDFS port depends on the Hadoop version and distribution. For Hadoop 2.x, the

default WebHDFS port is 50070. For Hadoop 3.x, in some of the distributions, the default WebHDFS

port may be 9870. For example, in the latest CDH distribution, the default WebHDFS port is 9870.

• Enter the HDFS Username that you’d like to use to access the filesystem. If Kerberos is supported, enter

the Kerberos password and click Save.

6. Optionally add a list of path prefixes to sync. If you choose none, everything will be synced. It may be useful to

limit the sync to a small section of your system the first time to test your configuration. This way the synchronization

will be quick. So, you can confirm it is working.

7. Click Run Extraction Now. Wait for a few seconds. You should see a status update at the bottom of the page

showing the extraction running. It may take some time.

1.5.3 Troubleshooting

The job fails and shows an error message in the UI

If the extraction failed with an error, read the message and try to match it to the below categories.
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Authentication Error

Check your credentials, try re-entering them or logging in through a different system.

Network Error

Confirm the Alation server has access to the internet, so it can reach the HDFS NameNode server.

The job works but no files were synced

1. Confirm that the Kerberos setup works correctly, using the kinit command above. Check for error messages

in /opt/alation/site/logs/taskserver.log. Sometimes the Alation machine and the HDFS machine might have

clocks that drift apart more than five minutes. This causes issues with Kerberos authentication. In this case, the

log should show an error message such as GSS initiate (Mechanism level: Clock skew too great

(37) - PROCESS_TGS). Run the date command on the Alation machine and the HDFS NameNode machine to

ensure the displayed times are in five minutes of each other. If not, set the time on any of the machines using the

sudo date -s command. Ask your HDFS admin if you need access to the NameNode machine.

Note: If you are using SSL, the Alation machine might not have the CA’s key to verify the HDFS machine’s SSL

certificate.

2. Check your path prefix filters. Ensure that the authenticated user has read permissions for the files whose metadata

you’d like to extract.

I changed the filters and my old files are gone

This is the expected behavior. Only files that match your filters will show up in the catalog. If you don’t want to disturb

your existing data you can add new filters and don’t change old ones. Your annotations to the old files will come back if

you change the filters back and re-sync.

1.6 Amazon S3

Alation can synchronize metadata about the files in your Amazon S3 buckets into the Alation catalog. Follow this guide

to set up automatic syncing. First, you will need to create an instance role or a user account for Alation to access the

data in Amazon S3 buckets. Then you will configure Alation and specify the files to sync.

1.6.1 Configuration in Amazon S3

Alation supports the authentication mechanisms as described in the following AWS article. You can use an IAM user or

an IAM instance role to authenticate. In the S3 file system settings, if you leave both the Username and Password

fields blank, Alation will attempt to use an IAM instance role to authenticate.

Note: From version 2021.3, you can use the Alation AuthService to authenticate with AWS IAM. See

Configure MDE with AWS IAM Authentication.
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If using an IAM instance role:

Create an IAM instance role for access to the AWS resources you wish to catalog in Alation. See add-role-to-instance-

profile.

If using an IAM user:

Create an IAM user with an Access ID and Secret Key for Alation. You can refer to the following Amazon S3

documentation:

• Creating an IAM user

• Granting Permissions

Permissions

Grant the IAM instance role or the IAM user the following permissions:

• ListAllMyBuckets

• ListBucket on all buckets you want to be synced into Alation

Why does Alation need ListAllMyBuckets permission?

ListAllMyBuckets is a permission that allows a user to see the list of buckets that exist. It does not mean that the user

can read inside the buckets. Alation needs this permission to iterate through the list of buckets and sync the data in each

bucket. Amazon S3 allows only two options, permission to list all the buckets in the account or no permission to list

buckets in the account. There is no way to allow listing some buckets and not others. If you don’t want Alation to sync

some buckets then you still need to give it ListAllMyBuckets but you can revoke the ListBucket permission for those

buckets you want to restrict. The sync job will try to get the data in those buckets but move on when it gets permission

denied.

1.6.2 Configuration in Alation

Only do this after the configuration in Amazon S3 is done.

1. Add a new file system through the Sources > Add a File System page.

2. Choose the type as S3.

3. Alation will take you to the Settings page for your new file system when you save.

4. If using an IAM instance role, leave the Access ID and Secret Key fields blank and click Save.

5. If using an IAM user for authentication, enter the AWS Access Key ID and the AWS Access Key Secret and click

Save.

6. From version 2021.3: if using the AuthService for authentication, see additionally: Amazon S3 File System Source.

7. Optionally, add a list of path prefixes to sync. If you do not specify any, then all will be synchronized. When this

list is populated, only files that match one of the prefixes will be extracted. Prefixes should start with a delimiter.

Add the bucket name as the first part of the path, for example: /directory/folder_to_be_extracted.

Note: It may be useful to limit the sync to a small section of your system the first time you sync in order to

test the configuration and confirm it is working.
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7. On the Metadata Extraction tab of the Settings, click Run Extraction. Wait for a few seconds. You should see

a status update at the bottom of the page showing the extraction running. It may take some time.

1.6.3 Troubleshooting

The job fails and shows an error message in the UI

If the extraction failed with an error, read the message and try to match it to a category described below.

Authentication Error

Check your credentials, try re-entering them or logging in through a different system.

Permissions Error

If it is a permission error, the grants may not are done correctly. Confirm the steps 1 and 2 under Configuration in

Amazon S3 are done. Sometimes, grants are different depending on which IP address the request is coming from.

Network Error

Confirm the Alation server has access to the internet so it can reach Amazon servers.
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The job works but no files were synced

1. Confirm that the IAM user has permission to ListBucket for some buckets. Alation will skip over buckets that it

doesn’t have permission to read without failing the syncing job so it’s possible that Alation can see the list of

bucket names but could not read inside any of them.

2. Check your path prefix filters. Remember the bucket name must be the first part of the prefix. So if you have

a bucket called logs and a file in that bucket called app.log if you only want to get that file you would add

/logs/app.log as the path prefix.

I changed the filters and my old files are gone

This is the expected behavior. Only files that match your filters will show up in the catalog. If you don’t want to disturb

your existing data you can add new filters and don’t change old ones. Your annotations to the old files will come back if

you change the filters back and re-sync.
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TWO

VIRTUAL FILE SYSTEMS

Virtual file systems allow you to comprehensively catalog your data stored on file systems, for example, HDFS and

Amazon S3.

Virtual file systems do not support metadata extraction and can be cataloged using the public File Systems API.

2.1 Set up and Populate Virtual File Systems

A virtual file system source does not have an active connection to the actual file system and does not support automated

extraction. To populate the Catalog pages for a virtual file system, use Alation File System API.

With this API you can add Catalog pages for directory and file objects. You can also upload logical metadata into your

file system, including titles and descriptions for all objects using Custom Field API.

Virtual file system sources support all standard functionality of Catalog pages, for example, custom fields, tags, and data

quality flags.

Sample Catalog page for a file system

Sample Catalog page for a directory
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Sample Catalog page for a file
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Part IX

Alation for Analysts
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CHAPTER

ONE

USER AUTHENTICATION FOR DATA SOURCES

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In Alation, user authentication for database operations, such as running queries or data upload, depends on the current

configuration and can happen in several ways. Operations that require an authenticated database connection are:

• Running queries in Compose

• Scheduling queries

• Running Excel Live reports

• Running query forms in the Catalog

• Running Dynamic Profiles for a Table of a Column object in the Catalog

• Uploading data to the database using the data uploader feature in the Catalog

User authentication methods can be:

• Basic (username/password), with credentials persistently stored on the Alation server

– In this case, database credentials that users enter in Compose or the Catalog are stored in the Alation

application database. After a user authenticates with a data source, they can use their saved connection

credentials for database operation they run later. This is the Persistent Credentials authentication mode.

• Basic (username/password), **with pass-through-credentials authentication (available from release 2020.4)

– In this case, database credentials that users enter in Compose or the Catalog are not stored on the Alation

server and have to be entered every time users establish a connection to the database. This is the Transient

Credentials authentication mode.

• OAuth

– OAuth is configured for an individual data source and is available for Snowflake (from version 2020.3) and

Azure Databricks (from version 2020.4) data sources. It can be set up for individual data sources by Data

Source Admins. For details, see:

∗ Snowflake OAuth For Compose

∗ Databricks Azure OAuth for Compose

Persistent or Transient credentials mode applies to all data sources in the Alation instance. Configuration requires the

role of the Server Admin and shell access to the Alation server: Disable or Enable User Credentials Storage
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1.1 Working with Data Source Connections

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from 2022.1

When using Compose, Dynamic Profiling, Excel Live Reports, query forms, and scheduled queries, you need to connect

to data sources to get your data. You may need to work with more than one connection URI when connecting to a data

source. For example, you may need to use different URIs for connecting with different databases, schemas, or roles. In

Alation, you can add, edit, copy, and delete connection URIs. You can switch between different connections at any time.

Important: Alation can’t create or manage user accounts of a data source. You must independently create your account

and credentials with the data source first. Then you can connect to it from Alation.

You may also have more than one set of user credentials (username and password) for a given connection URI. For

example, you may have one user credential with read-only permissions and another with edit permissions. Whether you

can work with multiple sets of credentials depends on how your administrator has configured Alation:

• Persistent credentials. Alation stores your credentials so you can reuse them. You can add, edit, and delete saved

user credentials and switch between them at any time.

• Transient credentials. Alation doesn’t store credentials at all. You can only work with one set of user credentials

at a time. You have to re-enter credentials when they expire (default one hour) and anytime the page refreshes.

See Transient User Credentials for more information.

• Single sign-on (SSO). Alation doesn’t store your credentials. You authenticate through a third-party identity

provider instead of through Alation. You can only work with one set of user credentials at a time.

Note: Administrators or others wanting more details about these authentication options can see User Authentication

for Data Sources.

1.1.1 Connection Settings Dialog

You can work with data source connections using the Connection Settings dialog. To authenticate with a data source in

Compose or in a query form, you must select both a connection (URI) and a user (with associated credentials) in the

Connection Settings dialog. This combination of connection and user is considered the active connection. Once you’ve

connected, you don’t have to connect again until your credentials expire.

In 2022.1 and newer, the Connection Settings dialog is available for:

• Compose

• Excel Live reports

• Query forms

In 2022.2 and newer, the Connection Settings dialog is also available for:

• Dynamic Profiling

• Scheduled queries

3030 Chapter 1. User Authentication For Data Sources

../../analyst/UserAuthenticationForDataSources/TransientUserCredentials.html


Alation User Guide

Compose

In Compose, you can access the Connection Settings dialog from the toolbar:

Excel Live Reports

The Connection Settings dialog appears automatically when you download an Excel Live Report:

Query Forms

In query forms, you can find the Connection Settings dialog below the Description (and Filter Results, if present):
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Viewing the Active Connection

At any point you can view the details of the active connection by hovering over the information icon next to the

Connection Settings button.

Below you’ll find instructions for working with connections and user credentials in the Connection Settings dialog.

1.1.2 Connections

Each data source has a default connection URI that’s initially defined when the data source is first added to Alation.

This default connection can only be modified by a Data Source Admin in the data source settings. Anyone can use the

default connection as long as they have user credentials for the data source.

Data Source Admins can add more connections that will be available to all users of the data source. Like the default

connection, these extra connections can only be modified in the data source settings.

Connections created in the data source settings are called “company connections.”

Individual users can also create their own connection URIs in the Connection Settings dialog. These connections are

called “private connections.” Only the person who created them can use them.

Below, you’ll find instructions for:

• Editing the default connection

• Adding a new company connection

• Adding a new private connection

• Switching connections

• Editing a private connection

• Deleting a private connection

Editing the Default Connection

The default connection can only be changed by a Data Source Admin in the data source settings (not in Compose). To

edit a data source’s default connection:

1. From the Alation Catalog, click the Apps menu.

2. Click Sources.

3. Select the data source whose connection you want to edit.

4. Click the More menu in the top right corner, then click Settings.

5. Click the General Settings tab.

6. Scroll down to Compose Connections and click the pencil icon next to Default Connection.
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7. Edit the URL as desired. (You can’t edit the title.)

8. Click the Ok button.

Adding a New Company Connection

To add a new company connection to a data source (you must be a Data Source Admin):

1. From the Alation Catalog, click the Apps menu.

2. Click Sources.

3. Select the data source whose connection you want to edit.

4. Click the More menu in the top right corner, then click Settings.

5. Click the General Settings tab.

6. Scroll down to Compose Connections and click the Add button.

7. Enter a Title and URL for the connection.

8. Click the Add button. The new connection will be available for all users of the data source.

Adding a New Private Connection

In 2022.1 and up, you can copy an existing connection to use as a starting point. You can also create a new private

connection from scratch. Both methods are described below. You can do this in Compose or in a query form.

To add a new private connection:

1. Click Connection Settings. The Connection Settings dialog opens.
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Depending on where you opened the dialog, the title at the top and the buttons at the bottom may be different. If

you’re connecting with SSO, you’ll see a message saying Authentication in Progress.

2. Click the menu button next to Choose a Connection.
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3. You can copy an existing connection to use as a starting point or create the new connection from scratch.

• To copy an existing connection, click the pencil icon next to the connection you want to copy. Then click the

Make a Copy button.

• To create the new connection from scratch, click the +Add New option in the drop-down list.
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The Add New URI Connection dialog will appear.

4. Enter a unique Name and the URI.

5. Click the Save button. The new connection will automatically be selected.

6. To use the new connection URI, you will need to add some new user credentials. See User Credentials for

instructions. Or click Cancel to exit the dialog without using the new connection.

Switching Connections

To switch to a different connection URI for a data source:

1. Click Connection Settings. The Connection Settings dialog opens.
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Depending on where you opened the dialog, the title at the top and the buttons at the bottom may be different. If

you’re connecting with SSO, you’ll see a message saying Authentication in Progress.

2. Click the menu button next to Choose a Connection.
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3. Select the connection you want to use. You can hover over a connection name to see the connection’s URI in a

tool tip.
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4. Select the user you want to connect with by clicking the menu button next to Connect as (Select User). If

you haven’t added credentials for this connection method yet, you’ll need to do that. See User Credentials for

instructions.

5. Click the Set Active Connection button to use the selected connection and user credential.

Editing a Private Connection

To edit an existing private connection:

1. Click Connection Settings. The Connection Settings dialog opens.
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Depending on where you opened the dialog, the title at the top and the buttons at the bottom may be different. If

you’re connecting with SSO, you’ll see a message saying Authentication in Progress.

2. Click the menu button next to Choose a Connection.
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3. Click the pencil icon next to the connection you want to edit.
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4. Edit the Name and URI, then click the Update button. The connection you just edited will be selected.

5. Select the user you want to connect with by clicking the menu button next to Connect as (Select User). If

you haven’t added credentials for this connection method yet, you’ll need to do that. See User Credentials for

instructions.

6. Click the Set Active Connection button to use the selected connection and user credential.

Deleting a Private Connection

To delete an existing private connection:

1. Click Connection Settings. The Connection Settings dialog opens.
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Depending on where you opened the dialog, the title at the top and the buttons at the bottom may be different. If

you’re connecting with SSO, you’ll see a message saying Authentication in Progress.

2. Click the menu button next to Choose a Connection.
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3. Click the pencil icon next to the connection you want to delete.
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4. Click the Remove Connection link.

5. A confirmation dialog will appear. Click Delete to continue with deleting the URI connection.

6. You’ll be taken back to the Connection Settings dialog. Click Cancel to exit the dialog.
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1.1.3 User Credentials

Each connection URI has a set of associated user credentials for the data source. When you add new user credentials,

they belong to the connection that you have selected. To use the same user credential with different connections, you

must add the user separately for each connection.

In some cases, you can only have one user per connection:

• If you’re connecting to the data source with SSO (single sign-on). In this case the identity provider controls how

you authenticate.

• If your administrator has enabled transient credentials. In this case Alation does not store your data source

credentials, so you can’t save extra users.

Below, you’ll find instructions for:

• Adding new user credentials without single sign-on

• Adding new user credentials with single sign-on

• Switching users

• Editing user credentials without single sign-on

• Editing user credentials with single sign-on

• Deleting user credentials

Adding New User Credentials without Single Sign-on

To add new user credentials without single sign-on:

1. Click Connection Settings. The Connection Settings dialog opens.
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Depending on where you opened the dialog, the title at the top and the buttons at the bottom may be different.

2. The user credential you’re about to enter will be linked to the currently selected connection. To link the user with

a different connection, click the drop-down next to Choose a Connection and choose the desired connection.

3. Click the menu button next to Connect as (Select User).
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4. Click the +Add New option.
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The Add New Credentials dialog will appear.

5. Enter the user’s Username and Password for the data source.

6. Click the Save button. Alation will automatically try to authenticate the user with the current data source. If the

authentication fails, you’ll see an error message. Correct the credentials and try again.

Once the authentication succeeds, you’ll be taken back to the Connection Settings dialog. If your administrator

has enabled transient user credentials, the new user you added will replace any previous users in the drop-down.

7. Click the Set Active Connection button to use the selected connection and user credential.

Adding New User Credentials with Single Sign-on

If you’re connecting to the data source with SSO (single sign-on), Alation will redirect you to the identity provider

of your company. If you have already authenticated through the identity provider, and the authentication token is still

active, attempting to add a new user will simply reauthenticate with the identity provider. If the token has expired,

adding a new user will remove the token and reauthenticate with the identity provider.

An SSO user must be set up in both your identity provider and the data source before you can connect with that user.

To add a new SSO user:

1. Click Connection Settings. The Connection Settings dialog opens.
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Depending on where you opened the dialog, the title at the top and the buttons at the bottom may be different.

2. The user you’re about to create will be linked to the currently selected connection. To link the user with a different

connection, click the drop-down next to Choose a Connection and choose the desired connection.

3. Click the menu button next to Connect as (Select User).
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4. Click the +Add New (SSO Login) option.
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If you have already authenticated with an existing user using SSO, and the authentication token is still active, the

existing user will be reauthenticated. You can’t add a new user until the earlier user’s authentication token has

expired.

Otherwise, the login page for your identity provider will open in a new browser tab.

5. Enter your credentials and log into your identity provider.

6. If you have multiple roles in a data source, you may be prompted to select one. For example, in AWS IAM, you

will be asked to select the role you want to use in Compose. Select the role and click Continue.
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The browser tab containing your identity provider will close.

7. Click the Set Active Connection button to use the selected connection and user credential.

Switching Users

If you’re connecting to the data source with single sign-on (SSO) or if your administrator has enabled transient user

credentials, you can only have one user. To switch to a different user in both these situations, you must add a new user

instead (see above).

Otherwise your user credentials are saved in Alation.

To switch users (without SSO):

1. Click Connection Settings. The Connection Settings dialog opens.
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Depending on where you opened the dialog, the title at the top and the buttons at the bottom may be different.

2. Click the menu button next to Connect as (Select User).
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3. Select the user you want to connect with.
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If you’re connecting with SSO, click the pencil icon. This will open a new tab where you can use your identity

provider to sign in with a different user.

4. Click the Set Active Connection button to use the selected connection and user credential. Alation will automati-

cally authenticate the user against the current data source.

Editing User Credentials without Single Sign-on

If your user credentials for a data source are saved in Alation, you can edit them. To edit stored user credentials:

1. Click Connection Settings. The Connection Settings dialog opens.

Depending on where you opened the dialog, the title at the top and the buttons at the bottom may be different.

2. Click the menu button next to Connect as (Select User).
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3. Click the pencil icon next to the user you want to edit.
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The Edit Credentials dialog will appear.

4. Edit the user’s Username and Password as desired.

5. Click the Update button. Alation will automatically try to authenticate the user with the current data source. If

the authentication fails, you’ll see an error message. Correct the credentials and try again.

Once the authentication succeeds, you’ll be taken back to the Connection Settings dialog.

6. Click the Set Active Connection button to use the selected connection and user credential.

Editing User Credentials with Single Sign-on

If you’re connecting to a data source with SSO (single sign-on), Alation doesn’t store the username or password of data

source users. This means that you can’t edit a data source user’s username or password from Alation. Attempting to edit

an SSO user for a data source will open your identity provider’s login window. There you can log in with a different

user if desired. See Switching Users for instructions.

Deleting User Credentials

If Alation is configured to store data source credentials, you can delete user credentials:

1. Click Connection Settings. The Connection Settings dialog opens.

Depending on where you opened the dialog, the title at the top and the buttons at the bottom may be different. If

you’re connecting with SSO, you’ll see a message saying Authentication in Progress.

2. Click the menu button next to Connect as (Select User). If you’ve never connected before, the menu will say

Select. Otherwise it will show the username of the last user you connected with.
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3. Click the pencil icon next to the user you want to delete.
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The Edit Credentials dialog will appear.

4. Click the Delete Credential link.

5. A confirmation dialog will appear. Click Delete to continue with deleting the user credentials.

6. You’ll be taken back to the Connection Settings dialog. Click the Set Active Connection button to use the selected

connection and user credential.

1.2 Switching and Removing Data Source Accounts

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies before 2022.1

To switch data source accounts:

Some people may have multiple accounts for connecting to the same data source—for example, one with read-only

permissions and one also capable of writing and editing. This is especially common for Hive users.

You can switch between previously used data source accounts or add a new one directly in Compose:
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To remove data source accounts:

1. Exit Compose.

2. Go to Settings then My Account.

3. Click the DB Connections tab. You can remove connections from there.
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1.3 Transient User Credentials

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 2020.4

Alation can be configured not to store database user credentials on the Alation server (Transient Credentials mode).

When this is the case, users re-authenticate every time they establish a database connection from the catalog or Compose

in order to:

• Run a query

• Run a query form

• Run a Dynamic Profile for a Table of a Column object

• Upload data to the database using the data uploader feature

Transient credentials can be activated by an Alation admin by enabling the Transient mode for user credentials storage.

On how to enable the Transient mode, see Disable or Enable User Credentials Storage.

A database connection opened by a user in Compose or the catalog expires after 1 hour (default). Database connections

established with Transient Credentials can be re-used until they expire or until the Alation page is refreshed.

Note: Some Compose features become unavailable for non-OAuth data sources when Transient user

credentials are activated. These are:

• Query scheduling

• Excel Live reports
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1.3.1 Use Compose in Transient Credentials Mode

Compose users are first prompted to enter their credentials when they attempt to run a query. The credentials that users

entered can be re-used during the current user session until the page is refreshed or until the database connection expires.

When the connection expires, the user refreshes the page, or re-logs in, they will be prompted to enter the credentials

again when running the next query.

When Transient Credentials mode is enabled, certain functionality changes in Compose:

• Starting with 2022.1, the Connect as (Select User) drop-down in the Connection Settings dialog can only have

one user in the list. If you add a new user, it will replace the prior user in the list. Before 2022.1, the Connected

As dropdown is disabled and saved database connection credentials cannot be selected and used.

• The Schedule button is not available. Published queries cannot be scheduled when the Transient credentials mode

is activated.

• In the Share dropdown, the Excel Live Report option is removed. Excel Live Reports are not available in the

Transient Credentials mode.

From 2022.1 onward:

Before 2022.1:
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1.3.2 Run Catalog Operations in Transient Mode

In the catalog, the Transient credentials mode affects query forms, Dynamic Profiling, and data upload. When a user

runs a query form, generates a Dynamic Profile for a table or a column object, or attempts to upload data to the data

source, they will be prompted to enter their database credentials.

The credentials they enter are re-used until the current page is refreshed, the user logs out or the connection

expires.

Saved database connections are not created when the Transient mode is enabled.

Note: DB connections saved before the Transient mode is enabled are not deleted. To see and remove saved connections,

click on the My Account icon in the top right corner, then select Account Settings and click on the DB Connections

tab. Transient mode may not work fully until existing database connections are removed.

1.3.3 OAuth and Transient Credentials Mode

The Transient Credentials mode does not prevent authentication with OAuth when it is enabled and configured for a data

source. With OAuth enabled for a data source, user credentials are not stored on the Alation server, and authentication

goes via the authorization server configured on the database side. The Transient mode does not prevent the storage of

OAuth tokens and the associated database usernames.

For data sources with OAuth enabled, all Compose and catalog operations that use database connections are available,

including query scheduling and Excel Live Reports.

Before 2022.1, performing an action that uses a database connection opens the Data Source Authentication dialog

with a redirect link to the authorization server of the database.

Starting with 2022.1, running queries in Compose, running query forms, and downloading Excel Live reports will open

a new dialog where you can select or edit a connection and user. The dialog may have a different title depending on the

action you’re performing, but it works the same. After choosing a connection and user, you will then be automatically

redirected to the authorization server of the database. Other actions (scheduling a query, uploading data, and running

profiling with Dynamic Profiling enabled) that require a database connection will continue to use the older Data Source

Authentication dialog as they did before 2022.1.

Compose

Clicking the Run button in Compose opens the Data Source Authentication dialog with the redirect link to the

authorization server of the database.

Catalog

Clicking the Get Results button for a query form or the Upload Data button for the data source opens the Data Source

Authentication dialog with the redirect link to the authorization server of the database.

With Dynamic Profiling enabled, clicking the Run Profile button for a Table or Column object of the data source

Profiling opens the Data Source Authentication dialog with the redirect link to the authorization server of the database.
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1.4 Authenticate to AWS Data Sources with SSO

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.2

If you are going to work with an AWS data source in Compose, you may need to authenticate to this data source using

single sign-on (SSO).

Note: The type of authentication that applies to a specific data source is configured in its Settings, by a Data Source

Admin.

If an AWS data source is configured to use SSO, Alation does not store users’ database credentials in a saved connection

or anywhere on the Alation server. When users connect to an SSO-enabled data source in Compose, they are redirected to

their organization’s identity provider login page for authentication. After they have provided login credentials, Compose

establishes an authorized connection to the data source. Upon authentication, users can create and run queries.

Starting in 2022.1, the authentication workflow has changed. Use the relevant instructions below depending on your

Alation version.

1.4.1 Authenticating to AWS with SSO from 2022.1

To authenticate with a data source in Compose, you must select both a connection and a user. (To add, edit, or delete

connections and users, see Working with Data Source Connections.)

Note: To connect with SSO, the user must exist in both your identity provider and your AWS data source.

To authenticate to an SSO-enabled AWS data source from 2022.1:

1. Click Connection Settings.

The Active Connection Settings dialog opens.

2. Click the menu button next to Choose a Connection.
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3. Select your SSO connection. When you hover over the connection name, you’ll see the connection URI in a popup

so you can be sure you’re selecting the right connection.
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4. Click the menu button next to Connect as (Select User).
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5. If the user already exists, click the pencil icon next to their username.
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To connect with a new user, click +Add New (SSO Login). You can only have one active SSO user at a time, so

doing this will remove the previous user from the list.

Note: If you have authenticated with an existing user via SSO before, that user’s authentication token must have

expired before you can add new SSO credentials. If the authentication token has not expired, clicking +Add New

(SSO Login) will simply reauthenticate the prior user.
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Whether you click the pencil icon or add a new user, the login page for your identity provider will open in a new

browser tab.

6. Enter your credentials and log into your identity provider.

7. If you have multiple roles assigned in AWS IAM, you will be asked to select the role you wish to use in Compose.

Select the role and click Continue.
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The browser tab containing your identity provider will close.

8. In the Active Connection Settings dialog, click the Set Active Connection button.

9. The connection dialog will close. The authentication process may take some time to resolve. Once it does, you

will be authenticated in Compose and can run queries on the data source.

1.4.2 Authenticating to AWS with SSO before 2022.1

To authenticate to an SSO-enabled AWS data source before 2022.1:

1. From the available connections list, select the SSO-enabled connection you want to use:

2. Click the Reconnect button:

3. In the Data Source Authorization dialog that pops up, click the link Click here to authorize access before

connecting:
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4. A new browser tab will open with the login page of the Identity Provider according to the configuration in the

data source Settings. Enter your credentials and log in.

5. If you have multiple roles assigned in AWS IAM, you will see the Select Role screen next. Select the role you

wish to use in Compose and click Continue:

6. The authorization tab will close and you will be authenticated in Compose. Now you can run queries on the data

source.
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CHAPTER

TWO

SHARE AND ACCESS QUERIES

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

2.1 Share and Access Queries - 2023.1 and Later

2.1.1 Understand Query Access

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from 2023.1

With granular query permissions, you must have access to the underlying data source and be granted permission to the

query itself before you can access a query. You must also have an appropriate user role to run or edit a query. Depending

on how your Alation instance is configured, queries may only be accessible if they are published.

The factors that determine access and permission for a query are described below.

• Data Source Access

• Individual Query Access

• Unpublished Query Access

• User Role

Data Source Access

Data sources can be public or private. Public data sources are visible to everyone in Alation—anyone can view the data

source catalog page and its data objects and metadata. Private data sources are visible only to Server Admins and users

explicitly granted access. See Access Tab for more information about granting access to private data sources.

If you are granted access to a query on a private data source that you don’t have access to, you will be unable to see the

query. You must have access to both the query and the underlying data source.

Server Admins can view all queries on private data sources even if they haven’t been granted access to the query or the

data source.
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Individual Query Access

With granular query permissions in 2023.1 and later, there are five levels of access to individual queries:

• No Access

• View Access

• View and Run Access

• View, Run, and Edit Access

• Owner Access

The following table shows the actions available for each access level. Server Admins have special access permissions

for all queries, even if they haven’t been explicitly granted access.

Action No Ac-
cess

View View &
Run

View,
Run, &
Edit

Owner Server
Admin

Find the query with search x ✓ ✓ ✓ ✓ ✓

View the query schedule in search x ✓ ✓ ✓ ✓ ✓

View the query catalog page x ✓ ✓ ✓ ✓ ✓

View the query form page x ✓ ✓ ✓ ✓ ✓

Share a link to the query (doesn’t change ac-

cess levels)

x ✓ ✓ ✓ ✓ ✓

View the query in Compose x ✓ ✓ ✓ ✓ ✓

View major versions in its version history in

Compose

x ✓ ✓ ✓ ✓ ✓

Clone the query x ✓ ✓ ✓ ✓ ✓

Request edit access to the query x ✓ ✓ n/a n/a ✓

Run the query x x ✓ ✓ ✓ x

Run the query form x x ✓ ✓ ✓ x

Run the explain function for the query x x ✓ ✓ ✓ x

Download an Excel Live Report x x ✓ ✓ ✓ x

Edit the query x x x ✓ ✓ x

Publish and unpublish the query x x x ✓ ✓ x

View the query when it’s unpublished and

visibility of unpublished queries is turned off

x x x ✓ ✓ x

View unpublished changes to the published

query

x x x ✓ ✓ x

View minor versions in the version history

and restore older versions

x x x ✓ ✓ x

Change access settings for the query x x x ✓ ✓ ✓

View the query’s schedule in Compose x x x ✓ ✓ x

Change the query’s schedule x x x x ✓ x

Delete the query x x x x ✓ x

Transfer ownership of the query x x x x ✓ ✓

Some things to keep in mind:

• Owner access is automatically granted to the person who created a query.

• If you have no access to a query and you try to open the query by typing in the address or following a link, you’ll

get a message saying you’re not allowed to access the query.
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• If you previously had run access but no longer do, you’ll still be able to view your past query execution results,

but you’ll lose access to the data in an Excel Live Report if you refresh it.

• If you give edit access to multiple people, you can collaborate and share editing responsibilities. See Take Turns

Editing a Query for more information.

For help changing access to a query, see Change Access to a Query.

Unpublished Query Access

With granular query permissions in 2023.1 and later, by default, both published and unpublished queries are visible to

any user with view access to the query. The only difference is that unpublished queries are a little harder to find by

searching.

It is possible to turn off visibility for unpublished queries. You can turn off visibility of unpublished queries everywhere

or just for specific data sources. When visibility of unpublished queries is turned off, unpublished queries will be hidden

completely unless you have edit or owner access to the query. Server Admins will not be able to see them.

See Change Visibility of Unpublished Queries for instructions.

Important: In version 2022.4 and earlier, if the visibility of unpublished queries is turned off, users can be added as

viewers for the query and still see it in the catalog.

In version 2023.1 and later, if the visibility of unpublished queries is turned off, unpublished queries will be completely

hidden to everyone except those with edit or owner access. Those with view or run access won’t be able to see the query.

To ensure users can continue to view a previously unpublished query in 2023.1, give them view access (or higher) and

publish the query. To hide the query from other users, set the default access to No Access. See Change Access to a

Query for details on giving people access to queries.

User Role

Your user role may limit how you can interact with a query.

• The Viewer role can’t use Compose or query forms.

• The Explorer role can’t use Compose.

To run or edit a query, you must have run or edit access to the query and an appropriate user role. You must be an

Explorer or higher to run queries, and you must be a Composer or higher to edit queries.

2.1.2 Change Access to a Query

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from 2023.1

With granular query permissions, you can control the default access level for your queries, and you can grant permissions

that are different from the default to individual users and groups. You must have edit or owner access or be a Server

Admin to change access to a query. Owners and Server Admins can transfer ownership of the query to another user.

For details on the access levels and the effects of changing them, see Understand Query Access.
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Open the Sharing & Access Dialog

You can change access permissions for a query using the Sharing & Access dialog. To open the Sharing & Access

dialog, do one of the following:

• Open the query in Compose and click the Sharing & Access button.

• Open the query’s catalog page or the query form page, click the More button in the top right corner, then click

Sharing & Access.

• As a Server Admin, click the Settings gear icon in the top right corner of Alation, then select Scheduled Query

Dashboard. Search the dashboard for the relevant query, click the three dots (. . . ) on the right of the dashboard,

and select Change Permission.

The Sharing & Access dialog opens. You can now start changing permissions for the query. You can:

• Change the Default Access Level

• Grant Access to Individuals and Groups

• Change Existing Access Levels

• Transfer Ownership

Change the Default Access Level

At the top of the Sharing & Access dialog, you can see the default access next to Everyone has. Individuals and groups

who have permissions that are different from the default are listed immediately below.

By default, everyone will have view and run access to newly created queries and queries created before the introduction

of granular query permissions. The person who created the query has ownership by default.

To change the default access for everyone, click the menu next to Everyone has and choose the desired access level. To

make your query private, choose No Access.

Note: It’s not possible to grant everyone edit access to a query. Edit access can only be granted to individuals or groups.

Grant Access to Individuals and Groups

On the bottom part of the Sharing & Access dialog, you can grant individual users and groups permissions that are

different from the default.

1. Click the + Add button.

2. Scroll or enter part of a name to find the person or group you want to add.

3. Click on the person or group. You can click on more than one. Their name gets added to the list in the dialog.

4. Click the menu next to Grant and choose the desired access level.

5. If you want to notify the affected users about their new access, select the checkbox by Send notification to user

and enter a message. When you save the changes, Alation will automatically send them an email with your

message and a link to the query.

Note: You can also click Copy Link in the bottom left corner of the dialog. This just copies the URL of the

query catalog page to the clipboard. You can share the link however you want. Sharing the link does not change
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permissions. When users visit the link, their current access level, as specified in the Sharing & Access dialog,

will be enforced.

6. Click Save.

The selected individuals and groups will immediately have the selected access level. Next time you open the Sharing &

Access dialog, they will be listed at the top of the dialog.

Change Existing Access Levels

Near the top of the Sharing & Access dialog, people and groups who have access that’s different from the default are

listed under In addition, the selected people & groups have. You can change or remove their access at any time.

• To change their access, click the menu next to their name and select a new access level.

• To remove their current access level and restore it back to the default access level, click the X on the far right.

• Click Save when you’re done.

To transfer ownership of the query, see the section below.

Transfer Ownership

Every query must have a single owner. A query must be owned by one individual user, not a group. Ownership is

initially granted to the person who creates a query. Owners and Server Admins can transfer ownership of the query to

someone else. Once an owner transfers ownership, they’ll no longer be able to manage ownership or edit the query’s

schedule.

To change the owner of the query:

1. In the Sharing & Access dialog, under Who Has Access, find the user who’s listed as the current owner. Click

the X on the far right, next to the Owner label.

A message will appear to warn you that no owners are assigned. You won’t be able to save until you choose a new

owner.

2. Under Grant Query Access, click + Add. Search for the name of the person you want to be the owner and select

them.

3. Click the menu next to Grant and choose Owner. A message appears to indicate that you are transferring

ownership of the query.

4. If you want to notify the new owner automatically, select the checkbox by Send notification to user and enter a

message. When you save the changes, Alation will send them an email with your message and a link to the query.

5. Click Save.

Request Edit Access to a Query

If you have view or run access and would like edit access, you can request it:

1. Open the query in Compose.

2. Click REQUEST ACCESS near the top of the query. An email notification will automatically be sent to all users

who have edit or owner access to the query.
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2.1.3 Share a Query

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from 2023.1

If you have view or run access to a query, you can share the query with colleagues. Alation will automatically send

them an email with a link to the query. This doesn’t change the query’s access settings. The person you share the query

with will be subject to their own access level.

To give others access, you must have edit or owner access to the query. See Change Access to a Query.

To share a link to a query as a user with view or run access:

1. Do one of the following:

• Open the query in Compose.

• Open the query’s catalog page and click the three dots (. . . ) in the top right corner.

2. Click Share.

3. In the Share dialog, enter an Alation user’s name or email address. A list of possible users will start to form as

you type. Select the desired user from the list.

4. Enter a message in the provided box. The message will be included in the email Alation sends.

5. If you want, click Copy Link. A link to the query will be copied to your clipboard. You can share it however you

like.

6. Click Send. Alation will automatically send the selected users an email with a link to the query.

2.1.4 Change Visibility of Unpublished Queries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from 2023.1

Alation Cloud Service customers can submit a support ticket to request changes to the visibility of unpublished queries.

Server Admins for on-premise customers can use the instructions below. This action will require the search index to be

rebuilt, which can take hours for larger instances.

For details on the effects of changing the visibility of unpublished queries, see Unpublished Query Access.

To change the visibility of unpublished queries as a Server Admin for on-premise instances of Alation:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. You can change the visibility of unpublished queries for all data sources or specific data sources. Use one of the

following commands:

• To turn on the visibility of unpublished queries for all data sources, run the following command:

alation_conf alation.catalog.unpublished_query_visibility_level -s visible

• To turn off the visibility of unpublished queries for all data sources, run the following command:
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alation_conf alation.catalog.unpublished_query_visibility_level -s not_visible

• To turn on visibility of unpublished queries for specific data sources, run the following command:

alation_conf alation.catalog.unpublished_query_visibility_level -s per_ds

Then run the following command, entering into the single quotes the IDs of the data sources for which you

want unpublished queries to be visible:

alation_conf unpublished_query_visible_ds_ids_csv -s '1,5'

Unpublished queries will be visible for the data sources you list in the single quotes. Unpublished queries

will not be visible for data sources that aren’t listed.

4. Run the following command to rebuild the search index:

alation_action rebuild_es_index

Note: This command kicks off the rebuild_index task. How long it takes depends on Rosemeta size and may

take hours on large instances. You can monitor the task status in Admin Settings > Monitor > Active Tasks.

5. Exit the Alation shell:

exit

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from 2023.1

Starting in 2023.1, permission to access queries can be controlled in a granular way. You can control access to each

query separately by granting permission to view, run, or edit the query to individual users or groups. Prior to this feature,

anyone could find and view any query as long as they had access to the underlying data source. Queries could only be

hidden by configuring Alation to hide unpublished queries.

Now with granular query permissions, it’s possible to keep sensitive queries fully private and ensure only approved

parties get the level of access they need. There’s no need to leave queries unpublished in order to keep them hidden.

The topics in this section will help you understand and implement granular query permissions in 2023.1 and later:

• Understand Query Access

• Change Access to a Query

• Share a Query

• Change Visibility of Unpublished Queries
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2.2 Share and Access Queries - 2022.4 and Earlier

2.2.1 Granting Access to Queries in Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to releases V R6 (5.10.x) to 2022.4

Note: This page is about sharing and accessing queries in version 2022.4 and earlier. In version 2023.1, we introduced

a feature for granular query permissions that substantially changes sharing and access for queries. See Share and Access

Queries - 2023.1 and Later for details.

Query owner and authors can invite people to collaborate on a query by granting edit access to this query to others.

There are several alternative ways to add Authors to a query. This article explains how to add authors in Compose. You

can also do it in the Catalog.

It is important that you have whitelisted the Alation application in your network. Compose will send out email

notifications to Authors and Viewers when they are invited and when queries are shared with users.

Giving Query Access

1. Open your query in Compose.

Note: Your means you are the query owner, author, or a server admin.

2. On the toolbar, on the right, click More. . . and in the menu, click Query Access. This will open the Query

Access dialog:

3. To designate authors, in the Query Access dialog, click the Authors section:
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4. This opens the list of existing authors and reveals the Invite button. Click Invite and select a user. This user will

be added as an author:

Note: The current query owner or a Server Admin can transfer ownership to a different user: Transferring

Ownership.

If you select the Owner access for a user, after submitting the change, the ownership will be transferred from the

current query Owner to this new user. The current owner’s access will be switched to Author.
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5. In the Query Access dialog, you can also view which users have access to your results of this query: click Your

Results Are Shared With panel to open the list of users with access to some or all of your results for this query:

Note: You can only share your results, that is, the result tables that were created when you ran this query in

Alation. Results created by other users may have different access permissions.

6. If you want to stop sharing your results with specific users, remove these users from the shared results list by

clicking the X button next to the user’s name.
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7. In the dialog, click Submit. The newly designated authors will receive email notifications with a link to the query.

Giving Access While Sharing

You can also give access to a query when you are sharing it with users.

See Sharing Queries in Compose.

Changing Access Permissions

As a query owner, author or an intervening server admin, you can change query access in the following ways:

• Add new Authors: Giving Query Access.

• Remove a user from authors. This action will revoke the edit access from a user.

• Transfer ownership to a user. This can be done by owner and server admin.

Removing a User From Authors

To remove a user from Authors of a query:

1. Open your query in Compose.

2. On the toolbar, on the right, click More. . . and in the menu, click Query Access. This will bring up the Query

Access dialog for this query.

3. In the Query Access dialog, click the Authors section. This opens the list of existing authors.

4. For the user you are revoking access from, select Remove in the Access list. This will label the user with the

Remove action. It will be applied after you submit the change:
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5. Click Submit. The user from whom you have revoked the edit access can now only view this query.

Transferring Ownership

Transferring query ownership means the previous owner no longer will have the owner-level access to the query. This

can only be done by the current owner or by a user with the Server Admin role.

To transfer ownership,

1. Open your query in Compose.

2. On the toolbar, on the right, click More. . . and in the menu, click Query Access. This will bring up the Query

Access dialog for this query.

3. In the Query Access dialog, click the Authors section. This opens the list of existing authors.

4. Find the user to transfer ownership to or find and add a new user by clicking Invite.

5. For this user, in the permissions dropdown, select Owner. Note that when you transfer ownership from yourself,

you will remain as author of this query:
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6. Click Save. You have designated a new owner of this query.

Note: You can remove yourself from authors of a query by selecting the Remove action for yourself. Note that if you

remove yourself from authors, your edit access will be revoked, and you will remain as query viewer.

2.2.2 Sharing Queries in Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to releases V R6 (5.10.x) to 2022.4

Note: This page is about sharing and accessing queries in version 2022.4 and earlier. In version 2023.1, we introduced

a feature for granular query permissions that substantially changes sharing and access for queries. See Share and Access

Queries - 2023.1 and Later for details.

You can share a query with users to make them aware that the query exists in the catalog or you can share and invite

them to collaborate at the same time. Sharing means sending the link to the query using email: the other user will

receive an email and will be able to access the query following the included link.

To share,

1. Open your query in Compose.

2. On the toolbar, on the right, click Share to open the sharing dialog:
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3. In the Share with a Colleague field, add users to share the query with:

4. To the right of the field, select access permissions: Viewer or Author. This permission will be assigned to all

the users you have selected in the Share with a Colleague field. The author permission will add the user as a

collaborator to this query and allow them to edit the query statement, grant access to other users, and perform

other actions on the query:
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5. Optionally, add a note to the Note field if you want to add a message to the email.

6. To simultaneously share the results of this query with the selected users, select the checkbox Grant access for the

above users to all of your results for this query.

7. If you need the link to the query you are sharing, you can copy it to your clipboard. To copy the link, click Copy

Link under Copy Share Link.

8. If necessary, from the Share dialog, you can see who currently has access to this query. To view current authors

and viewers, click the Who Can Access? link on the top right. This will bring up the Access dialog: Granting

Access to Queries in Compose. If you are an Author of the query you are sharing, you can add or remove

collaborators, too.

9. To finish sharing, click Send on the bottom right. The users you have included in the sharing list will receive

email notifications with a link to the query.

2.2.3 Granting Access and Sharing Queries in the Catalog

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to releases V R6 (5.10.x) to 2022.4

Note: This page is about sharing and accessing queries in version 2022.4 and earlier. In version 2023.1, we introduced

a feature for granular query permissions that substantially changes sharing and access for queries. See Share and Access

Queries - 2023.1 and Later for details.

In the Catalog, you can grant edit access to a query or share it with colleagues to make them aware of the existence of

this query. To share in the catalog, you need to be the query owner, author, or have the Server Admin role.

Alternatively, you can share queries using Compose: Sharing Queries in Compose. Any user who can open the query in

Compose, can share it, with the reservation that viewers can share for viewing only.

To share a query from the Catalog,

1. Open your query in the Catalog.

2. On the upper right of the query page, click Share. This will bring up the Share dialog. How you can share,

depends on your access level to the query. If you are a Server Admin who is not an author, you can only share for

viewing, and will not be able to change the access. If you are owner or author, you can share and add/remove

authors simultaneously with sharing.
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3. In the Share with a Colleague field, add users to share the query with:

4. To the right of the field, select access permissions: Viewer or Author. This permission will be assigned to all the

users you have selected in the Share with a Colleague field. The author permission will add the user as a collaborator

to this query and allow them to edit the query statement, grant access to other users, and perform other actions on the

query:
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5. Optionally, add a note to the Note field if you want to add a message to the email.

6. To simultaneously share the results of this query with the selected users, select the checkbox Grant access for the

above users to all of your results for this query.

7. If you need the link to the query you are sharing, copy it to your clipboard by clicking Copy Link under Copy

Share Link.

8. If you want to see who currently collaborates of this query, click Who Can Access on the top right of the Sharing

dialog:

9. This will open the Query Access dialog. It is the same dialog you see in Compose when giving access to queries:

Granting Access to Queries in Compose.
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10. If you have added or removed authors, click Submit to go back to the Share dialog. Or click Cancel to close the

Access dialog and go back to Share.

11. To finish sharing, click Send on the lower right of the dialog.

2.2.4 Adding Query Authors in the Catalog

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to releases V R6 (5.10.x) to 2022.4

Note: This page is about sharing and accessing queries in version 2022.4 and earlier. In version 2023.1, we introduced

a feature for granular query permissions that substantially changes sharing and access for queries. See Share and Access

Queries - 2023.1 and Later for details.

When a query has multiple authors, the catalog page of this query object will include a built-in field authors. This field

has the names of users who are currently collaborating on this query as Authors:
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If you are one of the authors, you can add and remove authors from the query directly in the catalog, without opening

this query in Compose.

To add/remove authors,

1. On the catalog page of the query, hover over the Authors field. This will reveal the Edit link:

2. Click Edit to open the Query Access dialog:
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3. Add and remove query authors. See Granting Access to Your Queries in Compose for details on the Query Access

dialog.

4. When done, click Submit. The Authors field will reflect the changes you have made.

2.2.5 Requesting Access to Queries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to releases V R6 (5.10.x) to 2022.4

Note: This page is about sharing and accessing queries in version 2022.4 and earlier. In version 2023.1, we introduced

a feature for granular query permissions that substantially changes sharing and access for queries. See Share and Access

Queries - 2023.1 and Later for details.

Important: Query collaboration relies on Alation being able to send email notifications to users. If email notifications

from Alation go to your spam folder, unmark emails from Alation as spam. You can also contact your network admin

and request to whitelist the Alation IP.

In Alation, a user can find and view both published and unpublished queries if:

• This user is owner of these queries.

• A user is query author and has access to the data source used in the queries.

• These are queries against a public data source.

• These are queries against a private data source but the user has access to this data source. Users with the Server

Admin role can view queries against all Private data sources.

• These queries are shared with the user, and this user has access to the data source used in the queries.
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Note: If a query uses a Private data source, it can only be opened by users who have access to this data source.

When a user is added as Author to a query on a Private data source that they do not have access to, or when someone

shares a query on a private data source that the user cannot access, they will NOT be able to view this query and get a

permissions error.

To view such a query, request access to the data source from your Alation admins.

Only the query owner and authors can edit the statement of the query. If you found or were shared a query you want to

collaborate on as an author, you can request access from the current query collaborators.

To request access,

1. Open the query in Compose.

2. On the info-banner on top of the query statement, click Request Access. This sends a request email to all current

query collaborators:

One of the collaborators will invite you to collaborate on this query when they receive the email. You will

receive an email notification informing you that you now can edit the query.

2.2.6 Viewing Queries by Other Users

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to releases V R6 (5.10.x) to 2022.4

Note: This page is about sharing and accessing queries in version 2022.4 and earlier. In version 2023.1, we introduced

a feature for granular query permissions that substantially changes sharing and access for queries. See Share and Access

Queries - 2023.1 and Later for details.

Your ability to find and view a query in Alation depends on these conditions:

• Your access to the Data Source used in the query

• Your role in Alation

Query
on

Server Admin Catalog Admin Standard User

Private

Data

source

CAN find using

search

CAN view

CANNOT find using search or view in

Browse Catalog unless given access to

data source

CANNOT find using search or view in

Browse Catalog unless given access to

data source

Public

Data

Source

CAN find us-

ing search CAN

view

CAN find using search

CAN view

CAN find using search

CAN view
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Note: Users in Alation can view both published and unpublished queries. The access to a query is not controlled by

the publishing status of a query.

When a user is added as Author to a query on a Private data source, or when someone shares a query on a data source

that the user does not have access to, they will not be able to view his query and will get a permissions error when trying

to open it. To view such a query, request access to the data source from your Alation admins.

Only the query Owner and Authors can edit the statement of the query. If you found or were shared a query you want to

collaborate on, you can request access from the current query collaborators.

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to releases V R6 (5.10.x) to 2022.4

Note: This page is about sharing and accessing queries in version 2022.4 and earlier. In version 2023.1, we introduced

a feature for granular query permissions that substantially changes sharing and access for queries. See Share and Access

Queries - 2023.1 and Later for details.

In Alation, you can collaborate with others on queries leveraging the expertise of your colleagues and institutional

knowledge of the data. There are several ways in which you can promote your queries and involve fellow Alation users

into query collaboration:

• Inviting others to edit your query code as Authors

• Sharing queries and query results

• Publishing queries to surface them in the Alation catalog

• @-mentioning queries in articles and conversations

Based on the query access level, a user can be:

• Owner A user who has full power over the query and ability to perform any action. Query ownership can be

transferred to another user, but there can only be one query owner at a time.

Note: Any Compose user can own queries: you are the owner of the queries you create and of the queries

for which other users transferred ownership to you.

• Author A user who is given permission to edit, run, share and add collaborators to a query. Even though a query

can only have one owner, there can be multiple authors contributing to the development of the query code. The

edit access can be granted for each specific query but not in bulk.

• Viewer Anyone in Alation can see queries created by other users if they have access to the data source used in

this query. It does not matter if a query is published or unpublished. Currently, Alation does not restrict users

from viewing queries based on the publishing status. However, viewers cannot edit queries unless they request

and receive access as an author.

In a few scenarios, a Server Admin who is not an author on a query can intervene in the collaboration process. For

example, Server Admins can invite collaborators or transfer ownership, but they will not be able to change the query

code unless explicitly given access by the current owner or authors.

Depending on your access level, you can perform the following actions with a query.
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IN COMPOSE Owner Author Viewer Server Ad-
min

View ✓ ✓ ✓ ✓

Edit ✓ ✓ x x

View version history ✓ ✓ ✓ ✓

Publish ✓ ✓ x x

Unpublish ✓ ✓ x x

Schedule and unschedule ✓ x x x

View scheduling information ✓ ✓ ✓ ✓

Request access Not applicable Not applicable ✓ ✓

Add Collaborators/Give Access ✓ ✓ x ✓

Remove Collaborators ✓ ✓ x ✓

Transfer ownership ✓ x x ✓

Share ✓ ✓ ✓ For view only ✓

View who your query results are shared with ✓ x x x

Run ✓ ✓ ✓ ✓

Export ✓ ✓ ✓ ✓

Explain ✓ ✓ ✓ ✓

Clone ✓ ✓ ✓ ✓

Delete ✓ x x x

IN CATALOG Owner Author Viewer Server Admin

View scheduling information ✓ ✓ ✓ ✓

Toggle the scheduling on and off (in Query Search) ✓ x x ✓

Transfer Ownership ✓ x x ✓

Add Collaborators / Give Access ✓ x x ✓

In Alation, you can let others view, run, or edit your queries. The way in which queries are accessed and shared changed

with the introduction of granular query permissions in Alation 2023.1. Use the appropriate topic below for your version

of Alation.

• Share and Access Queries - 2023.1 and Later

• Share and Access Queries - 2022.4 and Earlier
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THREE

WRITE QUERIES

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Compose is the Alation query tool. You can access Compose either through your web browser or through downloading

the Alation Compose app to your computer. Regardless of where you access Compose, the backend is the same and so

all of your data is the same.

Like Catalog, Compose connects to most relational data sources. This means you can query Hive, Amazon Redshift,

Oracle, and more, all from the same query tool. Alation is an interface for querying the data source directly, so language

specifications and error messages all come directly from the data source.

Because Alation is a web-based tool, your workspace is accessible from any machine, any operating system, at any time.

You have to be connected to the Internet to send the query to execution, but you don’t need to be connected to the internet

while your query is running. All queries get executed on the secure server in your company’s firewall. You can start a

query, exit the browser, shut down the computer, even spill coffee on the hard drive. No matter what happens, the next

time you connect to Alation, from any machine, your query results will be waiting for you.

Publishing a query significantly boosts its visibility. If you think your query may be useful to your colleagues at some

point, make sure to publish it to make it easier for them to find.

In versions 2022.4 and earlier, anyone can find any query on data sources they have access to (and run any query if the

Viewer role is not enforced). In versions 2023.1 and later, granular query permissions give you control over who has

access to view, run, and edit individual queries.

3.1 Data Browser

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Compose allows you to navigate data catalog pages in any data source via the left navigation pane. You can view the

data in the corresponding Results pane.
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3.1.1 Search and View Results

1. Search Field. Search across all saved queries and data catalog pages (metadata for data sources, schemas, tables,

and columns).

2. Preview. Click an object below the search field and review its preview.

3. Catalog Link. Click to view the object catalog page.
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3.1.2 Navigate Data

1. Data Object Type. Indicates the level of the data hierarchy you are viewing (schema, table, or column).

2. Data Object Title. The name of the data objects you are viewing. All data object types associated with their

respective data object titles are listed below the title. To view a different data source, start a new query.

3. Filter. Narrow the list of data objects shown by filtering that list by name.

4. Sort Dropdown Menu. Choose to view the list by position, popularity, or name depending on the data object

type (schema, table, or column).

5. Navigation Caret. To view the next data object type in the hierarchy, click the right-facing caret.

3.2 Compose Toolbars

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Compose has several toolbars to help you navigate the program. The top and middle toolbars assist you with opening

and viewing queries, the bottom toolbar assists with writing and editing, and the Results toolbar shows you the Results,

Preview, History, and Description of your query.

These toolbars have changed over time. References to earlier and later versions are mentioned throughout. View

annotations at the bottom for 2021.4 and earlier versions.
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3.2.1 Top-Level Toolbars

There are three toolbars at the top of the screen. The annotations in this section refer to versions 2022.1 and later.

• Top toolbar

• Middle toolbar

• Bottom toolbar

Top Toolbar

1. Alation logo. Click to return to your Alation Catalog.

2. Compose menu. Here you can start a new query, open an existing query, open a new Compose window, or close

all tabs.

3. Tab navigation. Click the left and right carets to activate the next tab in the respective direction. Click the three

dots to select from a list of all open tabs.

4. Query tabs. Click a tab to activate it. Double click to rename the query. Hover over a tab and click the X to close

the tab.

5. New tab button. Click the plus button to start a query in a new tab.

6. Settings. Click to open the Compose Settings page.

7. Help. Click the Help button to:

a. Open the Alation documentation site

b. Learn about keyboard shortcuts

c. View release notes

d. Start the Alation quick tour

Middle Toolbar

1. Hamburger menu. Click here to show or hide the data browser sidebar.

2. Query name. Click the text to rename it. (To add a description, click Description in the Results Toolbar.)

3. Data source. The name of the data source you are querying.

4. Schema. The name of the schema in the database you are querying. If there’s more than one schema in the

database, click the schema name to choose another schema.

5. Connection Settings. Click to add, edit, or remove connection URIs and user credentials. For more details, click

the following links:

• 2022.1 and later: Working with Data Source Connections
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• 2021.4 and earlier: Switch and Remove Data Source Accounts

6. Active connection info. Hover over the information icon to see the current connection setting for the query.

7. Save status. Queries are saved automatically anytime you stop typing for five seconds. During this five second

window, you’ll see a Save Now link you can click. Once the query is saved, it changes to read All Edits Saved.

You can click All Edits Saved to see the query’s version history.

Bottom Toolbar

When the screen gets narrow enough, most of the button names become icons.

1. Edit button. Click the dropdown for the Find, Replace, Go to line, Undo, and Redo options.

2. Format button. Format your query in one click, apply indentation, change case, or toggle comments.

3. Embed button. Find and embed previously saved SQL code.

4. Insert Date button. Select a date from the calendar and insert it into your code.

5. Explain button. Explain runs the explain function of the connected database for information about how it will

execute the SQL. Highlight a part of your code and click Explain to learn about that section. If you click without

highlighting, Explain will run on the statement where your cursor is.

6. Run button. Click to execute your query. Learn more about run options.

7. Export button. Run and export your query results. Learn more about export options.

8. Cancel button. Stop your query from running after it is already in progress.

9. Schedule button. Click to schedule a query. Learn more about scheduling.

10. Publish button. Publish your query in the Catalog. Learn more about publishing your query.

11. Share button (versions 2022.4 and earlier)

Sharing & Access button (versions 2023.1 and later)

In versions 2023.1 and later, the button is only visible if you have edit or owner access to the query. You can

perform the following with the Sharing & Access button:

a. Share your query

b. Turn it into a form

c. Jump directly from Compose to the query’s corresponding catalog page with View Query Page in versions

2023.1.6 and later.

d. Create an Excel Live Report

12. More button. Click to access the query’s version history, configure access, clone the query, or delete the query.
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Much of the above functionality also has keyboard shortcuts.

3.2.2 Results Toolbar

The Results Toolbar is located below the Code Pane.

1. Results tab. Click the Results tab to view your query results. Select subtabs to view all previous runs. Click a

row number in the Results pane to highlight and view the entire row.

a. If a row number is already highlighted, any other row number you click will also be highlighted.

b. If you click anywhere inside the Results pane, the row highlight disappears.

c. Click any cell inside the Results pane and only that individual cell is highlighted.

2. Preview tab. Preview your columns and tables as you code. Learn more about previews.

3. History tab. Click to view your query revision history. Learn more about code revision history.

4. Description tab. Add insights and information about your query in the Description tab.

5. Manual resize. Drag up or down to change the size of your results toolbar.

6. Resize tabs. Click Minimize, Split, or Maximize to navigate between your query and results.

Note: Tabs one through four can also be enabled using shortcut keys. The combination keys for your operating system

will appear to the right of the tabs in yellow by either hovering over each individual tab or pressing command for Mac,

Ctrl for Windows. Learn more about keyboard shortcuts.
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3.2.3 2021.4 and Earlier

(*) Alation logo. Click to return to your Alation Catalog.

(1) Query tabs. Query tabs. Drag to reorder them or double click a tab to view it.

(2) Settings. Click to toggle SmartSuggest on and off or navigate to the Compose Settings page.

(3) Help. If you made it here, you have likely found this one already! Click the Help button to visit this knowledge

base.

(4) Edit button. Traditional selection of word processing edit tools with keyboard shortcuts.

(5) Format button. Format your query in one click or highlight sections to apply formatting options.

(6) Embed button. Embed previously saved SQL code. Use the search bar to find any user’s saved query. Click

Return to insert the code in your workspace.

(7) Insert Date button. Select a date from the calendar and insert it into your code.

(8) Explain button. Explain runs the explain function of the connected database for information about how it will

execute the SQL. Highlight a part of your code and click Explain to learn about that section. If you click without

highlighting, Explain will run on the statement where your cursor is.

(9) Run button. Click to run the entirety of your code. Learn more about run options.

(10) Export button. Run and export your query results. Learn more about export options.

(11) Cancel button. Stop your query from running After it is already in progress.

(12) Query name. The name of your query. Double-click the text to rename it.

(13) Data source. The name of the data source you are querying.

(14) Schema. The name of the schema in the database you are querying.

(15) Connection button. The URI you will use to execute your query.
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(16) New database button. Click to add an alternative database URI. Learn more about adding DB connections here.

(17) Schedule button. Click to schedule a query. Learn more about scheduling here.

(18) Save button. Click to save a query. You can Save or Save as which will duplicate the query. When you save your

query the first time, you can provide a Title and Description for your query. If you choose to write a description

for your query at a later date, you need click Description in the Results Toolbar.

(19) Publish button. Publish your query in Catalog. Learn more about publishing your query here.

(20) Share button. Click to share your query.

(21) Delete button. Delete your query.

When you are not full-screen, you will see the following. Functionality remains the same; however, most buttons will

display only their corresponding icons instead of words.

Additionally, keyboard shortcuts exist for much of the above functionality.

The Results Toolbar functions the same in both earlier and later versions. Review the Results Toolbar section for

reference.

3.3 Writing Queries Faster and Embedding Code Snippets

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Most analysts have pieces of code they use over and over. You can use our embed functionality to easily embed the code

you reuse the most in your queries in a few keystrokes. You can embed code in two different ways:

• Embed and edit snippets of code you use frequently

• Create standard un-editable pieces of code that can be used across teams
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3.3.1 Embedding editable snippets of code

Many analysts use the same joins or clauses frequently. To save yourself time, and not rewrite these snippets of code

over and over, we allow you to embed existing queries into new queries in Compose using the embed functionality of

hotkeys.

3.3.2 Setting up your snippets

1. Create a query, like any other query in Alation.

2. Title the query #[name of snippet]. The “#” lets us know it is a snippet and intended to be expanded.

3. Save the query with your snippet in it and describe it.

3.3.3 Using your snippets

1. Click the embed button or use the Embed hotkeys (Help > Learn Hot Keys) - Type the name of your snippet, select

it and press Shift + Enter. This will populate the code saved in the macro.

3.4 Start a New Query

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

There are several ways to start a new query both in catalog and in Compose.

In the catalog, there are two ways you can start a new query:

• Click the Apps dropdown in the upper-right corner of the navigation banner and click Compose.

• Click Compose in the upper-right corner of the page of any data source and its data objects.

In Compose, there are also two ways you can start a new query:

• Click Compose in the upper-left top toolbar, then click either New Query or New Query on Last Data Source.

• Click the plus button to open a query in a new tab.
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– The Create a new query dialog will appear for you to choose which data source to place your new query.

3.5 Find and Open Queries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

There are various ways for you to find and open queries in Alation. The broad range of search options help you find any

query you have access to that were created in Compose and imported into the Alation data catalog.

3.5.1 Search from the Left Sidebar

From the Alation catalog, located in the left-hand navigation sidebar is the Queries panel. Within the panel are options

for you to scroll through all accessible queries in Alation. The sidebar is collapsed by default unless you’ve configured

the sidebar behavior to expand during initial page load.

When you open the Queries panel:

• Published queries show by default.

• You have the option to select and deselect Favorited or Published to limit your search.

• Deselecting both buttons displays all queries.

Begin your search inside the panel.

1. Type any keyword from the title of your query using natural language in the Search Queries field.

2. Select the query in the results, which will bring up the catalog page on the right.
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3. To edit the query, click the Compose button on the far upper right of the catalog page to open it.

3.5.2 Search from the Queries Tab

You can search for and open queries from the Queries tab within the catalog page of a data source’s schema, table, or

column. The results represent only the current data object.

The tab displays according to the data object you choose:

• In schemas, the Queries tab rests next to Overview with a number indicating how many queries are using that

schema.

• In tables and columns, the Queries tabs show only the queries that include that table or column.

Search Published Queries

You can find any published query on data sources you have access to.

There are a few things to keep in mind when you click the Queries tab:

• The default list displays published queries.

• The left column displays the query title and description with the query code.

• The middle column displays details such as the owner and last updated.

• The right column displays the Compose icon to open the query.

The following steps guide you through finding a published query:

1. Navigate to the catalog page of any data object that is located within a query. For example, if the query SELECTs

the id column from the accounts table of the customers schema, you can navigate to the catalog page for any

of those three data objects (id, accounts, or customers).

2. Click the Queries tab.

• You can narrow the list using natural language in the filter queries field.

• All published queries related to the catalog page you’re on are listed.
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3. Mouse over the query you would like to open and click the Compose icon to the far right.

• Depending on your access level, buttons to clone, delete, star, and set trust check flags also display in the

right column when you mouse over the query.

Search Ingested Queries

You can find queries that were brought into Alation through Query Log Ingestion. The ingested queries feature helps

you find all related queries in one location.

There are a few things to keep in mind when you click the Queries tab:

• The default list displays published queries.

• The left column displays the Statement Template icon and the query code.

• The middle column displays details such as mentions.

• The right column displays the Compose icon to open the query.

The following steps guide you through finding an ingested query:

1. Navigate to the catalog page of any data object that is located within a query. For example, if the query SELECTs

the id column from the accounts table of the customers schema, you can navigate to the catalog page for any

of those three data objects (id, accounts, or customers).

2. Click the Queries tab.
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3. Click History on the left.

• You can narrow the list using natural language in the filter queries field.

• All ingested queries related to the catalog page you’re on will be listed.

4. Mouse over the query you would like to open and click the Compose icon to the far right.

3.5.3 Search from Compose

The Compose menu helps you find and open queries you have access to. The menu option brings up a dialog to select

folders, search, and filter queries you own, that were shared with you, or that you’ve saved.

1. Click Compose in the top toolbar’s upper-left to open the main menu.

2. Click Open Query in the dropdown.
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3. When the dialog opens, choose the folder your query is in from the list on the left:

• My Queries. Lists all the queries you have access to.

• Scheduled. Lists queries with a schedule.

• Published. Lists published queries.

• Shared with Me. Lists queries shared with you by other users.

• By Query Group. Lists queries placed in groups you created.

• Drafts. Lists all your queries that have never been published.

4. You can also find your query by using the filter and sort options in the center.

5. Click the query title.

6. Choose to open, clone, group, or delete the query from the list of options under the summary that opens on the

right:

• Open. Opens the query in Compose.

• Clone. Clones the query statement as a new query.

• Add Group. Selects a query group and puts the query into that group.

• Discard. Deletes the query.

3110 Chapter 3. Write Queries



Alation User Guide

3.6 Publish a Query

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Publishing a query significantly boosts its visibility. If you think your query may be useful to your colleagues at some

point, make sure to publish it to make it easier for them to find.

1. Open the query in Compose.

2. Click the Publish button.

3. Enter a Title and Description to help your colleagues find and understand your query.

4. Click Ok.

If you make changes to a previously published query, your colleagues will not see the updates unless you click Publish

again.

3.6.1 Changes to Query Publishing in V R5 (5.9.x)

The state of the query, published or unpublished, affects how it is displayed to users in the catalog. If you search for

queries in left-hand navigation,:

Authors and Collaborators

As the query author or collaborator, you will find and see:

• All your unpublished queries in their latest state.

You will always see your latest query body, both in Compose and Catalog:

• All your published queries, which have no unpublished edits, in their latest state.

• All your Published queries, which are edited but not republished in their latest state. In the catalog there is

currently no way to differentiate between the published part of the query and the unpublished edits.

Viewers

As the viewer, non-author, you will find and see:

• Unpublished queries and their latest state.

• Published queries, which have no unpublished edits and the query as it currently is.

• Published queries, which have some unpublished edits and only their published part in the catalog with the

unpublished changes not visible.
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3.7 Differences between Publishing and Saving a Query

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Publishing and saving are different actions that have different effects on a query.

Queries are saved automatically as you edit, so there is no need to manually save a query. A new minor version of the

query is created every time it’s saved.

Publishing a query indicates that the query is mature enough to be shared and used by others. Publishing a query has

the following effects:

Publishing a query affects the following:

• The query’s version history

• The visibility of unpublished edits

• The query’s visibility in search results

• The visibility of the query overall

• The ability to schedule the query

These effects are described in more detail below.

3.7.1 Version History

Compose keeps track of the history of your changes to a query. As you work on unpublished changes to a query, a new

minor version of the query is created every time it’s saved. This enables you to easily revert back to an earlier version of

the query while you’re working on it. Only query editors and owners can see these minor versions.

Publishing a query creates a new major version of the query in the version history. Anyone who has access to the query

can see major versions in the version history. This lets you see what was different about a prior version of the published

query, so you can anticipate and understand why it might generate different results.

3.7.2 Unpublished Edits to Published Queries

When you start editing a query that’s already published, the changes are only visible to those with edit or owner access.

They become visible to users with view or run access once the query is re-published.

3.7.3 Search

When a query is published, it becomes easier to find in search results. Unpublished queries fall to the bottom of the

search results on the full-page search. The dedicated Query Search page only shows published queries by default. You

can select a toggle to see unpublished queries. Unpublished queries are clearly labeled as unpublished.

Filling out the title and description for a published query to make it easier to find.
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3.7.4 Visibility

Publishing doesn’t affect the ownership of a query or its sharing and access settings. However, if your Alation instance

is configured to hide unpublished queries, then publishing the query can make it visible to more users. The effects of

this depend on what version of Alation you have.

• For 2023.1 and later, see Unpublished Query Access.

• For 2022.4 and earlier, see Unpublished Query Visibility.

Note: Users who have access to your query can always clone it, and they will own the clone.

3.7.5 Scheduling

A query must be published before it can be scheduled. The execution of a scheduled query occurs offline, with no user

attending to it. An immature (unpublished) query could generate execution errors that cannot be recovered from.

3.8 Understanding Query Warnings

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation allows experts and admins to create and manage custom warnings for query writers.

These warnings are displayed when a query writer tries to execute a query without an important filter or with a wrong

JOIN clause. The query writer can decide to either introduce the suggested corrections or dismiss the warning and

proceed with running their query.

3.9 Upload Old Queries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can bring your old queries with you into Alation by uploading SQL files.

1. Select the correct data source from the left sidebar.

2. Scroll down to the bottom of the page and click Upload SQL Files.

3. Select the SQL file from your hard drive.
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3.10 Take Turns Editing a Query

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies starting from V R5 (5.9.x)

With Compose, you can edit a query together with other users. When you share editing access to a query, only one user

can edit the query at a time. In the top right corner of Compose, you can see who currently has editing control of a

query and use the provided buttons to claim or give up editing control of the query. The following examples illustrate

the process of taking turns editing a query.

Note:

The terms “author,” “collaborator,” and “editor” are used interchangeably to refer to a user who has been

given permission to edit a query. For more information about giving others edit access and what it enables

them to do, see:

• Share and Access Queries - 2023.1 and Later

• Share and Access Queries - 2022.4 and Earlier

3.10.1 Query Collaboration Flow Examples

Example One

A user creates a query and invites another user to be a collaborator, or author. As the query owner edited this query last,

they are still holding the edit control over the query. On the upper-right of the query page, there is the editing status

panel that shows the current edit status. If you are currently editing, it will say You’re editing. This means that you now

have the edit control. Button Done Editing on the toolbar can be used to release the edit control to other collaborators.

Example Two

While the owner is still editing, the invited author opens the query in Compose. They see that somebody else currently

has the edit control by checking the edit status on the upper right. The query is locked. They cannot edit or use any

actions that will change this query and all such buttons are disabled. To start editing, the author needs to claim this

query for edits. To do so, they can either wait for the co-author to release the edit control or Take Over, and the edit

control will be passed on to them on demand.

Taking over a query is only possible after the previous co-author is idle for 60 seconds. The Takeover & Edit button

will appear as inactive until that time.
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A co-author is currently editing: take over is disabled:

A co-author has edit control but is idle for at least 60 seconds. Takeover is active:

Example Three

This author chooses to take over and clicks Take Over & Edit. The edit control passes on to this user and the edit status

changes to You are editing for this user.
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Example Four

This author does a few edits and chooses to release the edit control. They press Done Editing to release it. The query

can now be taken over and edited by other collaborators. When no one is editing and no one has the edit control, the

button Edit Query is present on the editing status panel. The edit control can be claimed by any of the authors by

clicking Edit Query.

Note: If you see the Edit Query button on the upper right, this means:

• This query currently has several Authors

• No one is editing. Click Edit Query to claim the edit control.

No one currently has the edit control and any collaborator can take over:

Summary

If you assign collaborators - authors - to your query, they receive the edit rights to this query, and all authors can take

turns to change it. The query page will display the editing status on the upper right. If one author is currently editing,

the query becomes locked for other authors, and they will have to wait until the edit control is released or until they

can take over. The edits by the collaborators can be visible to all other collaborators almost instantly. A refresh of the

browser window is required if you are monitoring the edits in real-time. Changes by all authors will be available in

Query Version History with an indication of which user made the changes.

Different collaborators in Version History:
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3.10.2 Changing Query Titles in Catalog

Authors can change the query title in the catalog, too, but only if the query is not being edited at that moment by another

author in Compose.

Non-authors cannot change the title:

3.10.3 Authors in the Catalog

All current collaborators of a query are listed in the Authors field on the catalog page of this query. The query owner

and authors can also add/remove collaborators directly on the catalog page by clicking the Edit button that is shown on

hover-over next to the Authors field:
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3.11 Delete (Discard) a Query

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can delete (discard) queries directly in Compose.

To delete a query that’s open in Compose:

1. Click the More button.

2. Click Delete Query.

To delete a query that isn’t open in Compose:

1. Click Compose > Open Query.

2. Select a folder on the left.

3. Search for a query by name by entering text in Filter this list.

4. Select the desired query.

5. Click Discard on the bottom right.
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3.12 Custom DB Column Profile Preview

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.1

For a Custom DB data source, the Column Profile that you have run in the Catalog can also be made available as a

Column Profile preview in Compose.

Profiling V2 has to be enabled on the instance for the Column Profile preview to appear in Compose (alation.

feature_flags.enable_profiling_v2 = True).

To view the Column Profile:

1. In Compose left-hand navigation, click on a Column object.

2. Click the Previews tab of the Results area. The Column Profile will be displayed:

The Column Profile includes:

• The Column value stats

• The Value Frequency report that can be sorted by Frequency
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3.12.1 View Additional Information

To view more information about the column:

1. Click View More on top right of the preview. The Column Details info-box will open with details on:

• The number of distinct values in the column

• Top users

• Query executions that include this Column object

• Catalog Description field

2. To close and return to Compose, click Close.

3.13 Keyboard Shortcuts

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Yes! We have Hotkeys for both the desktop app and the browser version of Compose. It is important to notice that the

Hotkeys can differ depending on the browser you are using.

Desktop Keyboard Shortcuts

Action Mac Windows

New query CMD T, F7 ^T, F7

New query on same source CMD↔ T,↔ F7 ^↔ T,↔ F7

New window CMD N ^N

Close tab CMD W ^W

Open query CMD O ^O

Open SmartSuggest ^Space ^Space

Save query CMD S ^S

Save query as copy CMD↔ S ^↔ S

Run full query/Selection CMD R, CMD ENTER, F5 ^R, ^ENTER, F5

Switch to preview tab CMD P, F3 ^P, F3

Run current statement CMD↔ R, CMD↔ ENTER, ^↔ R, ^↔ ENTER,

Explain full query F6 F6

continues on next page
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Table 1 – continued from previous page

Action Mac Windows

Explain current statement ↔ F6 ↔ F6

Cursor to beginning of line ^A ^A

Cursor to end of line ^E ^E

Delete to beginning of line ^U ^U

Delete to end of line ^K ^K

Find CMD F ^F

Find and replace CMDOPT F ^+alt+F

Indent selected lines Tab, CMD ] Tab, ^]

Unindent selected lines ↔ Tab, CMD [ ↔ Tab, ^[

Toggle comments CMD / (un/comment line or selection) ^/

Toggle comment current statement OPTCMD / (un/comment current query)

Insert date CMD D ^D

bring focus/toggle sidebar CMD G ^G

Go to next SmartSuggest section ↔↓ ↔↓

(when SmartSuggest box is open)

Go to previous SmartSuggest section ↔↑ ↔↑

(when SmartSuggest box is open)

Go to line CMD L ^L

Next/Previous Tab CMD↔ [ or ], ALTCMD← or→ ^↔ [ or ]

Full-screen CMD ^F

Alls-Tables filter ALT F Alt F

All data search ALT↔ F Alt↔ F

Web Keyboard Shortcuts
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Action Mac Windows

New query F7 F7

New query on same source ↔ F7 ↔ F7

Open query CMD O ^O

Open SmartSuggest ^Space ^Space

Save query CMD S ^S

Save query as copy CMD↔ S ^↔ S

Run full query/Selection CMD R, CMD ENTER, F5 ^ENTER, F5

Switch to preview tab CMD P, F3 ^P, F3

Run current statement CMD↔ R, CMD↔ ENTER, ^↔ R, ^↔ ENTER

Explain current statement F6 F6

Cursor to beginning of line ↔ F6 ↔ F6

Cursor to end of line ^A ^A

Delete to beginning of line ^E ^E

Delete to end of line ^U ^U

Find ^K ^K

Find and replace CMD F ^F

Indent selected lines CMDOPT F ^+alt+F

Toggle comment current statement Tab, CMD ] Tab, ^]

Insert date ↔ Tab, CMD [ ↔ Tab, ^[

Bring focus to the editor CMD / (un/comment line or selection) ^/

bring focus/toggle sidebar OPTCMD / (un/comment current query)

Open Data Browser CMD D ^D

Open Query Browser

Open Article Browser CMD G ^G

Next/Previous Tab ↔↓ ↔↓

Full-screen ↔↑ ↔↑

Alls-Tables filter CMD L ^L

3.14 Quick Compose Navigation Tips

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

There are tips you can follow for faster navigation while writing queries in Compose. To navigate through lengthy codes

and subqueries in the Code Pane, you can hide and display, or code fold, SQL statements. There are also keyboard

shortcuts you can use to navigate Compose features.

3.14.1 Hide and Show SQL Code

With code folding, you can selectively hide or display parts of a query to view only those subsections you want to edit.

You can also hide single-line subqueries nested within SQL statements. This ability helps make lengthy SQL more

readable and easier to navigate.

You can click the caret between the row number and SQL code while editing your query in the Code Pane. When you

click the caret to hide a nested subquery, all child and grandchild subqueries will also be hidden. When you click the

caret to unhide a nested subquery, each child and grandchild subquery will still be hidden until individually selected to

display.
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3.14.2 Keyboard Shortcuts

In Compose, you can use several keyboard shortcuts (hotkeys) to facilitate your navigation.

To see the list of shortcuts:

1. In Compose, click Help in the upper-right corner.

2. Click Learn Hot Keys. . . to view the full list.

Here are the most common shortcuts:

Action Mac Windows

Open a query CMDO, OPTO Alt O

Save a query CMDS Ctrl S

Execute a query CMDEnter Ctrl Enter

Maximize the top panel (when writing a query) Minimize the bottom panel CMDM Ctrl M

Minimize the top panel

Maximize the bottom panel (when viewing results)

CMDU Ctrl U

Split the top and bottom panels evenly CMDJ Ctrl J

Navigate through a data source in the left panel ← ↑ ↓ → ← ↑ ↓ →
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CHAPTER

FOUR

DEVELOP QUERIES

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section discusses the following aspects of developing queries:

• Scheduling queries

• Working with query version history

• Cloning queries

• Previewing data as you work

• Creating and using query forms

• Using SmartSuggest and EagerSuggest

• Reusing filters and joins

• Options for running queries

• Query groups

• Using Excel Live Reports

• Sharing queries

4.1 Schedule Queries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can schedule a query to run automatically on a regular basis. At the specified times, the query will automatically

execute and generate a new results page.

This feature can be enabled or disabled by a Server Admin. See Enable or Disable Query Scheduling for instructions.

Starting in 2022.2, the latest results of the scheduled query will always be available at a persistent link. In addition, you

can share this persistent link with individual users and groups.

Starting in 2023.1, Server Admins can manage all scheduled queries using a dedicated dashboard. See Manage Scheduled

Queries for details.
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4.1.1 Prerequisites for Scheduling a Query

To schedule a query, certain prerequisites must be met:

• Only the query owner can set up the query’s schedule. Owners and Server Admins can change or disable the

schedule once it’s set up. Users designated as query authors can view the schedule but can’t change it.

• Queries must be published before they can be scheduled. If you edit a scheduled query without publishing the

change, only the latest published version will run on the schedule. If you unpublish a scheduled query, the schedule

will be disabled.

• You can’t schedule queries if transient credentials are enabled. With transient credentials, Alation doesn’t store

your data source credentials. This makes it so you have to enter your credentials every time a query is run.

4.1.2 Effect of Time Zones on Scheduled Queries

Times are shown according to your local time as determined by your browser and operating system but stored on our

server subject to the Daylight Savings Time policies in effect for most of North America, namely the United States,

Canada, and several island nations, including Bermuda and Cuba.

The implication of this is that on the second Sunday in March, the server clock will be advanced by one hour. On the

first Sunday in November, the server clock will be reverted back one hour.

4.1.3 Schedule a Query

The process for scheduling a query changed significantly in 2022.2. Follow the instructions for your version below.

Schedule a Query in 2022.2 and Later

Step 1: Enable the Query’s Schedule

1. Open the query in Compose.

2. In the toolbar, click the Schedule button.

Note: If the button is disabled:

• You may need to publish the query. Only published queries can be scheduled.

• You may not be the owner of the query. To check if you are the owner, in Compose click the More button,

then click Query Access and see if you have “Owner” to the right of your name. If you aren’t the owner,

you can ask the owner to schedule it or clone the query and then schedule the clone.

• Your administrator may have enabled transient credentials. You can’t schedule queries when transient

credentials is enabled.

The Scheduled Query Settings dialog opens.
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3. Click the Enable Schedule toggle. This enables the Schedule Settings section.

Step 2: Define the Schedule

1. Click the arrow in the Schedule Settings section.

2. Choose whether you want to use the simple or advanced scheduler:

• Simple Scheduler—You can choose to run the query:

– Hourly at a chosen minute within the hour

– Daily at a chosen time of day

– Weekly on a chosen day of the week and time of day

– Monthly on a chosen date and time

• Advanced Scheduler—You can define a complex schedule using a cron expression. See Cron Expressions

for help writing a cron expression. Once you’ve entered an expression, click Preview Schedule to see a

plain English explanation of the expression.

Important: A query schedule that’s too frequent may impact system performance. We recommend

that the time between the query’s runs should be at least double the query’s average execution time.

3. Click the Save button when you’re done setting the schedule.
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Step 3: Enter the Connection Settings

1. Click the arrow in the Scheduled Query Connection Settings section.

2. Choose a connection and user credentials the scheduled query will use to authenticate against the data source

whenever it runs. For help setting your connection, see Working with Data Source Connections.

3. Click the Save button when you’re done setting the connection. Compose will verify that the connection and

credentials work. If there’s a problem connecting, you’ll have to update the connection information.

Step 4: Share the Query Results

1. To share the latest results of the scheduled query with others, click the arrow in the Sharing Settings section.

2. For Page Title, enter the title you want to be displayed on the catalog page where the query results will be

available.

3. Under Your Master Scheduled Results URL you will see the persistent link where the latest results of the

scheduled query will always be displayed. The link will automatically be sent to users you select in this dialog,

but you can also click Copy Link if you want to easily paste it somewhere.

4. Choose whether to make the scheduled query’s results Public or Private.

5. Under Share Scheduled Query Results With, click the plus button, then search for a user or group you want to

share with.

6. Under Include a note (optional), add a message that will be included in the email sent to the people you’re

sharing with.

7. Click the Save button.

Step 5: Save the Schedule

Click Done to save the schedule settings.

Schedule a Query in 2022.1 and Earlier

1. Open your query in Compose.

2. On the toolbar, click Schedule. This will open the Schedule Query dialog. The Schedule button will only be

enabled if the query is published:

3128 Chapter 4. Develop Queries



Alation User Guide

3. The Turn on query scheduling checkbox is selected by default. Proceed to select values in the frequency, day

and time fields.

4. Check the connection parameters in the Selected Credentials section. If you want to change them for the

scheduled run, hover over Selected Credentials title to reveal the Change Credentials link and click it to open

the connection parameters:
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5. Under Choose a connection to <Data Source> and Choose a user on <Data Source>, specify the connection

parameters for this scheduled run:
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6. Click Test Connection to make sure the connection parameters you provided are valid.

7. Click Schedule to apply the schedule to the query. Note that the Schedule button has changed to Scheduled.

4.1.4 View the Current Schedule

Anyone with access to Compose can view a query’s schedule.

1. Open the query in Compose.

2. Hover over the Scheduled button. A popup will display the query’s current schedule.
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4.1.5 Edit or Disable the Schedule

To edit or disable the schedule in 2022.2 and earlier:

1. Open the query in Compose.

2. On the Compose toolbar, click the Scheduled button. The Scheduled Query Settings dialog appears.

3. To disable the schedule, click the Enable Schedule toggle at the top of the dialog. Disabling the schedule will

prevent the query from running automatically in the future, but will not stop the query if it is already in the process

of executing.

4. To edit the schedule, click the arrow in the Schedule Settings section. Set up your desired schedule by selecting

options from the provided menus, then click Save.

5. To edit the connection settings the scheduled query will use, click the arrow in the Scheduled Query Connection

Settings section. For help setting your connection, see Working with Data Source Connections. Click Save when

you’re done.

6. To edit the sharing settings, click the arrow in the Sharing Settings section. Change the settings as desired, then

click Save.

7. When you’re finished, click the Done button.

To edit or disable the schedule in 2022.1 and later:

1. Open the query in Compose.

2. On the Compose toolbar, click the Scheduled button. The Schedule Query dialog appears.

3. To disable the schedule, clear the Turn on query scheduling checkbox.

4. To edit the previous schedule, select the new frequency, day, and time values.

5. To edit the connection settings the scheduled query will use, edit the Choose a connection and Choose a user

sections.

6. Click Save.

4.1.6 View Your Scheduled Queries

You can see all scheduled queries you own in Compose.

1. Open Compose.

2. Click the Compose menu on the top left of the page.

3. Click Open Query.

4. Click Scheduled. You’ll see a list of all scheduled queries you own.

5. You can now use the provided buttons on the bottom right of the page to open the query in Compose, clone the

query, add it to a group, or discard it.
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4.1.7 Cron Expressions

This section gives a brief introduction to writing cron expressions for Compose’s advanced scheduler. Cron was originally

a utility developed for Unix-like systems to enable tasks to run on a schedule. There are now many implementations of

cron. Compose uses an implementation developed by Celery. This implementation is more limited than many others

but still provides a lot of power.

Cron expressions let you define complex schedules such as:

• Every Monday and Friday at 2am and 4am

• Twice a month on the 1st and 15th

• Every three hours on the weekends

The Expression

Each cron expression consists of five fields separated by a space. Each field specifies a different aspect of the schedule.

<minutes> <hours> <days-of-the-month> <months> <days-of-the-week>

As an example, the following cron expression would run at 12:30pm on the first day of every month.

30 12 1 * *

The Fields

The fields are described in the following table.

Field Allowed Values Allowed Special Characters

Minutes 0–59 , - * /

Hours 0–23 , - * /

Days of the Month 1–31 , - * /

Months 1–12 or JAN–DEC , - * /

Days of the Week 0–6 or SUN–SAT , - * /

Special Characters

The special characters let you enter lists, ranges, wildcards, and increments in your cron expression. The special

characters are described in the following table.

Special Character Purpose

, Comma Specifies a list of values.

- Hyphen Specifies a range of values.

* Asterisk Specifies all possible values for a field.

/ Slash Specifies every X increments of the given field. For example, 5/15 in the minute field

means minutes 5, 20, 35, and 50.
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Examples

Here are some more examples to help illustrate some of the syntax of cron expressions.

Example 1

Let’s say you want a query to run twice a month at 2:15am. You could use this cron expression:

15 2 1,15 * *

This cron expression will run at minute 15 of the second hour of the day, on the first and fifteenth days of the month,

every month, on any day of the week.

Example 2

Let’s say you want a query to run every three hours on weekdays. You could use this cron expression:

0 */3 * * MON-FRI

This cron expression will run at minute 0 every 3 hours, on any day of the month, every month, Monday through Friday.

4.2 Query Version History

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version V R4 (5.8.x)

Every time you publish or republish a query, Alation captures a historical version of this query and stores it in the Query

Version History that is available in Compose.

Note: Publishing a query is an action that makes this query accessible to users who search for queries using the

Published filter. Both unpublished and published queries can be found and viewed by Alation users, so publishing

in Alation does not signify “moving from private use to public use”. Publishing your query means you want it to

be promoted to the Published filter in the catalog, so that other users may know that it is a completed, working, and

trustworthy query.

4.2.1 Viewing Query Version History

To view Version History for a query,

1. Sign-in to Alation and open a query in Compose.

2. In the upper right-hand corner, click More and in the menu that opens, click Version History. The Version

History viewer will open. It lists all existing versions of the query in a panel on the left, newest on top. If a query

has not been published before, History will only include one item equal to the current unpublished query.

3. Select a version you want to view by clicking its title. The SQL body of the version will open in the preview area

on the right. Versions are read-only at this time.

4. To exit the Version History viewer, click Exit History in the upper right-hand corner of the screen.

Version History under More in Compose:
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Initial Version History - New Query:

Viewing Version History:

4.2.2 Working with Query Versions

We are designing toward multi-user query collaboration, but at this time, only query authors can take actions on a query

from the Version History viewer. The actions available to query authors are:

• Publishing

• Republishing

• Unpublishing a version

• Restoring an older version

Query viewers have read-only access to versions.

Publishing

Publishing is available for new unpublished queries and for previously unpublished queries. It creates a version that

will be stored in Version History. For example, publishing a new query for the first time will capture its first version;

and publishing a currently unpublished query that has already been published before will create its next version in the

History.

All published queries are filtered into the Publish Status filter in Alation Search. For details on searching and filtering,

refer to Search.
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Republishing

Republishing is available for published queries, which are edited. Republishing incorporates the new unpublished

changes into the next published version of the query and captures this latest version in Version History.

Unpublishing

Unpublishing can be applied to currently published queries. It makes the query unavailable through the Published filter

in Query Search. In History, it removes the Published label from the latest version.

Restoring

Restoring creates a new unpublished version from an older published version. By restoring an older version, you will

lose the latest unpublished changes to the query if there were any before you restored.

Important: Applies to V R5 (5.9.x)

If your query is published and scheduled, and you change it by restoring from an older version, in V R5 this action will

un-publish and un-schedule this query.

also see details on changes to publishing and scheduling in V R5:

What happens when I publish a query ?

How to Schedule a Query ?

4.2.3 Publishing and Republishing Using Version History

(Re)publishing is available in both Compose query editor and Version History viewer. For (re)publishing in Compose,

see What Happens When I Publish a Query ?

To publish your query from its Version History,

1. In Compose, create a new query or open your existing unpublished query.

2. In the upper right-hand corner, click More and in the menu that opens, click Version History. The Version

History viewer will open. The first item in the list of versions is your unpublished active query.

3. In the upper right-hand corner, click Publish to publish your query. A newly published version of the query will

be created.

Note: There can only be one currently published version of a query. Every time a query is changed and republished,

a newly published version is created, while the older version loses the label Published and moves down in the list of

versions.

If you are updating a previously published query, you can follow the same steps to re-publish the changes. Re-publishing

the query will also create a newly published version that will incorporate all the new edits.

Republishing using Version History:
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4.2.4 Unpublishing Using Version History

From Version History, you can unpublish the latest published version of a query. To unpublish,

1. In Compose, open Version History for your existing published query. The top item in the list of versions will be

this active published version.

2. In the upper right-hand corner, click the dropdown next to Published and in the menu that opens, click Set to

Unpublished. The latest published version of the query will be unpublished, which makes the query unavailable

through the Published filter in Query Search. It will move down in the list of history versions, and a new

unpublished active editable version will be created. It is identical to its parent version until you change it. The

previously published version will stay in History and will be available for restoring.

4.2.5 Restoring an Older Version

If necessary, you can restore an older version of your query as your latest active editable version. To restore a version,

1. In Compose, open Version History for your existing saved query. It can be both published or unpublished.

2. In the list of versions on the left, find and click the version you would like to restore. It will open in the right-hand

preview panel.

3. In the upper right corner, click Restore and in the menu that opens, click:

• Restore Only to restore the version without publishing. With this option, there will be no newly published

version of the query in the catalog after you restore.

• Restore and Republish to restore and republish the new version from the older one. The restored version

will be the currently active published version of the query.

4. Confirm restoring. This creates a new active version that is identical to the older version that was restored.

Note: Every time you restore, Alation creates a new version from the older version that is being restored. This older

version still stays in the History for reference.

Restoring:
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4.2.6 Related Topics

Comparing Versions in Query Version History

Saving Queries and Types of Query Versions

Undoing a Restore from Query Version History

4.3 Comparing Versions in Query Version History

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from Version V R5 (5.9.x)

In Query Version History in Compose, you can compare major versions. A major version is a query version that was

published.

4.3.1 Comparing Query Versions

To compare versions,

1. In Compose, open Version History for a query by clicking More. . . on the upper right then clicking Version

History.

2. The list of versions on the left will have the current query version selected. Select a different version if you want.

The query version you select will be one for the versions for comparison.

3. On the top toolbar, click Compare. The Compare Versions dialog will open.

4. From the list of versions, select the second version you want to compare. The name of the version you have

selected previously will be disabled.

Comparing Versions

Compare Dialog
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5. In the dialog, click Compare. The diff view of the two versions will open, and the differences will be highlighted

with color.

4.3.2 Diff View

The diff view always shows what is added or removed since the time of the oldest of the selected versions, so it does not

matter in which order you select the versions for comparison.

The top toolbar of the diff view area will tell you which versions are being compared. New additions are highlighted in

green. Deleted parts are highlighted in red and crossed out.

Which Versions are Compared?
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4.3.3 Actions Available to Authors in Diff View

As the query author, you will notice that there are actions available to you on the Diff view. The type of action will

depend on the version you have selected first in the Version History viewer.

• If you have selected the most recent, or Current, version that has unpublished edits, you will have the Republish

action.

• If you have selected an older major version, you will have the Restore action available right from the diff.

For details on republishing and restoring, see Query Version History (Beta).

Diff View Toolbar, when the current version with unpublished edits is selected first, Republish is available:

Diff View Toolbar, when on older version is selected first, Restore is available:

4.3.4 Related Topics

Query Version History (Beta)

Saving Queries and Types of Query Versions

Undoing a Restore from Query Version History

4.4 Saving Queries and Types of Query Versions

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from Version V R5 (5.9.x)

4.4.1 Autosaving

Compose now autosaves all edits to a query. This means you do not have to perform that Save action manually because

all your work is saved automatically.

Autosaving indicators in Compose:
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Autosaving creates a minor version of your query that will be added to Query Version History. A minor version is a

part of changes to your query that is captured by the autosave.

A manual save or a hotkey save will produce a minor version, too.

4.4.2 Major and Minor Versions in Version History

In Version History, users can see the details on how their query has changed over time. For the query author, Version

History displays both major and minor versions of a query.

A major version of a query is created when this query is published.

Minor versions are created when ongoing edits to a query are saved. In Version History, minor versions are grouped

under the major version or the current version.

Note: Minor versions, or unpublished autosaved edits, are only visible to query authors. Non-authors only see major

versions in Version History.

Minor and major versions in Query Version History:

4.4. Saving Queries and Types of Query Versions 3141



Alation User Guide

4.5 Undoing a Restore from Query Version History

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version V R5 (5.9.x)

It is possible to roll back a restore. To undo a version restore,

Click Undo on the This query is restored. . . banner that appears on the query page after you restore an older version.

You will return to the most recent version of the query.

4.5.1 Undo a Restore

If your query is published and scheduled, and you change it by restoring from an older version, this action will unpublish

and un-schedule this query.

4.6 Cloning Queries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from Version V R5 (5.9.x)

In Alation, you cannot jump in and edit somebody else’s query if you have not been invited to collaborate, but you can

clone a query as your own and edit your own copy. Both query authors and non-authors can clone a query.

Note: Clone is the new name of the Save As button from previous Alation versions that keeps the Save As functionality.

To clone a query,

1. Open a query in Compose. For non-authors, the Clone button will be available on the Compose toolbar. If you

are an author who has opened their own query, the Clone button will be under the More . . . menu on upper right.

2. Click Clone. Your copy of the query will be created.

Cloning (non-author):
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Cloning (author):

4.7 Previewing Your Data as You Work

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation allows you to see the scope of your data as you query it by displaying previews of your columns and tables as

you are working.

You can view the preview by selecting the Preview tab or by clicking on the table name in the query text. The columns

selected in your query will appear highlighted in yellow in the preview.

4.8 Query Forms

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

4.8.1 Use Query Forms

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.2

Compose queries can be viewed and run as query forms in the catalog. See Query Forms for an overview, including

details on how to access query forms. See Create a Query Form for help turning queries into runnable forms. Continue

reading in this topic for help on opening and using query forms.
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Open Query as Form

To open a query as a query form:

1. Open the Catalog page of the query.

2. On the top right of the query page, click Run Form:

3. The page of the query form that corresponds to the given query will open. The query form page displays the

Catalog field values from the query page, such as the Title, Description, Authors, other built-in and custom fields,

and the Data Quality Flags:
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Understanding the Query Form Page

The Catalog fields you see on the query form page are in fact the fields of the corresponding query object. When you

change a field value on the query form page, you modify this value for the query, and the changes will apply to the

Catalog page of the query. A query form is not an independent Catalog object.

The default fields on the query form page are:

Field Name Description

Title The Title of the query.

Description The Description of the query.

Authors The Authors of the query.

Tags List of Tags added to the query.

Relevant Articles List of Articles where the query is referenced using @-

mentions.

Properties
• Data Source: data source for which the query is

written

• Status: query status (Published or Unpublished)

• Created: date the query was created

• Last Saved: time the query was touched by the

user last: either edited or published

• Run Info: number of times the query form has

been executed and the user and time of when it

was last executed

Domains The Domain information for the query.

Note that you may see more fields on the query form page as your Catalog Admins may have added other custom fields
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to the query page template.

The ability to modify a field on the query form page depends on the role of the user and their access level to the query.

The query Owner and Authors can edit the Title and all fields on the page. Server Admins can edit the Authors field

even when they are not Authors. The query Owner, Authors, and Stewards and above can update the Description, add

or remove tags, and set Data Quality Flags. All users who can open the query form page can view the fields, such as

Properties, Relevant Articles, and assigned Domains.

Actions on the Query Form Page

The actions on the query form page are actions over the corresponding query:

1 - Star - You can favorite the query by clicking the Star option. Starring an object accelerates finding it in the Catalog:

when using Alation Search, you can filter the search results to only show Starred objects, which will give you a list of

your favorites in the Catalog.

2 - Share - You can share the form with other Catalog users. If you have the Author access level to the query, you can

share the query with either Viewer or Author access level.

3 - View Query Page - You can return to the Catalog page of the query.

4 - Open in Compose - If your role has permission to use Compose, you will be able to open the query in Compose.

5 - Endorse, Warn, Deprecate - If your role has permission to set Data Quality Flags, you can add and Endorsement,

Warning, or Deprecation on the query.

Run Form

You can run a query form and retrieve the results into the Catalog when:

• You have access to the required objects in the data source

• You have your own database credentials

To run a query form:

1. On the query form page, if you see a Filter Results section, enter or select any filters you would like to apply to

the form. If there’s an information icon, hover over it for information about the filters.

Starting in 2023.3.2, if there’s a Load Query button and a disabled multi-select picker, that means the multi-select

picker’s options are dynamically determined. You have to run a pre-query to load the options. Hover over the

disabled multi-select picker to see the query that will be used to determine the picker’s options. Click the Load

Query button to enable the multi-select picker and load its options. If you prefer, you can click Enter values to

enter your values manually. Don’t use the multi-select picker and manually entered values at the same time.

You can use the Clear Form button to remove any data you have entered and revert back to the form’s default

values.
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2. By default, the form will run with the last connection settings you used in Compose. Hover over the information

icon next to the Connection Settings button to see the current settings. To use different connection settings:

a. Click the Connection Settings button. The Connection Settings dialog opens.

b. Click the menu button next to Choose a Connection and choose the connection you want to use. When

you hover over the connection name, you’ll see the connection URI in a popup so you can be sure you’re

selecting the right connection.

Note: If you want to add or edit connection information, see Working with Data Source Connections.

c. Click the menu button next to Connect as (Select User) and select the user you want to connect with. If

you’re using SSO to connect, click the pencil icon next to the user. This will open the login screen for your

identity provider in a new tab.

d. Click the Set Active Connection button. Alation will attempt to connect using the selected connection and

user.

3. Click the Run button to run the form. The query form will start running, and you will see the Running indicator:

The results will be displayed in the Results area.
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Clear Form

You can clear the input from the Query Form by clicking the Clear Form button under the filter fields:

This action clears the current input in the filter fields on the form.

Cancel the Query Form Run

Click the Cancel button next to the Run button on the Query Form page when the query is still in progress:

This way of cancelling will result in a Canceled message under the corresponding statement:
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View the Results

All results retrieved by a user are displayed as a list under Workspace. The Workspace area stores the execution history

of the query form. Every time you hit the Run Form button, Alation retrieves a new result set.

You can view previous results by clicking on the corresponding execution timestamp in the list of results. If a query

form run fails, there will be a red warning indicator next to the failed result. The currently displayed result set will be

highlighted:
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If you click the Run Form button again after executing the form, it will reuse the entered credentials or token and will

not require re-authentication.

Pivot, Export, or Expand the Results

The results can be sent to a Pivot table, downloaded as a CSV file or expanded to view in full screen mode. Find the

corresponding controls on the top right of the result set:

4.8.2 Create a Query Form

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

With Alation, query writers can turn their queries into runnable forms by changing hard-coded values into variables.

Then other users can visit the resulting query form, enter their own values into the form, and run the query without

editing the SQL. This topic explains how query writers can add variables to their queries.

For help interacting with query forms, see the Use Query Forms topic.

The basic syntax for a query form variable is:

3150 Chapter 4. Develop Queries



Alation User Guide

${variable name | eg: example value | default: default_value | help: help text | type:

type}

For example, if an original query reads:

SELECT * FROM SNOWFLAKE_SAMPLE_DATA.TPCH_SF001.ORDERS

WHERE o_orderdate = '2021-01-01';

You could change the hard-coded date into a variable like this:

SELECT * FROM SNOWFLAKE_SAMPLE_DATA.TPCH_SF001.ORDERS

WHERE o_orderdate = ${order date | eg: 2021-01-01 | type: date | default: 2021-01-01 |

help: enter order date in YYYY-MM-DD format};

The corresponding query form would look like this:

In this example, order date is a variable which will be supplied by users running the query form.

Create Variables

Variables define what kind of values can be changed in the query filter. A variable can be changed every time a query is

rerun without rewriting the SQL code of the query.

Important: To define a variable, wrap it in ${}, for example: ${order date}

For example, in the query given below, the expression ${order date} is the variable that can be changed by users

when they run the query:

SELECT * FROM SNOWFLAKE_SAMPLE_DATA.TPCH_SF001.ORDERS

WHERE o_orderdate <= ${order date};
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The query form that corresponds to this query, will include the order date filter:

The filter on this query form is an input field for the variable defined in the query (order date). The name of the

filter field that users see when working with the query form is the variable defined in the query. You can use the actual

column name as the variable or make it descriptive.

Note: To use a Hive variable, use a backslash to escape the variable reference, for example:

SET x=777; SELECT ${\hivevar:x}

The backslash character tells Compose that this is not a query form variable. The backslash will be stripped from the

query before it’s sent to Hive for execution.

The variable can be further defined using a number of parameters, as described below.

Query Parameters

Parameters are helpful in providing a prompt of what kind of value should be entered into the input field for a variable.

Important: The variable name and each parameter should be separated with the pipe symbol: |

The parameter name and its value should be separated with a colon:

type: raw

For example:

SELECT * FROM SNOWFLAKE_SAMPLE_DATA.TPCH_SF001.ORDERS

WHERE o_orderpriority IN (${Priority | eg: '1-URGENT', '2-HIGH' | type: raw});
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The query form that corresponds to this query will look as follows:

The available parameters are:

• col Parameter

• eg Parameter

• help Parameter

• type Parameter

• default Parameter

col Parameter

Starting in Alation version 2023.3.2, the col parameter can be used to create a dynamic multi-select picker whose

options are supplied by a column that you specify. The column may be from any table that already exists, including

the target table for the current query. Provide the name of the column as the parameter value, for example: col:

schema_name.table_name.column_name.

Important: When using the col parameter:

• The type parameter is required.

• You must be using the IN or NOT IN operator in your query’s filter.

After you add the col parameter to the query, the multi-select picker on the query form will be disabled initially. To use

the query form, you must run a pre-query to populate the multi-select picker’s options. The pre-query will select the

distinct values that are present in the specified column at that moment. You can hover over the multi-select picker button

to see the pre-query that will be run.
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To run the pre-query and enable the multi-select picker, click the Load Query button. The multi-select picker will

become enabled, and its options will be populated from the results of the pre-query. You can then select options from

the multi-picker and run the query form.

To create a multi-select picker using static, predefined options that aren’t available in a column in your database, consider

using the eg parameter instead.

Syntax

col: schema_name.table_name.column_name

SQL Example

SELECT * FROM SNOWFLAKE_SAMPLE_DATA.TPCH_SF001.ORDERS

WHERE o_orderpriority IN (${Priority | col: SNOWFLAKE_SAMPLE_DATA.PRIORITIES.PRIORITY_

NAME});
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Limitations

• You can’t use both col and eg parameters in the same variable.

• If the pre-query has more than 100 results, only the first 100 will be available in the multi-select picker. When

this happens, a message will appear on the query form to warn you.

eg Parameter

The eg parameter can be used for:

• Defining example values to be displayed in the filter field on the query form

• Creating a multi-select picker with static predefined options

An alternative syntax for eg is e.g.. You can’t use both col and eg parameters in the same variable.

To define example values that will be displayed in the filter field, provide the desired text as the parameter value, for

example: eg: example text.

To create a multi-select picker, provide multiple example values in single quotes, separated by a comma, for example:

eg: 'example1', 'example2'. You must be using the IN or NOT IN operator in your query’s filter. The query

form will display a multi-select dropdown list along with the manual input field:

The multi-select picker is a convenience for selecting predefined options. You can still enter values into the query form

manually if desired.

To provide a multi-select picker with dynamic options that are defined by a column in your database, consider using the

col parameter instead.
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Syntax

• A single value:

eg: exampleValue

e.g.: exampleValue

• Multiple values:

eg: 'exampleValue1', 'exampleValue2'

e.g.: 'exampleValue1', 'exampleValue2'

SQL Example 1

SELECT * FROM SNOWFLAKE_SAMPLE_DATA.TPCH_SF001.ORDERS

WHERE o_orderdate <= ${order date | eg: 2021-09-12};

SQL Example 2

SELECT * FROM SNOWFLAKE_SAMPLE_DATA.TPCH_SF001.ORDERS

WHERE o_orderpriority IN (${Priority | eg: '1-URGENT', '2-HIGH'});
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Limitations

• You can’t use both col and eg parameters in the same variable.

help Parameter

The help parameter is useful for displaying a prompt for the query form filter in the Alation UI. If the help parameter

is present for a variable, then an Info icon will be displayed next to the input field. On hover-over on this icon, users will

see the text of the prompt.

Syntax

help: help text
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SQL Example

SELECT * FROM SNOWFLAKE_SAMPLE_DATA.TPCH_SF001.ORDERS

WHERE o_orderdate <= ${order date | help: Enter a value for "order date"};

type Parameter

The type parameter can be used for defining the data type of the variable. type accepts the following values:

• string (str)

• integer (int)

• date

• raw

Use type to specify the type of the variable for improved parsing, although you can leave it out. type: raw tells

Alation to take the variable input as is.

Syntax

type: typeValue

SQL Example

SELECT * FROM SNOWFLAKE_SAMPLE_DATA.TPCH_SF001.ORDERS

WHERE o_orderdate <= ${order date | type: date};

When the type is defined to be date, it will change the input field to be a date picker:
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The other types will result in a manual input field.

Note: When the type parameter is not present, Alation uses the type raw.

default Parameter

The default parameter can be used for declaring a default value for the input field of the variable. This value will

prepopulate the filter on the query form. It can be used in place of the eg parameter. If both are present, the default

value will take precedence.
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Syntax

default: defaultValue

SQL Example

SELECT * FROM SNOWFLAKE_SAMPLE_DATA.TPCH_SF001.ORDERS

WHERE o_orderpriority IN (${Priority | default: 1-URGENT});

Query Parameter Examples

Find more examples of parameterized queries in the table below:
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single value

SELECT * from order_history

WHERE customer_id = ${customer_id};

single value with like

SELECT * from order_history

WHERE col LIKE '${string}';

passing multiple values

SELECT * from order_history

WHERE customer_id in (${customer_id |

type: raw});

dates

SELECT top 10 * from order_history

WHERE my_date = ${my_date | type: date};

dates multiple values

SELECT top 10 * from order_history

WHERE my_date BETWEEN (${start_date |

type: date}) and (${end_date | type: date}

);

string values

SELECT * from order_history

WHERE customer = ${customer};

string multiple values

SELECT * from order_history

WHERE customer IN ${customer | type: raw};

static multi-select picker

SELECT * FROM snowflake_prod.rand_001.

orders

WHERE o_orderdestination IN (${State | eg:

'New York', 'Oregon', 'Texas', 'Utah'});

dynamic multi-select picker

SELECT * FROM snowflake_prod.xyz_001.

orders

WHERE o_orderdestination IN (${state |

col: snowflake_prod.xyz_001.states})

and

senderzip IN (${zip code | col: snowflake_

prod.abc_002.zipcodes});
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Sharing Query Forms

To share the SQL-free, runnable form of your query with other users, choose Share > Share as Form in Compose:

Query forms make queries into a self-service activity for those who can’t write their own queries. With query forms,

you can run a query many times using different filter options—without writing any code.

For example, you could have a query that gets data on a particular state for a given month. If you turn the query into a

query form, users could enter the state and month into a form and click a button to run the query using the information

they entered. They don’t have to edit the query.

Query forms are catalog pages where you can view a query, enter your filter options into a simple form, and run the

query using the values you entered. The query form results are only visible to the user who ran the form. See Use Query

Forms for details.

To create a query form, the query author adds parameters to the query using a special syntax. See Create a Query Form

for a description of the parameter syntax.

All queries can be viewed as a query form page, even if the query author hasn’t added any parameters to it. The user

won’t be able to enter any values, but they can still run the query.

4.8.3 Access and Permission for Query Forms

To see and use a query form page, you must have:

• Run access or higher to the query (see Share and Access Queries for more details on access levels and how to

change them).

• Credentials for the data source the query will run against (see User Authentication For Data Sources for more

help).

• The Explorer or Composer role in Alation, depending on your Alation version (see Roles Overview for more on

roles). You will need:

– The Explorer role in 2023.1 and later for Alation Cloud Service on our cloud-native architecture

– The Composer role in all other versions

4.8.4 More Information

For help creating and using query forms, see the following topics:

• Use Query Forms

• Create a Query Form
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4.9 Apply Code Completion While Writing

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Certain Alation features help you insert object names and SQL code as you type, which provide a convenient and quicker

way to write your query. With the drag-and-drop feature, you have the option to click on an object (schema, table, or

column) and drag it to the desired location in your query. Through SmartSuggest and EagerSuggest, Alation helps you

find and choose the right data objects to query by providing suggestions as you type

4.9.1 Insert Data Object Name

You can select a data object in the data browser and position its name into your query without copying and pasting or

typing the exact name.

Selecting which data object you want to insert while navigating the data browser is a useful way to write your query.

In Compose, drag an object (schema, table, or column) from the data browser and drop it into the desired location in the

Code Pane.

The name of the object is now placed into your query.
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4.9.2 SmartSuggest and EagerSuggest

An alternative to the drag and drop feature is SmartSuggest and EagerSuggest. Alation uses search intelligence to

suggest data object names and SQL code to insert into the Code Pane as you type. The suggestions when typing are

based on the popularity of the data, meaning how frequently it is queried across your organization. Alation learns this

from Query Log Ingestion and user behavior over time.

SmartSuggest provides suggestions after you start typing a few characters. EagerSuggest provides suggestions after you

enter a space but before you start typing. EagerSuggest can also provide suggestions right after using SmartSuggest to

insert into your query.

You will receive suggestions for the following when enabling SmartSuggest or EagerSuggest:

• Keywords

• Data objects—schemas, tables, and columns

• Joins

• Filters

• Identifiers

• Functions for select data sources on native connectors

Note: Functions can be suggested for the following data sources on native connectors: Azure, Hive, PostgreSQL,

SQLite, SQL Server, Teradata, and Vertica.

For PostgreSQL, Alation suggests both user-defined and built-in functions, and the functions are brought into

Alation during metadata extraction.

If you have given logical (human-readable) titles to your data objects, joins, and filters in Alation, you can enter those

titles into your query and SmartSuggest will make relevant suggestions.

Use SmartSuggest and EagerSuggest

In the example below, you can see that a user began typing the letters SE. In the SmartSuggest window, Alation suggests

a number of options that potentially predict what the user is trying to type.

Use your keyboard arrow keys or mouse to select an item from the list of suggestions. When you select a catalog object,

the Preview tab will immediately show information about that object. After selecting a suggestion, use the enter or tab

key to insert it into your query.
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Keyboard Navigation

Keyboard shortcuts help to navigate between suggestions in the SmartSuggest window:

• Left or Right arrow keys: Move to the left or right between the tabs.

Note: In versions before 2021.3, this should be done by using Shift-Up or Shift-Down key combina-

tions.

• Up or Down arrow keys: Move up or down the list of the suggested elements.

• Enter or Tab: Insert the currently highlighted suggestion. If no suggestion is highlighted, a line break or tab will

be inserted instead.

It is possible to configure the Compose settings to enable or disable the use of the tab key to insert suggestions. You can

also turn off keyboard navigation completely. In that case, you would only be able to interact with the suggestion dialog

with a mouse.

Disable or Enable SmartSuggest and EagerSuggest

You can turn SmartSuggest and EagerSuggest on and off at any time:

1. In Compose, click Settings in the upper-right. The Settings dialog will open.

2. Click the SmartSuggest tab.

3. To disable SmartSuggest, clear the Enable SmartSuggest checkbox. To enable it, select this checkbox.

Note: You must enable SmartSuggest for EagerSuggest to work.

4. Use the Enable Eager suggestions checkbox to enable or disable EagerSuggest.

5. Click Apply.
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Set the Suggestions List Length

Applies to versions 2021.3 and later

It is possible to adjust the size of the suggestion window to be 5, 10, or 15 items in a category. If there are more items

in the list than the selected number, you will need to scroll up or down to view them all. This setting applies to both

SmartSuggest and EagerSuggest.

To set the size of the suggestion list:

1. In Compose, click Settings in the upper-right corner of the page. The Settings dialog will open.

2. Under SmartSuggest Modal Size, select the number of items you wish to be visible in the suggestion list for

both SmartSuggest and EagerSuggest. The preview area on the right shows what the adjusted list will look like.

3. Click Apply once you have chosen the size. .

4.10 Reusing Filters and Joins

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation learns from you every time you run a query. If you join tables or use a data expression, Alation will automatically

pick it up and enable you to save it for quick reuse.

On the table Catalog page, all previously used JOIN clauses are on the Joins tab. Data expressions are on the Filters

tab.
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Any filter or join can be saved and named for quick reuse in Compose.

For example, another user saved the filter northeast to include a set of Northeastern states:

Now you can type the term northeast instead of manually typing out each state and risk using the wrong definition.

Saved filters allow analysts to save time and enhances the accuracy of your data.

4.10. Reusing Filters and Joins 3167



Alation User Guide

4.11 Run Options

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

When working on a query in Compose, you have several options for running your query:

• Run all statements in the query at once

• Run the selected text

• Run the query as a script

4.11.1 Run All Statements at Once

Clicking the Run button in the query editor will submit each statement, one at a time, to the database. You can also

click the arrow in the Run button and select Run Full Query from the dropdown menu.

4.11.2 Run Selected Text

Highlighting a section of your query and clicking Run allows you to execute a select part of your code. In other words,

highlighting will limit the query run to the selected section. If a section is highlighted, a Run Selected Text option will

appear in the Run dropdown menu.
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4.11.3 Run as Script

Running a query as a script can only be done on SQL Server. It submits all the text as one script and should be used for

SQL variables, volatile tables and User-defined Functions (UDFs).

To run a query as a script, click the arrow in the Run button and select Run Full Query as Script from the dropdown

menu.

4.12 Viewing Query Revision History

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you have saved a query you can access all past revision history of your code by selecting the History tab. You can

narrow your search by date or search for a specific attribute, table, or clause.

4.13 Query Groups

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Query groups are an optional feature to help you find and organize your queries in Compose. Query groups are personal

to you and cannot be shared.
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4.13.1 Create a Query Group

To create a query group:

1. Click Compose > Open Query.

2. Click By Query Group.

3. Click the plus sign to create a group.

4. Name the group.

4.13.2 Add a Query to a Query Group

To add a query to a query group:

1. Make sure the query has been saved.

2. Click Compose > Open Query.

3. Select a folder on the left.

4. Search for a query by name by entering text in Filter this list.

5. Select the desired query.

6. In the bottom right corner, click Add Group.

7. Click Select a query group to add. A list of your groups will appear.

8. Select the desired query group.

4.13.3 Find a Query in a Query Group

To find a query in a query group:

1. Click Compose > Open Query.

2. Select By Query Group on the left.

3. In 2023.3.1 and later, you can sort the list of query groups. By default they are sorted by most recently updated.

Click Updated date and select how you want to sort your query groups.

4. Select the query group.

5. Search for a query by name by entering text in Filter this list.

6. Select the desired query.

4.13.4 Remove a Query from a Query Group

To remove a query from a query group:

1. Click Compose > Open Query.

2. Select a folder on the left.

3. Search for a query by name by entering text in Filter this list.

4. Select the desired query.

5. In the query details on the right, hover over the name of a query group and click the X icon that appears. The

query will be removed from that group.
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4.13.5 Rename or Delete a Query Group

To rename or delete a query group:

1. Click Compose > Open Query.

2. Select By Query Group on the left.

3. In 2023.3.1 and later, you can sort the list of query groups. By default they are sorted by most recently updated.

Click Updated date and select how you want to sort your query groups.

4. Select the query group you want to rename or delete.

5. To rename the query group, click the pencil icon, then change the name. Press enter or click away from the name

to save the change.

6. To delete the query group, click the trash can icon. A confirmation dialog will appear. Click OK to delete the

query group.

4.13. Query Groups 3171



Alation User Guide

3172 Chapter 4. Develop Queries



CHAPTER

FIVE

WORK WITH QUERY RESULTS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section describes steps for managing, using, and sharing query results.

5.1 Save Query Results

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Each time you run or execute a query, Alation saves (caches) the results and makes them available in the catalog. Alation

deletes the results after seven days by default, unless you take action to preserve them permanently. For more information

about saving, deleting, and preserving query results, see below.

5.1.1 Save Query Results

Alation automatically saves the results anytime you run a query and anytime a scheduled query is executed.

Alation has an upper limit on how much data can be saved for a given query result. The upper limit is 16 MB of data by

default. Data in excess of the limit will not be saved. When downloading query results, only saved data that’s under the

limit will be downloaded.

To change the upper limit, see Configuring Query Result Size. To control the ability to export and download results, see

Manage Access to Data Export and Download.

5.1.2 Delete Query Results

Alation automatically deletes all saved results after seven days by default. To prevent query results from being deleted

automatically, see Preserve Query Results Permanently below.

The length of time before results are automatically deleted is configurable by a Server Admin. Admins can also delete

previously saved query results. See Managing Space: Purge Query Results.
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5.1.3 Preserve Query Results Permanently

If enabled by an admin, you can preserve query results permanently so they aren’t deleted. To preserve query results

permanently:

• Click the Preserve Data link on the Results tab in Compose.

or

• Click the Preserve Data button on a query results catalog page.

Note: If the Preserve Data button or link is not visible, it may be because:

• The ability to preserve query results has been disabled by an admin.

• You clicked the button or link already, so your query results are already saved.

• An admin has made it so query results are preserved automatically if they’re under a certain size, and your results

qualified.

Admins can configure this feature in different ways:

• Admins can make it so query results below a certain size are automatically preserved. See Managing Space:

Purge Query Results.

• Admins can disable the ability to preserve query results. See Manage Preservation of Query Results.

• Admins can delete old query results that have been previously preserved. See Managing Space: Purge Query

Results.

5.2 Results of Scheduled Queries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

When you schedule a query, you will be notified by email when the query starts to run and when your results are ready.

Follow the link in your email to view the catalog page with your query results.

The results of scheduled queries are subject to the same rules described in Save Query Results.

If your result set is larger than the configured maximum size, you will need to export your results to get the entire

result set. However, exports cannot be scheduled because computers don’t support offline downloads. See Export and

Download Query Results for help exporting your results.

5.3 View Query Results History

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation saves your query result history, but your results may expire after a certain amount of time. See Save Query

Results for information about how results are saved.

To view previous query runs:

1. Click the Results tab. Sub-tabs will appear, labeled with the date of each run.
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2. Select a sub-tab to view a previous run.

5.4 Building a Pivot Table

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation enables you to analyze your results in a pivot table.

Start by selecting the Pivot button after you run your query.
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Select columns from the drop-down menus for Agg., Value, Columns, and Rows. The menus are auto-populated with

all the possible columns belonging to the table.

5.5 Copy the Query SQL Code From the Results Pane

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can copy the SQL code behind the query results from the SQL tooltip in the Results panel:

To copy:

1. In Compose, on the Results pane for a query result, click the SQL button to display the SQL code of the query

statement in a tooltip.

2. Select the content on the tooltip and copy it to the buffer.
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3. Click anywhere outside of the tooltip to close it.

4. Paste the copied SQL to a query tab in Compose or to an editor of your choice.

5.6 Embedding Results in an Article

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

As with any object in Alation, you can embed your query results in an article.

After you run your query, open the results in the catalog:

Enter a title to name and save the results catalog page:
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After the results are saved, you can @-mention the results catalog page title to find and embed your results.

5.7 Share Query Results

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Every time you run or execute a query in Compose, Alation creates a new results tab in Compose and a new results

page in the catalog. You can visit the results page by going to the Results tab in Compose and clicking More > View in

Catalog.

The results in Compose and in the query results catalog page are by default only visible to the user who ran them. If

sharing is enabled by an admin, you can share the query results catalog page with other users. They’ll get an email with

a direct link to the results page and can also discover the results page using Alation’s search.

Note: By default, query results expire after a certain amount of time. After that time, the results disappear from the

Compose Results tab and the results catalog page. If enabled by your admin, you can choose to preserve query results

so they don’t expire. See Save Query Results for more information.

Alation admins can disable or limit the ability to share query results. See Manage Sharing of Query Results.

There are multiple ways to share your query results:

• Share from Compose

• Share on the execution results catalog page

• Share by scheduling the query

• Share results by sharing the query

These ways of sharing query results are described in more detail below.
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5.7.1 Share Query Results in Compose

In Compose, click More > Share in the Results tab.

Use the Sharing settings dialog to choose who to share the query results with. See Sharing Settings Dialog below for

more help.

5.7.2 Share Query Results in the Catalog

On the query results catalog page, click the Sharing lock icon.

Use the Sharing settings dialog to choose who to share the query results with. See Sharing Settings Dialog below for

more help.
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5.7.3 Share Query Results by Scheduling the Query

When you schedule a query to run automatically, you can also share the results of the scheduled runs. See Schedule

Queries for more information.

5.7.4 Share Query Results by Sharing the Query

In versions 2022.4 and earlier, you can choose to automatically share all your query’s results whenever you share the

query itself with someone else. See Sharing Queries in Compose and Granting Access and Sharing Queries in the

Catalog for details.

In 2023.1 and later, it’s not possible to share all a query’s results automatically. Instead, you must share each set of

query results individually using one of the methods described above.

5.7.5 Sharing Settings Dialog

When you share query results through Compose or the catalog, the Sharing settings dialog appears. The dialog has

several sections.

Direct link to this page

The address of the query results page appears at the top of the dialog. You can copy and share this link. Users who

haven’t been granted access will not be able to see the results, but they will see a Send access request button. This

button will send an email to you indicating that the user would like you to share the query results with them.

Title

You must add a title in order to share the query results. Adding a title enables users to find the results through Alation’s

search feature, if the results have been shared with them.

Visibility

Query results can be shared publicly or privately.

• Public means everyone can see the query results as long as they have access to the underlying data source and

view access to the query itself.

• Private means only the individuals or groups you specify can see the query results.

If the Public option is disabled, that means an admin has limited sharing to private only.

Share with these users

Enter a user’s name or email address, or enter a group name. If the visibility is private, only these users and groups will

have access to the results. They’ll also get an email with a link to the results page. If the visibility is public, everyone

will have access, and the chosen users and groups will get the email notification.
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5.8 Export and Download Query Results

The topics in this section explain how to export and download your query results from Compose into various formats.

Anytime you run a query, a limited set of the results is automatically saved on a temporary basis. You can download

these limited saved results from various places in the catalog.

To get more data in your results, you can export the query results instead. Exports are limited to 100 million rows, giving

you a potentially much larger data set. Query results can be exported to a file in CSV, TSV, pipe-delimited, or XLSX

format or exported directly into Tableau or Plot.ly.

With the Excel Live Reports feature, you can link a query to an Excel spreadsheet. Spreadsheet users can then execute

the query and get the latest results directly in their spreadsheet.

See one of the following topics for more information:

• Download Query Results

• Export to CSV, TSV, pipe-delimited, or XLSX format

• Export to Plot.ly

• Export to Tableau

• Excel Live Reports

These features may be enabled or disabled by an Alation administrator. See Manage Access to Data Export and

Download.

5.8.1 Download Query Results

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Download refers to the ability to save results that have already been stored in Compose from previously run queries.

This is available through:

• The Download Excel Live Reports option under the Share button in Compose.

• The Download button on the Results tab in Compose.

5.8. Export and Download Query Results 3181



Alation User Guide

• The Export button that appears above tables on execution result pages, query form pages, and the Samples tab of

table catalog pages.

• The Download Result Table link on execution session pages.

Stored query results may not include the full results and may expire. See Save Query Results for more information.

These features may be enabled or disabled by an Alation administrator. See Manage Access to Data Export and

Download.

5.8.2 Export Query Results To a File

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

When you execute a query, Alation has an upper limit on how much data can be stored and displayed in Alation. To get

more data in your results, you can export the query results instead. Exports are limited to a million rows, giving you a

potentially much larger data set.

Exported data is downloaded directly to a file on your computer. You can export to the following formats:

• CSV

• TSV

• Pipe-delimited

• XLSX

These features may be enabled or disabled by an Alation administrator. See Manage Access to Data Export and

Download.
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To export the results of a query:

1. In Compose, open a query and click on the arrow next to the Export button.

2. Click the format you’d like to export: CSV, TSV, pipe-delimited, or XLSX.

3. If you’d like to export the results for only part of the query, you can select the text you’d like to run.

4. Click the arrow next to the Export button again and choose how you’d like to run the query:

a. Run & Export Full Query—This option is available if you haven’t selected any text in the query. Each

statement in the query is executed one at a time, and the results of all statements are exported. This is

the default action that takes place if no text is selected and you click the Export button without using the

drop-down arrow.

b. Run & Export Selected Text—The selected part of the query is executed, and the results are exported.

This is the default action that takes place if text is selected and you click the Export button without using

the drop-down arrow.

c. Run & Export Current Statement—Only the current statement is executed, and the results of that statement

are exported.

d. Run & Export as Script—For SQL Server data sources only, the entire query is submitted and run as one

script. This option should be used for SQL variables, volatile tables, and user-defined functions (UDFs).

5. The query will begin processing, and the export file is downloaded to your computer when it’s done. A limited

set of the results also appears in the Results tab, just like they do when running a query without exporting.

Note: Depending on your Alation version and configuration, you may get notifications in the bottom right corner

of Compose when the export starts and ends along with periodic progress notifications.

Export Notifications

Starting in 2023.3 and later releases, Compose can show notifications indicating the status of the export. Compose

checks with the data source for the status of the export every five seconds.
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Notifications for Export Completion

Applies to 2023.3 and newer

Compose always shows a notification in the bottom right corner when an export finishes along with how many rows of

data were exported.

Notifications for Export Start and Progress

Applies to 2023.3.1 and newer

You can configure Compose to show a notification when exports begin, as well as periodic progress notifications showing

how many rows have been exported so far. Progress notifications appear every five seconds.

To enable the start and progress notifications:

1. In Compose, click Settings in the top right corner.

2. Click the Other tab.

3. Enable the Show export Start/Progress notifications toggle.

Notifications for Export Stuck and Failed

Applies to 2023.3.1 and newer

Compose checks on the status of the export every five seconds. If the export stays at the same row count for three checks

in a row, Compose displays a message indicating that the export appears to be stuck. After three more checks with no

change, Compose stops the export and displays a message indicating the export has failed.

5.8.3 Export Query Results to Plot.ly

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation integrates directly with Plot.ly so you can easily send your query results to the tool for creation of plots,

visualizations, and dashboards.

Plot.ly must be enabled on your company’s instance of Alation. If you don’t see it listed and are interested in this

integration, contact your Alation Server Admin.

Enabling Plot.ly Export

The role of a Server Admin is required for enabling export to Plot.ly. If storing created visualizations is desired, an

account with Plot.ly will also be necessary.

Enabling of Plot.ly exports is completed by a Server Admin within the Alation Catalog UI:

1. Select the Settings icon on the upper-right area of the page.

2. Select Miscellaneous in the Server Admin section.

3. Toggle the Plot.ly Integration slider to the On position.
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4. If storing or associating visualizations with Plot.ly account is desired, enter the Plot.ly instance URL in the field

to the right.

5. From the drop-down, select the Plot.ly version desired for export.

Downloading to Plot.ly

In Compose, select the down arrow on the Download button in the Results pane.

Clicking on Plot.ly will trigger a new tab to open in your browser. Your results will be automatically uploaded, so you

can start building your plot immediately.
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5.8.4 Export Query Results to Tableau

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation integrates directly with Tableau Desktop so you can easily send your query results to the tool for creation of

plots, visualizations, and dashboards.

In order to export to Tableau, the setting must be enabled on your company’s instance of Alation. If you don’t see it

listed and are interested in this integration, contact your Alation Server Admin.

Enabling Tableau Export

An Alation Server Admin with access to the backend of the Alation server is required for enabling export to Tableau.

Users will need a Tableau Desktop license to use this feature.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

You can use the following command on the host server - from inside the Alation shell by a user with sudo permissions.

Setting the value:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Set the parameter for Tableau Web Data Connector:

alation_conf tableau.wdc.enabled -s True

4. Refresh the page to see the change enabled.

3186 Chapter 5. Work with Query Results



Alation User Guide

Downloading to Tableau

In Compose, select the down arrow on the Download button in the Results pane.

Clicking on Tableau will copy your access code for the query results to the clipboard. From there, open a new workbook

in Tableau Desktop. For your datasource, select Web Data Connector.

Your Web Data URL is: <YourAlationURL>:port/tableau/wdc/. Next time you return, select the URL under Recent

Connectors on the Web Data Connector page.

On the page that follows, paste the access code you copied from Alation:

• For Mac: CMDV

• For PC: CTRL V

You can now start building your visualization using your query results.

5.8.5 Excel Live Reports

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Excel Live Report Walkthrough video: Excel Live Report Walkthrough

Excel Live Reports are a refreshable XLS workbook backed by a connection to a query that can be updated from in

Excel with a single click.

Found under the Share button in Compose, this feature allows you to unite the Alation query writing and cataloging

capabilities with Excel’s formulas and charting to explore data more deeply on your own, or to share results with your

colleagues so they’re empowered to be truly self-service when they want the most up-to-date numbers (so your boss

who neither knows SQL nor even has a username for the DB can see the latest figures without bothering you)!

To use Excel Live Reports, follow these steps.
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Step 1: Open the Query

Go to a query that you would like to publish to the Excel Live Report.

Step 2: Execute the Query

View a preview of your results.

Step 3: Save and Share to Download the Excel Live Report

Save the query then click Share > Download Excel Live Report. Your query will re-execute.

Step 4: Create the Excel Live Report

To create the Excel Live Report, you must first establish a connection to the data source.

In 2022.1 and up:

1. To learn more about Excel Live Reports, hover over the information icon.

2. Click the menu button next to Choose a Connection and select the connection you want the Excel Live Report to

use. When you hover over the connection name, you’ll see the connection URI in a popup so you can be sure

you’re selecting the right connection.

Note: If you want to add or edit connection information, see Working with Data Source Connections.
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3. Click the menu button next to Connect as (Select User) and select the user you want the Excel Live Report to

connect with.

4. Click the Download button.

Before 2022.1:

1. Set the connection.

2. Set user database credentials.

3. Show test connection to test if the credentials work.

4. Download the Excel Live Report from there.

Step 5: Open the Excel Live Report

1. In Excel, click Enable Content:

2. Navigate to the Data tab and click Refresh All to view results:

3. Enable data connections in settings.

4. To open the query in Alation, click the link in the top row of the Excel spreadsheet.
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Step 6: Edit the Query

You can now edit the query in Compose and refresh the results from within Excel.

1. In Compose, edit and save your linked query.

2. In Excel, navigate to the Data tab and click Refresh All to update your results in the spreadsheet.

5.9 Configure Query Results

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This section has instructions for configuring various aspects of query results.

5.9.1 Configure Query Result Row Limit

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.3

As a Compose user, you may want to change the number of rows visible in the query execution results in Compose. By

default, Alation limits execution results to 1,000 rows; however, each user has the ability to change this number to 1,000,

5,000, 10,000 or 50,000.

When a user has moved through all the rows in the result set, the results pagination will stop:
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Note: The execution results only display 100 rows at a time. You must move through all the rows to fully cache the

results.

In order to retrieve more rows, configure the query result row limit using the Maximum # of rows in query result

parameter in Compose Settings.

Set the Maximum Number of Rows in Query Results

Perform the steps below to adjust the query result row limit:

1. Log in to Alation and open Compose.

2. On the upper-right of the page, click Settings to open Compose Settings:

3. In the right-hand area, click the Results tab to open it:
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4. In the Truncation section, change the Maximum # of rows in query result to the desired value:

5. Click the Apply button on the bottom-left to save the changes.

6. Refresh the browser page or re-run the query to take advantage of the change.

Sorting Execution Results

When a large number of rows is selected, the execution results will still cache the first 1,000 rows and display 100 rows

at a time. When the user chooses to view the rows above the first 1,000, then the next 1,000 will be cached.

For example, if a user goes to rows 1,001 to 1,100, Compose will cache 2,000 rows in all (the first 1,000 at the query

execution time and the second 1,000 after the user clicks to view more than the first 1,000 rows). If the maximum

number of rows is set to a value higher than 1,000, the caching of the execution results will affect sorting.

Sorting is based on the rows that are cached. For example, the next 1,000 rows (1,001-2,000) will only be cached when

the user uses the result pagination controls to view rows 1,001-1,100. Sorting will be based on the rows cached, in this

case, 2,000 rows.

This remains true for each 1,000 rows as they are viewed using the Compose controls. The full result set will be sorted

after the user has cached the full result set.
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5.9.2 Configuring Query Result Size

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version V R5 (5.9.x)

Some of the Compose queries can generate oversized result tables, and may even reach the query execution result size

limit. In this case the query results will only be partially retrieved into the result table in Compose.

Note: The full results can still be viewed in the query data export.

If analysts need to run or schedule queries producing large result tables that are trimmed by the default size limit, the

result size can be increased in Compose Settings section of Admin Settings. The result size is increased by allowing

more space on the Alation server for storing the result tables.

This action requires the role of a Server Admin.

To increase query result size,

1. Log in to Alation and in the upper-right corner, click the Admin Settings icon to open the Admin Settings page:

2. In the Admin Settings area, click Compose Settings.

3. On Compose Settings tab, find the parameter Maximum Result Size in Megabytes. The default value is 16 MB,

but you can increase this value to the maximum of 100 MB. You can start by doubling the default size and setting

the limit to 32MB.

4. On top right, click Save changes to apply the change.

Increasing the result size limit will allow more rows to be retrieved by queries in Compose.

Large execution results may take time to load. If that is the case, you will see the streaming results message on both the

results pane in Compose and on the result table and query form pages in the catalog. Until the query is complete, the

export functionality will not be available.

Query results still loading in catalog, export disabled:
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In Compose, there is also a counter of rows that are loaded so far.

Streaming large results in Compose:

Note: Depending on your Alation instance setup, increasing the result size limit may cause a decline in Alation

performance when multiple users simultaneously run queries which render large result sets.
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5.9.3 Manage Preservation of Query Results

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

By default Alation allows users to permanently save query results. You may want to disable this ability in order to

comply with your organization’s security and privacy policies.

When this ability is disabled, the Preserve Data button and link will no longer be available on the Results tab in

Compose or on query results pages in the catalog. Results that have already been permanently saved will not be deleted.

To delete previously saved results, see Managing Space: Purge Query Results.

In 2023.3 and newer, Data Source Admins can disable permanent saving of query results for individual data sources. In

2023.1.7 and older, Server Admins can disable permanent saving of query results for the entire catalog.

The steps for enabling or disabling this feature depends on the version of Alation.

2023.3 and Newer

Data Source Admins can control the ability to permanently save query results for individual data sources:

1. Go to the data source settings page:

a. Click on Apps > Sources.

b. Click Manage Settings, then click the wrench icon for the data source.

2. Click the Compose tab if there is one (OCF data sources), otherwise click the General Settings tab (native data

sources).

3. Find the Allow Preserve Query Execution Results toggle and click it to enable or disable it.

2023.1.7 and Older

Server Admins can disable permanent saving of query results for the entire catalog.

Alation Cloud Service customers can request this change by submitting a ticket to Alation Support.

Server Admins for on-premises (customer managed) instances of Alation can use the instructions below:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. To disable the ability to permanently save query results, enter the following command:

alation_conf alation.compose.results.caching.enabled -s false

To enable the ability to permanently save query results, enter the following command:

alation_conf alation.compose.results.caching.enabled -s true

4. Exit the Alation shell:

exit
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Upgrading to 2023.3

Upon upgrading to 2023.3 or later, the alation.compose.results.caching.enabled setting in alation_conf will

no longer be used. All data sources will have the Allow Preserve Query Execution Results toggle automatically set

based on the value of alation.compose.results.caching.enabled at the time of the upgrade:

• If set to true (this is the default), then Allow Preserve Query Execution Results will be enabled for all data

sources.

• If set to false, then Allow Preserve Query Execution Results will be disabled for all data sources.

After the upgrade, Data Source Admins can freely enable or disable Preserve Query Execution Results for each of

their data sources. See above for instructions.

5.9.4 Manage Sharing of Query Results

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

By default query results are private to the person who ran the query. Query results can be shared publicly or privately.

• Public means everyone can see the query results, as long as they have access to the underlying data source and

view access to the query itself.

• Private means only the individuals or groups you specify can see the query results.

Based on your organization’s policies, you may want to disable public sharing or query results or disable sharing

completely.

In 2023.3 and newer, Data Source Admins can control how query results are shared for individual data sources. In

2023.1.7 and older, Server Admins can control how query results are shared the entire catalog.

Sharing settings apply anywhere query results can be shared:

• In the Results tab in Compose

• On the query results catalog page

• On the Scheduled Query Settings modal

The way to manage sharing of query results depends on the version of Alation.

2023.3 and Newer

Data Source Admins can control how query results are shared for individual data sources:

1. Go to the data source settings page:

• Click on Apps > Sources.

• Click Manage Settings, then click the wrench icon for the data source.

2. Click the Compose tab if there is one (OCF data sources), otherwise click the General Settings tab (native data

sources).

3. Find the Query Result Sharing section and choose what level of sharing you’d like for this data source.

• No Sharing Allowed—The sharing option will be completely disabled everywhere. Query results will

always be private to the user who ran the query.

• Allow Private Sharing Of Compose Results only—The Public sharing option will be disabled everywhere.

Query results can still be shared privately with specific users or groups.
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• Allow Private and Public Sharing Of Compose Results—The Public and Private options will both be

enabled everywhere. This is the default.

2023.1.7 and Older

Alation Cloud Service customers can request this change by submitting a ticket to Alation Support.

Server Admins for on-premises (customer managed) instances of Alation can use the instructions below:

1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Click Compose Settings.

3. Click the Allow Public Sharing Of Compose Results toggle to enable or disable public sharing.

Upgrading to 2023.3

Upon upgrading to 2023.3 or later, the global Allow Public Sharing Of Compose Results toggle in the Admin Settings

will be removed and will no longer be used. All data sources will have the Query Result Sharing setting automatically

set based on the value of Allow Public Sharing Of Compose Results at the time of the upgrade:

• If the toggle is enabled (this is the default), then Allow Public Sharing Of Compose Results will be set to Allow

Private and Public Sharing Of Compose Results for all data sources.

• If the toggle is disabled, then Allow Public Sharing Of Compose Results will be set to Allow Private Sharing

Of Compose Results only for all data sources.

After the upgrade, Data Source Admins can freely set Query Result Sharing for each of their data sources. See above

for instructions.
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CHAPTER

ONE

GOVERNANCE APP

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Alation’s Data Governance App allows for a comprehensive view and management of the various aspects of data

governance at an organization. Stewards can use the Governance Dashboard, Workflow Center, Policy Center, and the

Stewardship Workbench in order to further drive their governance initiatives. The Data Governance App is priced and

packaged separately from the Alation Data Catalog. Contact your account manager to learn more about pricing and

licensing for the Data Governance App.

Catalog growth and the curation effort can be tracked through the Governance Dashboard. Configuration and management

of workflows in the Workflow Center ensures auditability and transparency of approval processes across the catalog.

Security and compliance objectives are maintained through visibility into how policies are mapped to data in the Policy

Center. All of these are central components of the Data Governance App.

1.1 Data Governance Page

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Alation’s Data Governance Page allows for access to the different aspects of the Data Governance App such as the

Governance Dashboard, Workflow Center, and the Policy Center. Note that this app is priced and packaged separately

from the Alation Data Catalog. Contact your account manager to learn more about pricing and licensing before enabling.

Enabling and disabling the Data Governance Page in Alation requires the Server Admin role.
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1.1.1 Enable Data Governance Page

To enable the Data Governance Page:

1. Go to Admin Settings > Server Admin > Feature Configuration.

2. Toggle Alation Data Governance App to the On position.
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3. Click the Save changes button.

4. Users may now access the page by selecting the Apps menu > Govern.
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1.1.2 Disable Data Governance Page

To disable the Data Governance Page:

1. Go to Admin Settings > Server Admin > Feature Configuration.

2. Toggle Alation Data Governance App to the Off position.

3. Click the Save changes button.

3204 Chapter 1. Governance App



Alation User Guide

1.1. Data Governance Page 3205



Alation User Guide

3206 Chapter 1. Governance App



CHAPTER

TWO

POLICY CENTER

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation’s Policy Center is part of the Data Governance App. Alation surfaces data policies as the result of metadata

extraction and ingestion, ensuring that data consumers are aware of their existence. This fosters a more ethical data

culture.

Policy Center provides a single location for managing policies and data policies alike. Users can view policies extracted

from the catalogued data sources as well as data objects associated with these policies. They can also take advantage of

curated information found on dedicated Catalog pages of each Policy object.

2.1 Using Policy Center

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Alation’s Policy Center is part of the Data Governance App. Policy Center provides a single location for managing

policies and data policies alike.

For Snowflake data sources, Alation surfaces data policies as the result of metadata extraction and ingestion, ensuring

that data consumers are aware of their existence. Users can view data policies extracted from Snowflake as well as data

objects associated with these policies. They can take advantage of curated information found on dedicated catalog pages

of each policy object.

Users can also create generic policy objects in Policy Center and associate them with the metadata objects in the catalog.

2.1.1 How to Use Policy Center

To learn about how to enable the Policy Center page in your Data Catalog, see Enable Policy Center.

After the policies are extracted or created, they will be displayed on the Policy Center page as shown below. Users can

curate the catalog pages of policy objects from the Policy Center main page. Refer to Curating Policies.
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2.1.2 Bringing Snowflake Policies into Alation

Beginning in version 2021.3, policy extraction and ingestion are available for Snowflake data sources. Alation supports

extraction for two Snowflake data policy types:

• Row Access

• Dynamic Data Masking

The Alation catalog also supports displaying masked values in data samples to authorized users only. The users who are

not allowed to view the values will only see masked strings.

Catalog pages of the cataloged policy objects are based on the corresponding catalog template and can be curated like

any other catalog page.

Configuring Snowflake

To access Snowflake policies, Alation requires access to specific schemas and views in Snowflake. The configuration for

policy extraction is performed on Snowflake and depends on the type of connector you are using for your Snowflake

data source:

• OCF Snowflake Connector

• Native (Built-in) Snowflake Connector

OCF Snowflake Connector

If your Snowflake data source is connected to the catalog using the OCF Snowflake connector, ensure that the service

account has access to the required views in the ACCOUNT_USAGE schema. See Policy and Tag Extraction for more details.
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Native (Built-in) Snowflake Connector

If your Snowflake data source is connected to the catalog using the native (built-in) connector for Snowflake, you need to

create a specific view for Alation to extract policies. This may require you to create a specific database and schema first.

If you are already extracting tags from Snowflake, the required database and schema will already exist. If so, you will

only need to create and grant access to the required views. See Privileges for Policy Center and Tags for instructions on

configuring the required views in Snowflake.

2.1.3 Policies

Applies from version 2021.4

Policies are a generic type of policy object that also can be found using Search and managed in the Policy Center.

Linking to other catalog objects using Object Set fields is available upon manual creation of a policy.

2.1.4 Enable Policy Center

The Policy Center feature is enabled in Feature Configuration as follows:

1. Go to Settings > Feature Configuration.

2. Toggle on Enable Policy Center toggle on and click the Save changes button and save the changes.

3. After you enable it, the Policy Center icon appears in the Apps menu.
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4. Click the Policy Center icon to view the Policy Center main page.

2.1.5 Customize the Policy Center Page

Alation provides the ability to customize policy catalog pages by adding custom fields. The policy data object template

is available under the Custom Template tab of the Customize Catalog page. For more information, refer to Applying

Custom Fields to Templates.

2.2 Working with Data Policies

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Data policies that are created on a data source are extracted to Alation as a separate object type Policy. The objects that

are added to a Policy are defined as the Policy Link object type. The extracted policies from Snowflake will be available

in the Policy Center page.

The following table provides the information of the policies supported by Alation:

Policy Feature Support

Column Level Security Dynamic Data Masking Yes

External Tokenization No

Row Level Security Row Access Policy Yes

Access History No

Dynamic Data Masking Policy - this is a column level security feature that uses masking policies to selectively mask

data in particular columns. Data Masking policies can be applied to columns in views and tables. If the policy is applied

to a column, that column will display the data for users as defined in the policy SQL rules, for example, it will display

the word MASKED or asterisks (***) instead of actual values.

The screenshot below illustrates a data sample from a Snowflake table with the Dynamic Data Masking policy applied:
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Row Access Policy - row access policies implement row-level security to determine which rows are visible. A Row

Access Policy can be applied to the rows in a table or view. When the Row Access Policy is applied to a row in a table,

that row will be hidden in the table from unauthorized users.

2.3 Working with Policies

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Policies are a generic type of Policy object that can be found using Search and managed in the Policy Center. You

can link objects in the Catalog to a policy using an Object Set field. Since policies are a unique object type, they are

discoverable using Search. Search results can also be filtered to show only policies.
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Note: The default template of the policy object does not include any Object Set fields. Catalog or Server

Admins can create Object Set fields in Settings > Customize Catalog and add to the Catalog template of

the policy object (see Policy Templates section). After this, linking to other Catalog objects using Object

Set fields is available upon manual creation of a Policy.

2.3.1 Creating Policies

To create policies:

1. From the Apps menu, click Govern.

2. Click POLICY CENTER to access the Policy Center.

3. Click the + Create Policy button in the Policies section.
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4. A new policy has been created. Enter a desired title for the policy and edit the description to add information

about the policy.

5. The policy can be added as a member of a domain or subdomain, while Stewards and Tags can be added if desired

as well.
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6. Click the Save button to commit the changes, or the Cancel button to discard your edits.

7. The policy can now be added to articles using @-mentions. Articles that contain @-references to this policy will

be displayed in the Relevant Articles section on the catalog page.
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2.3.2 Deleting Policies

To delete policies:

1. From the Apps menu, click Govern.

2. Click POLICY CENTER to access the Policy Center.
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3. Click the X button upon hover of the policy you wish to delete in the Policies section.

4. A dialog will appear to confirm the desired removal. If you wish to delete the policy, click the Delete Policy

button.
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2.3.3 Updating Policies

To update policies:

1. From the Apps menu, click Govern.

2. Click POLICY CENTER to access the Policy Center.

3. Click the title of the policy you would like to edit in the Policies section.

4. Select the Edit button to update the policy. From here, edits can be made to the title, description, Domains,

Stewards, and Tags for the policy.

5. Click the Save button to commit the changes, or the Cancel button to discard your edits.
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2.3.4 Policy Templates

Alation users with a role of Server Admin or Catalog Admin may modify and customize the standard Policy template.

For additional information on customizing this and other object templates, see Editing Object Template Layout.

2.4 Curating Policies

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Policy Center page displays all the policies (Dynamic Data Masking and Row Access) extracted from the Snowflake

data sources during metadata extraction as well as any manually created Policies.

The following information can be viewed on the Policy Center page:

• Policy - Name of the policy

• Stewards - Stewards of the policy. Click on the Stewards to view the details of the Stewards.

• Policy Type - Type of the policy such as Dynamic Data Masking or Row Access.
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• Description - Description of the policy.

Note: The description of the policy and the Stewards will be empty until the details are added

to the policy during curation.

2.4.1 Curate Policies

The extracted policies that are displayed in the Policy Center can be curated by the Alation users (Viewers cannot curate

Policies if role enforcement is enabled). Click on any policy to view the catalog page of this Policy object and curate the

following sections:

• Description - Click the Edit icon to add/edit the description of the policy.

• Data Managed by this Policy - This section displays the objects added to a policy. Users can add

columns to any Data Masking Policy, refer to Apply a Data Masking to Columns.

Note: For Row Access Policies, you cannot add rows to the extracted policy. This must be performed

directly in Snowflake or using Compose.

• SQL Rules - This is a read-only section that displays the SQL rules which are applied to the columns

or rows of the objects added to the policy. If any changes are to be made to the rules, it must be done

in Snowflake or from Compose and extracted into Alation.

• Properties - This is a read-only section that displays the following:

– Type of policy

– Name of the data source to which this policy is applied

– Policy name

– Owner of the policy

– Last updated date.

• Stewards - Click the Plus icon to add the Stewards to the policy.

• Tags - Click the Plus icon to add tags to the policy.
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Add custom fields to the catalog page of the policy, refer to Applying Custom Fields to Templates.

2.4.2 Apply a Data Masking to Columns

Alation users who are authorized to use Snowflake data source with the service account credentials can add columns to

any extracted Snowflake Data Masking Policies. Before you add a column to a Policy:

1. Make sure that Policy and Column are from the same data source. A column cannot be added to a

Policy that is created for a different data source. You can Create a Policy in Compose for your data

source and add the column.

2. Make sure that the data type specified in the SQL rules of a Policy matches with the data type of the

column. An error notification email will be sent to the user if the data type does not match.

Note: A column can have only one policy applied at a time.

3. Make sure that the column does not have an existing policy. An error notification email will be sent

to the user if a policy currently exists.

Perform the following steps to add columns to a policy:

1. In the Data Managed by This Policy section, click the Add Column button.

2. In Connect to the Data Source window,

a. In Choose a connection to <data source_name>, use a saved connection that is already con-

nected or provide the URI manually.

b. In Choose a user on <data source_name>, use a saved credential or provide the Snowflake

service account username and password. If the data source is configured with OAuth URI,

username and password is not required in this window.

c. Click Test and Continue. If you use service account credentials or if you use OAuth credentials

click Test Authorization and if the authorization is successful, click Next.

Service Account Credentials:
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OAuth Credentials:

3. In the Add Columns to <data source_name> dialog, click the Add Columns button and select the

columns. Click Save to finish adding the columns.

Note: A column can have only one policy applied at a time.
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4. A message will appear with the information that the columns will be updated in Alation during the

next metadata synchronization. Click Close to close the dialog.

5. Click See all button to view all the columns added to the policy.

6. Once the column is added to a policy, the policy name will be displayed on the Catalog page of the

column and a notification email of successful addition of the policy to the column will be sent to the

user. The columns added in Alation syncs with Snowflake after a slight delay.
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Remove Columns from a Policy

In release 2021.3, removing columns from a policy can only be done using a query from Compose or Snowflake UI.

Columns cannot be removed from policies in the Alation Catalog UI.

2.4.3 Creating New Policies

Create a Policy in Compose

Alation users whose Snowflake user accounts are authorized to create Policies can do so using Compose.

If a Policy is created or deleted and an object is added or deleted to or from a Policy through Compose, it may take

up to two hours for the policy rules to be reflected in the Snowflake tables or views. After this time MDE needs to be

performed again for the changes to be reflected in Alation.

To create a policy in Compose, authenticate to your Snowflake data source using your account credentials or your

OAuth credentials (if the Snowflake data source is configured to use OAuth for Compose authentication). Write a query

providing the SQL rules for the policy as per the instructions provided for each policy type in Snowflake:

• Author a Dynamic Data Masking Policy

• Author a Row Access Policy

Example SQL rule for a Data Masking Policy:

create or replace masking policy PC_DB.PC_SCH_1.DMP_sales_manager_col_salary_1

as (salary_1 bigint) returns bigint ->

case

when current_role() in ('OXY_ROLE') then salary_1

else -1

end;

Example SQL rule for a Row Access Policy:
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CREATE OR REPLACE ROW ACCESS POLICY PC_DB.PC_SCH_1.RAP_all_roles_region_1 AS

(region_1 VARCHAR(100)) RETURNS BOOLEAN ->

case

when current_role() = 'SALES_MANAGER' and region_1 = 'Asia' then true

when current_role() = 'OXY_ROLE' and region_1 = 'Europe' then true

else false

end;

Users can also perform the following in Compose:

• Add or remove objects for a Policy

• Delete the Policy

Create a Policy in Snowflake UI

If a Policy is created or deleted and an object is added or deleted to or from a Policy through Snowflake UI, it may take

up to two hours for the policy rules to be reflected in the Snowflake tables or views. After this time MDE needs to be

performed again for the changes to be reflected in Alation.

2.4.4 Configuring Policy Workflows

Server and Catalog Admins require the ability to create and deploy change management workflows for policies and

beginning in Version 2022.2, now can configure workflows to manage changes on the catalog pages of policy and data

policy objects. Catalog users can suggest a change to the catalog fields for policies or data policies that are enrolled into

a change management workflow.

Policy change management workflows are similar to the change request workflows for RDBMS objects, please refer to

Managing Workflows for steps on creating, renaming, editing, deleting, publishing and unpublishing change request

workflows.

2.5 Policy Groups

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2022.2

Policy Center users can now categorize policy objects to help organize them by grouping them together into Policy

Groups. Users in a role of Catalog Admin or Server Admin have access to create these groups. One policy can be added

to multiple Policy Groups. Policy Groups have a dedicated Catalog template and can be curated using custom fields

associated with the template and are discoverable using Alation Search and Search filters. The Policy Groups table

appears on the top of the page, while policy objects are listed in the All Policies table underneath the Policy Groups

table.
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2.5.1 Adding Policy Groups

To add a policy group:

1. From the Apps menu, click Govern.

2. Click POLICY CENTER to access the Policy Center.

3. Click the + Create Policy Group button in the Policy Groups section.

4. A new policy group has been created. Enter a desired title for the policy group and edit the description to add

information about the group.
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5. The policy group can be added as a member of a domain or subdomain, while Stewards and Tags can be added if

desired as well.

6. Click the Save button to commit the changes, or the Cancel button to discard your edits.

7. The policy group can now be added to articles using @-mentions. Articles that contain @-references to this

policy group will be displayed in the Relevant Articles section on the catalog page.
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2.5.2 Deleting Policy Groups

To delete a policy group:

1. From the Apps menu, click Govern.

2. Click POLICY CENTER to access the Policy Center.

3. Click the X button upon hover of the policy group you wish to delete in the Policy Groups section.

4. A dialog will appear to confirm the desired removal. If you wish to delete the policy group, click the Delete

Policy Group button.
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2.5.3 Updating Policy Groups

To update policy groups:

1. From the Apps menu, click Govern.

2. Click POLICY CENTER to access the Policy Center.

3. Click the title of the policy group you would like to edit in the Policy Groups section.

4. Select the Edit button to update the policy group. From here, edits can be made to the title, description, Domains,

Stewards, and Tags for the policy group.
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5. Click the Save button to commit the changes, or the Cancel button to discard your edits.

2.6 Policy Center Permissions

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2022.3

In your catalog, you can restrict users’ view and edit access to policies, data policies, and policy groups by setting

permissions.

By default, policies, data policies, and policy groups are viewable by everyone. If a user does not have view permissions

for a policy, data policy, or policy group, the user will not see the object in Alation.

Policy groups and user groups must be created before setting permissions. Permissions of a policy or data policy can be

inherited from a policy group of which it is a member if selected. In order to add policies or data policies to policy

groups, a user must be a Server Admin or have edit permissions for the policy group.

• If a policy or data policy has differing permissions at the object level and policy group level, the object level

permissions will be adhered to.

• If a policy or data policy is included in more than one policy group (and each group has different permissions)

and inherits permissions from parent policy groups, the permissions will inherit the set of permissions from the

policy group which is more restrictive.

A user with Server Admin role can:

• Manage permissions for policies, data policies, and policy groups.

A user with Steward role can:

• Manage permissions for policies, data policies, and policy groups they create and for others in which they have

been added as editors.
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2.6.1 Modifying Permissions for Policies

To modify permissions for a policy:

1. Log in to Alation as a Server Admin or a Steward with editor permissions for the policy.

2. From the Apps menu, click Govern.

3. Click POLICY CENTER to access the Policy Center.

4. Click the three dots (. . . ) in the row of the policy which you would like to edit permissions, then select the Access

Settings option.

The Policy Access dialog displays with four options: Inherit permissions from parent Policy Group(s), Public,
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Editing Restricted, and Private.

Select the option depending on what kind of permissions you want to apply:

Inherit permissions from parent Policy Group(s)

Selecting the Inherit permissions from parent Policy Group(s) option allows for parent policy group(s)

to control permissions for the policy selected.

• If a policy or data policy is included in more than one policy group (and each group has different

permissions) and inherits permissions from parent policy groups, the permissions will inherit the set

of permissions from the policy group which is more restrictive.

Public

Selecting the Public option allows for all Alation users within your organization to view and edit the policy

selected.

Editing Restricted

Selecting the Editing Restricted option allows for all Alation users within your organization to view the

policy. Only Server Admins, the object creator, and users selected in the following step may edit the policy

selected.

Private

Selecting the Private option allows for only Server Admins, the object creator, and users selected in the

following step to view or edit the policy selected.

5. If Editing Restricted or Private is selected, then select users and/or groups and desired access levels by clicking

the + Invite button or (if already present) from the list. Permissions will be applied to the policy and viewing/editing

will be restricted to the selected users and groups. Click the Save button.
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2.6.2 Modifying Permissions for Policy Groups

To modify permissions for a policy group:

1. Log in to Alation as a Server Admin or a Steward with editor permissions for the policy group.

2. From the Apps menu, click Govern.

3. Click POLICY CENTER to access the Policy Center.

4. Click the Policy Group Name in the row of the policy group which you would like to edit permissions.

Then select the More > Access Settings option towards the upper-right of the page.
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The Policy Group Access dialog displays with three options: Public, Editing Restricted, and Private.

Select the option depending on what kind of permissions you want to apply:

Public

Selecting the Public option allows for all Alation users within your organization to view and edit the policy

group selected.

Editing Restricted

Selecting the Editing Restricted option allows for all Alation users within your organization to view the

policy group. Only Server Admins, the object creator, and users selected in the following step may edit the

policy group selected.

Private

Selecting the Private option allows for only Server Admins, the object creator, and users selected in the
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following step to view or edit the policy group selected.

5. If Editing Restricted or Private is selected, then select users and/or groups and desired access levels by clicking

the + Invite button or (if already present) from the list. Permissions will be applied to the policy group and

viewing/editing will be restricted to the selected users and groups. Click the Save button.
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THREE

WORKFLOW CENTER

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Workflows are managed from the Workflow Center, which is part of the Data Governance App. The Workflow Center

is a collaboration tool enabling users to view, create, and manage data governance workflows.

The Workflow Center supports workflows for change management and approval for data objects found in the Catalog.

Users are able to suggest changes to the content of the built-in and custom fields on the Catalog pages of specific objects.

Objects can be enrolled in any number of workflows; whether it be none, one, two, up to the total number of workflows

that exist that include that object within the Catalog. For objects that exist on multiple workflows, the oldest workflow

that contains the object takes precedence.

Reviewers who receive change suggestions can approve or reject these changes individually from the Tasks tab in their

inbox. Users with a viewer-only license that are within a group that is added as a reviewer will not receive notification

nor be able to see the suggested change request tasks as they are unable to approve or reject the tasks. Upon approval by

the designated reviewer, changes will be reflected in the respective fields and visible to users viewing the Catalog page.

The history of changes, reviews, and approvals is stored in the corresponding workflow and the Workflow Center. For

data objects that are enrolled in a workflow, the name of the workflow will appear under Properties on the right of the

object page.

Workflow users typically are the following:
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• Workflow Creators - Users with Server Admin or Catalog Admin roles who can create and deploy change

management workflows for RDBMS catalog objects and policies.

• Workflow Reviewers - Users designated as reviewers in the workflow settings. They can review, approve, and

reject suggested changes for RDBMS catalog objects and policies that are part of a workflow.

• Other Catalog users - Users who can suggest changes to RDBMS catalog objects and policies that are part of a

workflow.

3.1 Configuring Workflow Center

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

3.1.1 Enabling Workflow Center

An Alation Server Admin with access to the backend of the Alation server is required for enabling Workflow Center.

To enable Workflow Center:

1. Go to Admin Settings > Server Admin > Feature Configuration.

2. Toggle Alation Data Governance App to the On position if not already configured. Note that this app is priced

and licensed separately from the Data Catalog and must have been purchased from Alation before enabling. The

Alation Data Governance App must be purchased and toggled on for access to workflows functionality.

3. Toggle Workflows to the On position.

4. Click the Save button.

5. Stop, then restart uWSGI. Note that this will make Alation unavailable for users for several minutes during the

restart process. You can use the following command on the host server - from inside the Alation shell by a user

with sudo permissions.

To restart uWSGI:

1. SSH to your Alation instance.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Stop uWSGI.

alation_action stop_uwsgi

4. Restart uWSGI.

alation_action start_uwsgi

5. Refresh the Alation page to see the change enabled.
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3.1.2 Disabling Workflow Center

An Alation Server Admin with access to the backend of the Alation server is required for disabling Workflow Center.

To disable Workflow Center:

1. Go to Admin Settings > Server Admin > Feature Configuration.

2. Toggle Workflows to the Off position.

3. Click the Save button.

4. Stop, then restart uWSGI. Note that this will make Alation unavailable for users for several minutes during the

restart process. You can use the following command on the host server - from inside the Alation shell by a user

with sudo permissions.

To restart uWSGI:

1. SSH to your Alation instance.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Stop uWSGI.

alation_action stop_uwsgi

4. Restart uWSGI.

alation_action start_uwsgi

5. Refresh the Alation page to see the change enabled.

3.2 Managing Workflows

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation currently supports two types of workflows:

1. Add Object Request: An Add Object Request is used when a new object is to be added to the catalog. Currently,

Add Object Requests are supported only for new glossary terms. This workflow has two major use cases:

a. Creation of new terms: ensuring that any new term created inside a glossary goes through a review process.

b. Association of existing terms to a glossary: ensure that for a glossary under a workflow any new or existing

terms added to the glossary go through a review process before being included in the glossary.

2. Change Request: A Change Request is used when someone has a suggested change to title, description, or any

custom field available on the catalog pages of objects under the workflow.
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3.2.1 Create an Add Object Request Workflow

To create an Add Object Request workflow:

1. From the Apps menu, click Govern.

2. Click WORKFLOWS to access the Workflow Center.

3. Click the + Create Workflow button, then select Add Object Request.

4. Enter a desired title for the workflow. The title of the workflow must be unique and the field will alert you if a

duplicate title already exists. Click the Next button.
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5. Under Start workflow when user adds new, select the one available option, Term, and then click Next.

3.2. Managing Workflows 3239



Alation User Guide

6. Under Select Glossary objects to include under this workflow, choose All or Select to select specific glossaries:
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7. If you chose All, you are given the choice to exclude specific items from the workflow:
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8. Click Next.

9. A summary of the workflow appears. Click the Add Reviewers button to specify the names or user groups from

whom approval is required.
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10. Specify a minimum number of reviewers (from 1 to 9 inclusive), or specify that all reviewers are required to

approve. Click Add Users to specify individual users by name, or Add Groups to specify user groups as

reviewers.
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11. You can allow your reviewers to skip the workflow by switching the toggle labeled Reviewers of this step can

bypass the entire workflow.
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12. When you have finished adding reviewers, click Done.
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13. Additional review steps can also be added at this point if desired by clicking the Add a Step button. When you

are satisfied that the workflow is complete, click Publish.

3.2.2 Create a Change Request Workflow

To create a Change Request Workflow:

1. From the Apps menu, click Govern.

2. Click WORKFLOWS to access the Workflow Center.
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3. Click the + Create Workflow button, then select Change Request.

4. Enter a desired title for the workflow. The title of the workflow must be unique and the field will alert you if a

duplicate title already exists. Click the Next button.
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5. The initial workflow dialog appears. It contains a single menu, labeled Select Catalog Object. Click the label to

expand the menu:
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6. Select a catalog object type from the menu to see the main dialog:
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7. Under Start workflow when a change suggestion is made on, either select one or more objects from the Select

items menu or select All. The dialog changes to reflect the object type and any objects that can be contained

within the selected object type. Data sources contain schemas, tables, and columns. Glossaries contain terms.

Policy groups contain policies and data policies. Sample screenshots are shown for reference:

Data source dialog example (version 2023.1.5 and later)
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Glossary dialog example (version 2023.1.7 and later)
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Policy group dialog example (version 2023.1.7 and later)
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8. By default, the workflow starts when a change is suggested on an object of the selected type or any of the types

contained within it. You can choose which objects trigger the workflow by clicking the object type to clear a

given type. At least one type must be selected. In the following example, the workflow starts when a change is

suggested on a table or column:
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9. From Alation version 2023.1.5, you can specify individual fields to be included in the workflow: Title and

Description fields for all object types, Policy Type or Term Type if applicable, and arbitrary custom fields.

Select the specific fields you want to track, or select All to include all fields.

10. Once you have selected the objects and fields you are tracking, you may optionally choose to exclude some specific

objects from the workflow. The following example shows a Glossary workflow with two terms excluded:

3254 Chapter 3. Workflow Center



Alation User Guide

11. From Alation version 2023.1.7, if you are creating or editing a workflow for Glossaries, Terms, Policies, or Policy

Groups, you may allow creators to bypass the workflow by setting the toggle Creators will bypass this entire

workflow. If the toggle is set, any changes to a glossary, term, policy, or policy group by the author of that item

will not go through the review process and will be published directly. (This meaning of creator is unrelated to the

licensing concept of a Creator.)

12. Confirm your selections and click Next. A dialog appears describing the steps of the workflow with a button to

Add Reviewers:
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13. Add desired reviewers by clicking the Add Reviewers button. The Change Request Workflow: Step 1 dialog

opens. You can specify a set of reviewers and a minimum number of reviews needed to move the review forward,

or require that all reviewers approve before moving forward. Reviewers can be individual users, groups, people

sets, or a combination of all three.
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Note: It is recommended that you not use only people sets as reviewers. People set reviewers are per object and

in some cases may not be defined or have too few members to reach the threshold alone. If only people sets are

selected as reviewers and the threshold is not met, a warning message will display.

14. You can allow your reviewers to skip the workflow by switching the toggle labeled Reviewers of this step can

bypass the entire workflow.
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15. After adding the reviewers for Step 1, click Done. A dialog appears showing the start conditions and the Step 1

review:
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Additional review steps can also be added at this point if desired by clicking the Add a Step button.

16. When the workflow has all desired steps, click the Publish button to make the workflow available to all users.

3.2.3 Publishing Workflows

Publishing is the final step in creating a workflow and will make the selected workflow available to all users for use and

to suggest changes as necessary. Admins may choose to unpublish a workflow for a variety of reasons, such as making

further edits or while planning best practices with other users and admins. When ready to restore previously created

workflows that you would like to publish:

1. From the Apps menu, click Govern.

2. Click WORKFLOWS to access the Workflow Center.
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3. Click the three dots (. . . ) on the row of the workflow you want to publish.

4. Click Edit Workflow. A dialog appears where you can edit the selected workflow, if necessary.
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5. To proceed with publishing the workflow, click the Publish button. To discard your edits, click the Cancel button.

6. Click the Publish button to make the workflow available to all users.
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3.2.4 Unpublishing Workflows

A workflow can be unpublished and will make the selected workflow unavailable to all users for use and to suggest

changes as necessary. Admins may choose to unpublish a workflow for a variety of reasons, such as making further

edits or while planning best practices with other users and admins. All active change requests will be suspended when

the workflow is in an unpublished state. For previously created workflows that you would like to unpublish:

1. From the Apps menu, click Govern.

2. Click WORKFLOWS to access the Workflow Center.

3. Click the three dots (. . . ) on the row of the workflow you want to unpublish.

4. Click Unpublish Workflow. A message appears to confirm your wish to unpublish the selected workflow.
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5. To proceed with unpublishing the workflow, click the Unpublish button. To retain the workflow as-is, click the

Cancel button. Once the Unpublish button is selected, the workflow is no longer available to users and cannot

receive suggested changes.
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3.2.5 Deleting Workflows

Deleting of workflows can also be accomplished from the Workflow Center. Please note that when deleting a workflow,

that although the resulting actions from the workflow are retained (a suggested change to a field that was accepted and

implemented for example), the workflow history is also removed. History of change suggestion, approval, rejection, and

deletion are also removed from view upon associated workflow deletion.

To delete workflows:

1. From the Apps menu, click Govern.

2. Click WORKFLOWS to access the Workflow Center.

3. Click the three dots (. . . ) on the row of the workflow you want to delete.
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4. Click Delete Workflow. A warning message appears informing you that this is a permanent deletion.

5. To proceed with deleting, type “DELETE” in all caps in the text field.

6. Click the Delete Workflow button.

3.2.6 Renaming Workflows

To rename workflows:

1. From the Apps menu, click Govern.

2. Click WORKFLOWS to access the Workflow Center.

3. Click the three dots (. . . ) on the row of the workflow you want to rename.
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4. Click Rename Workflow. A dialog appears where you can rename the selected workflow.

5. To proceed with your renamed workflow, click the Save and Close button. To discard your edits, click the Cancel

button.
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3.2.7 Editing Workflows

To edit workflows:

1. From the Apps menu, click Govern.

2. Click WORKFLOWS to access the Workflow Center.

3. Click the three dots (. . . ) on the row of the workflow you want to edit.

4. Click Edit Workflow. A dialog appears where you can edit the selected workflow.
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5. To proceed with your edited workflow, click the Publish button. To discard your edits, click the Cancel button.

3.2.8 Viewing Workflow Data in Alation Analytics

From Alation version 2023.1.5, you can view workflow data in Alation Analytics. Three tables with workflow data are

available in the public schema:

• workflows summarizes all existing workflows

• workflow_requests summarizes the progress of triggered workflows

• workflow_request_actions summarizes the actions taken during a triggered workflow

The latter two tables provide a history of workflows as they are triggered and worked through.

3.3 Suggesting Changes

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

3.3.1 Suggest Changes Flow

When a user views a page that is part of a workflow, they may make suggestions to change the item. This is accessible

on each field of RDBMS object type (data source, schema, table, column). After submission of a suggestion, reviewers

will receive a notification and task to evaluate the user’s suggestion to the workflows the reviewers are responsible for.

The change management workflow review process also includes policy pages, policy groups, glossary, and terms (not

available for legacy articles). Users who have been assigned as a reviewer and the creator of the object will only see the

Edit button in place of Suggest Change, this is by design and allows for changes to be made without going through the

workflow review process.
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To suggest a change for consideration:

1. Click the Suggest Change button.

2. The Suggested Changes dialog appears. On the left side an editable version of the field is available. On the right

side is a visual representation of the workflow, along with the reviewers indicating how many must approve to

make it to the next step and approval. Make suggested changes to the field on the left.

3. If you want to review the differences between your changes and what currently exists, select the Show Diff button

to see a comparison between both. You can toggle this view by then selecting the Hide Diff button.

3.3. Suggesting Changes 3269



Alation User Guide

4. When ready to submit the suggested change for review, click the Submit for Review button.

Once the suggested changes have been submitted, the Suggest Change button on the field that has been edited is now

greyed out. You can hover over the button and an explanation that your recent suggestion is being reviewed is displayed.

To view your recently suggested change, click on the See Suggestion button. Information such as the date, time, and the

proposed change can then be seen. If you would like to retract your suggestion, this can be done by clicking the Remove

My Suggestion button and then the Save & Close button.
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3.3.2 Review Changes Flow

When a user who is a reviewer views a page that is part of a workflow that has a pending suggested change, they can

review the proposed change by hovering over the Suggest Change button and clicking Review Change from the tooltip

that appears. Reviewers also receive email notifications of suggested changes to items in a workflow that they are

assigned to as a reviewer. Note that a Reject selection by any reviewer at any step of the process will remove and deny

the suggested change.

To review a suggested change:

1. Hover over the Suggest Change button.

2. Click the Review Change button. The Reviewing Suggestion dialog appears.
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3. After reviewing the change, click the Approve or Reject button at the top of the page.

Prior to submitting your decision from the Save & Close button, you can choose to make a different selection by clicking

the Undo button.

4. When ready to submit the decision, click the Save & Close button. A message appears confirming your decision.
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Once the review has been submitted, the steps of the review process on the right side are updated.

The green checkmark indicates that reviewer Mark Tedin in the above example has approved the suggestion. His date of

approval is shown when hovering over the checkmark as well. The yellow circle to the right of Third (a group of users)

indicates that a member of the group has approved the suggested change (Mark also is a member of the Third group). If

both the individual reviewer Joel Mack as well as Reid or Tom (who are members of the Third group) also approve -

then the suggested change will proceed to the next step in the workflow.
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When the final step has received the necessary approvals for the suggested change, the change will be published for all

users.

3.3.3 Review All Changes Flow

When a user who is a reviewer views a page that is part of a workflow that has multiple pending suggested changes, they

can review the proposed changes from the page. Note that a Reject selection by any reviewer at any step of the process

will remove and deny the suggested change.

To review multiple suggested changes:

1. Click the orange circle below the Conversations icon indicating the number of suggested changes available for

review.
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2. The Reviewing Multiple Suggestions dialog appears. You can make decisions for approval or rejection on any

subset of the suggested changes similar to the Review Changes Flow. When satisfied with the selections made,

click Save & Close to commit your review.

3.3. Suggesting Changes 3275



Alation User Guide

3.3.4 Workflow Review Tasks

Reviewers will receive suggested change requests to the workflows they are responsible for. Active suggested change

request tasks will be filtered into the Tasks tab of the Inbox under the My Tasks heading.

To view workflow review tasks:

1. Click My Inbox at the top right of the application.

2. Click the Tasks tab to see suggested change request tasks for review under the My Tasks heading.

3. Click any Review link to see the details on the suggested change that require approval. You can make decisions

for approval or rejection on the suggested change similar to the Review Changes Flow. Alternatively, you can

click on the link for the object and be taken to the catalog page and review the suggested change from there.

4. When satisfied with selections made, click Save & Close to commit your review.
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FOUR

GOVERNANCE DASHBOARD

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

The Governance Dashboard is part of Alation’s Data Governance App and can be accessed from the Data Governance

Page. Insights into curation progress, Catalog growth, and Steward assignments are provided by utilizing curation data

from the Alation Analytics database. Note that this app is priced and licensed separately from the Data Catalog and

must have been purchased from Alation before enabling.

4.1 Using the Governance Dashboard

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Alation’s Governance Dashboard is part of the Data Governance App. Catalog growth and the overall curation effort can

be tracked through the Governance Dashboard visible to all Catalog viewers. Curation data is pulled from the Alation

Analytics database to provide insights into curation progress, Catalog growth, and Steward assignments.
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The Governance Dashboard is accessible by selecting the GOVERNANCE DASHBOARD tile on the Data Governance

page.

4.1.1 How to Use Governance Dashboard

To learn about how to enable or disable the Governance Dashboard in your Data Catalog, see Configuring the Governance

Dashboard.

Currently the Governance Dashboard has fixed views (no filters are available to change the views). All views are derived

from information stored in the Alation Analytics database and updated once per day.

At the top of the dashboard is the Catalog Objects view which gives a count of RDBMS data objects, Stewards, and

Articles. The RDBMS data object counts are for currently active objects (deleted objects accessible with Alation

Analytics queries are not included in the count). The Stewards count includes a count of all users and groups that have

been added as Stewards. The Articles count is only for active articles.
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In the next section is the Total Curation Progress view, which is an overall average percentage calculation of curation

for Datasources, Schemas, Tables, and Columns in the Catalog. A specific object is considered fully curated when its

title, description, and all custom fields have been filled with a value.

Note: This is different from the total curation report available in the Stewardship dashboard which uses a weighted

calculation. As a result, the curation totals in the two reports will not be the same.

Curation Progress by Data Object shows the curation progress for each individual RDBMS data object. Percentage

values displayed are rounded down to the next whole number for each data object. As an example, in the following

image 30% of Datasources have at least one empty field (either title, description, or custom field).

In the Stewardship section, displayed is the percentage of each data object type that has had Stewards assigned.

Percentage values displayed are rounded down to the next whole number for each data object.
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In the Growth section, displayed is the growth of different object types in the Catalog over time. On the x-axis is the

date (month and year), with the y-axis displaying the number of objects. Dashed lines represent trend lines for the object

types over time.

Hovering over a date of interest displays a point in time snapshot of the total number of objects active in the Catalog.
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4.1.2 Actions with Governance Dashboard Reports

The donut chart for each data object can be downloaded as SVG, PNG, or CSV files by selecting the menu icon and

desired format as shown below.

4.2 Configuring the Governance Dashboard

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Enabling and disabling the Governance Dashboard in Alation requires the Server Admin role.
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4.2.1 Enable Governance Dashboard

To enable the Governance Dashboard:

1. Go to Admin Settings > Server Admin > Feature Configuration.

2. Toggle Enable Data Governance Dashboard to the On position. Also ensure that the Alation Analytics V2

toggle is enabled and its Database has been initialized to use this feature.

3. Click the Save changes button.
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4. Users may now access the page by selecting the Apps menu > Govern > GOVERNANCE DASHBOARD.

4.2.2 Disable Governance Dashboard

To disable the Governance Dashboard:

1. Go to Admin Settings > Server Admin > Feature Configuration.
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2. Toggle Enable Data Governance Dashboard to the Off position.

3. Click the Save changes button.
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FIVE

STEWARDSHIP WORKBENCH

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Stewardship Workbench is part of Alation’s Data Governance App and can be accessed from the Data Governance

Page. To aid in efficient data governance, the Stewardship Workbench allows for curation of multiple objects from a

centralized workbench.

From Alation 2023.3.0, a table stewardship_bulk_action showing statistics on bulk curation is available in Alation

Analytics. The table includes information such as what type of action was taken, when the action was started and

finished, who performed the action, and whether the action succeeded.

Stewardship Workbench is priced and packaged separately from the Alation Data Catalog as part of the Data Governance

App. Contact your account manager to learn more about pricing and licensing for the Data Governance App.
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5.1 Configuring Stewardship Workbench

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Enabling and disabling the Stewardship Workbench in Alation requires the Server Admin role.

5.1.1 Enable Stewardship Workbench

To enable the Stewardship Workbench:

1. Go to Admin Settings > Server Admin > Feature Configuration.

2. Toggle Stewardship Workbench to the On position.
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3. Click the Save changes button, then Save Configuration button to enable.

4. Users may now access the page by selecting the Apps menu > Govern > STEWARDSHIP WORKBENCH.
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5.1.2 Disable Stewardship Workbench

To disable the Stewardship Workbench:

1. Go to Admin Settings > Server Admin > Feature Configuration.

2. Toggle Stewardship Workbench to the Off position.

3. Click the Save changes button, then Save Configuration button to disable.
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5.2 Using Stewardship Workbench

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation’s Stewardship Workbench is part of the Data Governance App. Stewards are able to make updates to the catalog

in bulk, instead of navigating to multiple different object pages to make the same change, such as applying a data

masking or row access policy.

Selected objects are validated for relevance and the changes will then be applied. For some policy types, only relevant

objects will be updated. For example, data masking policies will only update column objects and row access policies

will only update table objects in the selection. The user will receive an email notification when policies are successfully

applied.

Upon committing changes such as Bulk Add Data Policy or Bulk Remove Data Policy, Alation communicates with

Snowflake via bulk processing API to carry out the requested action. Alation sends the requested action to Snowflake to

process for the desired objects and after completion of the action, the user will receive an email confirmation. This

process is also notified to the user making the update in the final dialog “Request Sent” as displayed in the Bulk Add

Data Policy or Bulk Remove Data Policy sections below.

5.2.1 How to Access Stewardship Workbench

1. After Stewardship Workbench has been enabled, select the Govern icon in the Apps menu.

2. Click the STEWARDSHIP WORKBENCH icon to view the Stewardship Workbench page.
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5.2.2 Navigating Stewardship Workbench

After arriving to the Stewardship Workbench, you will find a search page displaying in table view.

The first column of the results table contains checkboxes that allow you to select one or more data objects. You can filter

the results to only show the data objects that you want to edit.

The Bulk Actions button contains a menu of all available bulk actions.
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Bulk actions can also be accessed from the list view by clicking the Perform Bulk Actions button, which will take you

to the table view.

5.2.3 Bulk Add Data Policy

1. After filtering the results to only show the data objects that you want to edit, select the checkboxes for the columns

you want to apply the data policy to. If you would like to add the data policy to all columns, select the checkbox

in the header row.
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2. Click the Bulk Actions button and select Add Data Policy from the list of options.

3. Click the Select Policy button.
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4. From the list, select a Dynamic Data Masking policy. If you are unsure which policy is for Dynamic Data Masking,

you will need to go to the Policy Center and view the list of policies.

5. Click the Add button.
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6. You will be prompted for credentials to the Snowflake data source. Once you have entered the appropriate

credentials, you can click the Test and Continue button.

7. You will see a notification that the request to apply the data policy has been sent and that you will receive an email

notification when it is complete.
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5.2.4 Bulk Remove Data Policy

1. After filtering the results to only show the data objects that you want to edit, select the checkboxes for the columns

you want to remove the data policy from. If you would like to remove the data policy from all columns, select the

checkbox in the header row.

2. Click the Bulk Actions button and select Remove Data Policy from the list of options.

5.2. Using Stewardship Workbench 3295



Alation User Guide

3. Click the Select Policy button.

4. From the list, select the Dynamic Data Masking policy you want to remove.
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5. Click the Remove button.

6. You will be prompted for credentials to the Snowflake data source. Once you have entered the appropriate

credentials, you can click the Test and Continue button.
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7. You will see a notification that the request to remove the data policy has been sent and that you will receive an

email notification when it is complete.
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5.2.5 Bulk Add Policy

In 2022.1.3 and later, the ability to add policies in bulk was incorporated into Stewardship Workbench.

Note: An Object Set custom field must be created and added to the Policy catalog template page in order to perform

bulk addition of policy to objects.

1. After filtering the results to only show the objects that you want to edit, select the checkboxes for the objects you

want to apply the policy to. If you would like to add the policy to all objects, select the checkbox in the header

row.

Note: If objects are selected to add a policy to for which a policy cannot be applied, an error message will

display.

2. Click the Bulk Actions button and select Add Policy from the list of options.
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3. Click the Select Policy button.

4. From the list, select a policy. If you are unsure which policy should be applied or would like to modify the policy,

you will need to go to the Policy Center to view and edit the list of policies.
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5. From the Select Custom Field list, select the custom field which will display objects this policy is applied to.

6. Click the Add button.
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7. You will see a notification that the request to apply the policy has been sent and that you will receive an email

notification when it is complete.
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5.2.6 Bulk Remove Policy

In 2022.1.3 and later, the ability to remove policies in bulk was incorporated into Stewardship Workbench.

1. After filtering the results to only show the objects that you want to edit, select the checkboxes for the objects you

want to remove the policy from. If you would like to remove the policy from all objects, select the checkbox in

the header row.

Note: If objects are selected to remove a policy from for which a policy cannot be removed, an error

message will display.

2. Click the Bulk Actions button and select Remove Policy from the list of options.
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3. Click the Select Policy button.

4. From the list, select the policy you want to remove.
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5. Click the Remove button.

6. You will see a notification that the request to remove the policy has been sent and that you will receive an email

notification when it is complete.
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5.3 Bulk Update Custom Fields

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In 2022.2 and later versions, the ability to update custom fields in bulk is incorporated into the Stewardship Workbench.

Note: Legacy articles and article groups are not supported in bulk actions. The new glossary term is based on LMS

(while legacy articles/article groups are not), hence current support for bulk updates is for new glossaries and terms.

1. After filtering the results to show the data objects that you want to edit, select the checkboxes for the columns you

want to update. If you want to update all columns, select the checkbox in the header row.
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2. Click the Bulk Actions dropdown and select Update Custom Field from the list of options.

3. Click the Select button and select the custom field you want to update across your selected objects.

4. If the selected custom field is a single picker custom field, then select the option that you want to assign to that

custom field.
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However, if the selected custom field is a multi-picker custom field, then you must first choose the update type.

• Adding selected values to current values: Selected options will be appended to the existing options.

• Replacing selected value with another value: Selected options will be replaced with the options selected.

• Replacing all current values with selected values: Selected options will be removed and replaced with the values

selected.

• Removing selected values from current values: Selected options will be removed.
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5. Click the Update button. You will see a warning that the you are about to perform a bulk update action that

cannot be undone. Click Continue to submit the change. You will see a notification that the request to update the

custom fields has been sent and that you will receive an email notification when it is complete.

If the server could not be reached due to network connectivity issues or the request to update Custom Fields is

unsuccessful, a failure alert will display.
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5.4 Bulk Update Stewards

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In 2022.2 and later, the ability to add and remove Stewards in bulk was incorporated into Stewardship Workbench.

5.4.1 Bulk Add Stewards

1. After filtering the results to only show the data objects that you want to edit, select the checkboxes for the columns

for which you want to apply the Stewards. If you would like to add the Stewards to all columns, select the checkbox

in the header row.

You may select items from the page you begin selecting items from, as well as continuing on to

subsequent pages and select additional items from those pages to include when applying the bulk

change.

2. Click the Bulk Actions dropdown and select Add Stewards from the list of options.
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3. Click the Select button and select the user(s) or group(s) you wish to add as Steward.

4. Click Add.
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5. You will see a notification that the request to apply the Stewards has been sent and that you will receive an email

notification when it is complete.

If the server could not be reached due to network connectivity issues or the request to add Stewards is unsuccessful, a

failure alert will display.
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5.4.2 Bulk Remove Stewards

1. After filtering the results to only show the data objects that you want to edit, select the checkboxes for the columns

you want to remove the Stewards from. If you would like to remove the Stewards from all columns, select the

checkbox in the header row.

You may select items from the page you begin selecting items from, as well as continuing on to

subsequent pages and select additional items from those pages to include when applying the bulk

change.

2. Click the Bulk Actions dropdown and select Remove Stewards from the list of options.
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3. Click the Select button and select the user(s) or group(s) you wish to remove as Steward.

4. Click Remove.
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5. You will see a notification that the request to remove the Stewards has been sent and that you will receive an email

notification when it is complete.

If the server could not be reached due to network connectivity issues or the request to remove Stewards is unsuccessful,

a failure alert will display.
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5.5 Bulk Update People Sets

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In 2022.3 and later versions, the ability to update people sets in bulk is incorporated into the Stewardship Workbench.

Note: Legacy articles and article groups are not supported in bulk actions. The new term is based on LMS (while

legacy articles/article groups are not), hence current support for bulk updates is for new glossaries and terms.

1. After filtering the results to show the data objects that you want to edit, select the checkboxes for the columns you

want to update. If you want to update all columns, select the checkbox in the header row.
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2. Click the Bulk Actions dropdown and select Update People Set from the list of options.

3. Click the Select button and select the people set you want to update across your selected objects.

5.5. Bulk Update People Sets 3317



Alation User Guide

4. Click the next Select dropdown and choose the type of update you want to apply.

The following are the methods you can choose to use to apply updates:

• Adding selected values to current values: Selected options will be appended to the existing options.

• Replacing selected value with another value: Selected options will be replaced with the options selected.

• Replacing all current values with selected values: Selected options will be removed and replaced with the values

selected.

• Removing selected values from current values: Selected options will be removed.
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5. Click the Update button. You will see a warning that the you are about to perform a bulk update action that

cannot be undone. Click Continue to submit the change. A notification that the request to update the people sets

has been sent and that you will receive an email notification when it is complete.

If the server could not be reached due to network connectivity issues or the request to update people sets is unsuccessful,

a failure alert will display.
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CHAPTER

SIX

ANALYTICS STEWARDSHIP

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

My Stewardship Dashboard features reports designed for data governors to evaluate and prioritize curation efforts on

the data sources they are supervising and, eventually, generate the maximum value out of their catalog. Alation captures

and stores the history of modifications to the cataloged data objects.

The Curation Progress report is a weighted measure of the completeness of data catalog documentation that is intended

to help Data Stewards in monitoring and managing the curation of data objects. The report displays the overall progress

for each data environment in the catalog and makes it possible to drill down to the details for each data object, enabling

you to prioritize the curation effort.

My Stewardship Dashboard is only available for some roles. See Roles Overview V R7 (5.12.x).

6.1 Stewardship Dashboard

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release V R3 (5.6.x)

6.1.1 Enabling My Stewardship Dashboard

Note: Starting with release V R6 (5.10.2), My Stewardship Dashboard is always enabled. There is no longer a switch

in Labs that would allow to enable it and no need to perform any enable actions.

This requires the role of a Server Admin.

To turn on the stewardship dashboard,

1. Click the Admin Settings icon on the upper right to go to the Admin Settings page.

2. Under the Server Admin section, click Labs then find and turn on the toggle for Enable Stewardship Dashboard.

3. Click Save changes on top right of the page then confirm by clicking Change Lab Features in the Verify Change

Labs Features popup dialog.

3321



Alation User Guide

After the feature is enabled, you will see that the Track menu on the main toolbar has changed to the Curate menu. In

the background, an initial curation computation job will be triggered to compute the curation progress for all the data

objects currently in the catalog. This background job will take time depending on the size of this data. On average, it

can take between one to five hours to complete.

Note: Until the initial calculation background job is completed, My Stewardship Dashboard will have no data to

display.

6.1.2 Accessing My Stewardship Dashboard

When My Stewardship Dashboard is enabled in your Alation instance and you are currently wearing the Data

Steward/Governance Officer hat, you will see the Curate menu on the top toolbar. It lists the links to the dashboard and

a separate view of each of the Stewardship reports.

6.1.3 My Stewardship Dashboard

The first option is My Stewardship Dashboard. When selected, it takes you to the dashboard page with the following

summary views:

In versions before V R4 (5.8.x):

• Curation Progress

• Data Objects Without Stewards reports

From V R4 (5.8.x) and above:

• Curation Progress

• Catalog Activity

• Data Objects Without Stewards reports.

My Stewardship Dashboard V R4 (5.8.x):

3322 Chapter 6. Analytics Stewardship



Alation User Guide

6.1. Stewardship Dashboard 3323



Alation User Guide

6.1.4 How is the Stewardship Dashboard Updated?

Initial Dashboard Calculation

After you turn on the flag in the Labs, an initial bulk calculation background job is run to compute the curation progress

for all the data objects in your catalog. This will take some time depending on the size of data, usually, one to five hours

depending on the amount of data. If you open My Stewardship Dashboard page from the Curate menu while the

initial job is running, the reports will be empty. This initial bulk job only runs once. Later, My Stewardship Dashboard

reports will be updated with incremental update background jobs.

Keeping the Reports Up-to-Date

All changes to curation progress are computed using incremental update jobs which are triggered by such events as:

• Title and Description changes on Data Source, Schema, Table or Column types of Alation objects

• Custom Field value changes, including adding/removing Stewards in the UI or using the API

• New fields being added or existing fields being removed from the custom template of the Data Source, Schema,

Table or Column

• An MDE job runs and new objects are created or old objects are deleted

• Deleting a Data Source

• Restoring a deleted Data Source

• Updates using Catalog Sets

Weekly Synchronization Job

As of release V R5 (5.9.x), we added a new sync job that runs every Saturday night and adds missing data objects, cleans

up deleted data objects, and updates the curation progress of all the existing data objects.

6.1.5 Related Topics

Curation Progress

Working with Catalog Activity Report

Data Objects Without Stewards

6.2 Curation Progress

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release V R3 (5.6.x)

By default, the report is pre-filtered for the current user being the steward. The current user is added to the Steward field

on data objects.

The calculation is performed on the Title, Description, standard (“built-in”), and custom fields for each object as well as

all of the child objects of the parent object where Steward = a specific user. All of the fields must be curated, be filled

with a value, for an object to reach 100 percent curation progress.
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The overall completion of curation of data objects by a steward is represented as a horizontal graph with percentage of

completion along with the number of objects.

6.2.1 Summary View on My Stewardship Dashboard

Note that My Stewardship Dashboard shows an “at a glance” summary of this report.

Curation Progress summary view has several filters you can use to focus on a more specific set of catalog objects:

• Steward value of the Steward field on a data object. The default view is to display the curation progress for the

logged in user. If you select a different user, the report will change to show the curation progress of the selected

user. You can also remove this filter and view the data for all Stewards.

• Data Type List filter with such options as Data Sources, Schemas, Tables, and Columns. Use this filter to narrow

the report down to one type of catalog objects.

• Filter In Quick filter that allows searching for and filtering for a specific object. You can search among available

specific:

– Data

– Sources

– Schemas

– Tables

Note: When you set Filter In, Alation will auto-set the Data Type filter to the child object type of the selected object

and disable the Data Type filter. Thus, Filter In sets the parent object.

For example, if you select Schema “Schema A” in Filter In, then the Data Type filter will be automatically set to Tables.

You can use the Data Type and Filter In filters consecutively together if you select a child data type in Data Type and

a parent object in Filter In. For example, if you select “Schema” in Data Type, you can then select a specific Data

Source in Filter In to view the curation progress for all schemas in this data source.

You can also use them as independent filters selecting one or the other depending on the purpose of analysis:

• To view the curation progress for a type of data objects,- all Data Sources, Schemas or Tables, use the Data Type

filter.

• To view the curation progress for a specific object, one particular Data Source, Schema or Table, use the Filter In

filter.
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6.2.2 Full View of Curation Progress Report

the Curation Progress report has a full view that can be accessed,

• from the Curate menu, using the Curation Progress link.

• from My Stewardship Dashboard, clicking the Detailed View link on the upper right of the report.

In full view, Curation Progress is visible in both the Curation Progress Summary (this is the part that also appears

on My Stewardship Dashboard) and Per Object Details. The filtering options above the summary progress bar

function the same as they do on My Stewardship Dashboard. Filtering affects both the summary progress bar and the

Per Object Details displayed.

The Per Object Details part of the report has the following fields:

• Name Name of the object

• Title Title of the object generated by Lexicon

• Curation Progress Curation progress bar in percent, for each object

• Popularity Popularity of the object bar. By default, the view is sorted in descending order by this column, with

the most popular object on top.

• Has Number of child objects. Click this number to filter the Curation Progress bar on top by this object type: it

will automatically be added to the Data Type filter and the specific parent object will appear in the Filter In filter.

To review the page of a specific object in Per Object Details, click the name of this object.
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6.2.3 Understanding the Curation Progress Value

Curation Progress represents how much of “logical metadata” - or catalog fields - is filled in for data objects in the

catalog. Logical metadata includes:

• “Built-in” fields: Title, Description, Flags, Tags

• Custom fields

– Only custom fields that have already been applied to the custom template for the given data type (Data

Source, Schema, Table, and Column) are considered for the calculation. If you add new custom fields to

the templates, it will change the curation progress for the object. For more about templates, see Creating

Custom Fields for Catalog Pages.

Curation progress of a data object is a weighted measure of:

• Direct curation status of this object that shows how many logical metadata fields are filled in for this specific object.

– Catalog set shared properties are also taken into account for objects that are members of the catalog set.

Any empty shared fields of a catalog set will be counted as “not curated” in the overall curation calculation.

For details on Catalog sets, see Creating and Using Catalog Sets.

• Curation status of child objects, which is the aggregated, average, curation status of the child objects weighted by

popularity.

– Because Popularity can be zero, we use 1+popularity in the formula.

– An object cannot reach 100 percent curation progress unless all its child objects have 100 percent curation

progress too.

• Weight for direct curation status of the object and curation status of its child objects is assumed to be equal. We

assign these parts of the calculation 50 percent each.

– If an object does not have children (for example, such objects as Columns), then the weight for the Direct

object status is 100 percent.

Calculation

To calculate the Curation Progress of each object type:

• We start with Attribute object type (this stands for column objects). For each column, the curation status is

calculated using the following formula:
∑
(has_value) / number of fields

Where has_value is a boolean that indicates if the field is filled or not:

– 1 for filled

– 0 for empty,

And number of fields is the number of fields which participate in this calculation. This is the direct curation status

for this object type (column).

• Then we move up the object hierarchy to each next object level (to Table, to Schema, to Data Source, and compute

the curation progress for each object using the following formula:

[50% \*
∑
(has value) / number of fields] +[50% \*

∑
(child object curation status

\* (1+ child object Popularity)) /
∑
(1 + child object Popularity)]

where,

– 50%*
∑

(has value) / number of fields is the direct curation status of the current object;
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– 50%*
∑

(child object curation status * (1+ child object Popularity)) /
∑

(1 + child object Popularity)is the

average curation status of its child objects weighted by popularity.

This way, curation progress is calculated for object of type:

• Table (with Columns as child objects)

• Schema (with Tables as child objects)

• Data Source (with Schemas as child objects)

Example

In the Curation Progress report that you see in Alation, the results of the calculations for each object are aggregated

as an average across all objects in the selected object type or across all objects, depending on the filter you set. For

example, in a report like this:

The result of 15 percent is the average curation progress across all data sources calculated as the sum of curation progress

values for all data sources divided by the number of data sources in the catalog.

6.2.4 Related Topics

My Stewardship Dashboard

Data Objects Without Stewards

Working with Catalog Activity Report

6.3 Working with the Catalog Activity Report

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release V R4 (5.8.x)

To view the changes in the data object structure and to check on the continuous curation effort, you can refer to the

Catalog Activity report. Catalog Activity report will be available if My Stewardship Dashboard is enabled in Alation.

The Catalog Activity report can be accessed by users wearing the Data Steward/Curator Hat. (For details, see Hats in

Alation ).

The Catalog Activity report captures both changes to the physical metadata of data objects and updates to the properties

and custom fields of both Data Sources and their child objects, for example:
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• Tables created and/or dropped in a schema (physical metadata change)

• Columns added to or removed from a table (physical metadata change)

• Data type of a column changed (physical metadata change)

• Custom field values changed for a specific object by a specific user

• Starting with V R6 (5.10.x), custom field values changed through a catalog set

Note: In V R4 (5.8.x) changes to such fields as Title and Description are not included in the Catalog Activity report.

Starting with V R5 (5.9.x) changes to Title and Descriptions are part of the report.

Starting with release V R6 (5.10.x), changes made through catalog sets are also included.

The Catalog Activity report is available in two views: a personalized view for the logged-in user on My Stewardship

Dashboard and the full view across all data sources on the dedicated Catalog Activity page.

6.3.1 Data Steward Personalized View

On My Stewardship Dashboard, Catalog Activity report is filtered to only display changes that affect Data Sources

where the logged-in user is steward.

Note: To assign someone as a steward to a data source, add this user as a value to the Stewards field on a data object:

• Data Source

• Schema

• Table

• Column

The Catalog Activity report on My Stewardship Dashboard includes information on:

• Schemas, Tables, and Columns affected by changes to custom fields - note that Title and Description fields are

only included in the report starting with version V R5 (5.9.x); and changes shared from catalog sets are only

included starting with version V R6 (5.10.x)

• Details of the change

• Time of the change

To open My Data Stewardship dashboard,

1. Sign in to Alation and make sure to wear the Data Steward/Curator hat.

2. On the main toolbar, click Curate

3. Click My Stewardship Dashboard. The Catalog Activity report will be available on this dashboard.

Note: The Curate menu will be available if

• My Stewardship Dashboard is enabled in your Alation instance

• You are wearing the Data Steward/Curator hat
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Catalog Activity Report view on My Stewardship Dashboard (V R6):

6.3.2 Viewing Field History

You can view custom field history right from the Catalog Activity report by hovering over a row and clicking History

for this row. For details on field history, see Viewing Field History.

6.3.3 Viewing Changes Shared From Catalog Sets

Available from release V R6 (5.10.x).

Changes shared from a catalog set will be displayed as one row, under the name of this catalog set. The Catalog Activity

report will not list each individual catalog set member as changed. The row that holds a catalog set name should be

understood as a collective change relevant to all the members of this set:
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If you filter the report by Steward is value, the catalog sets listed in the report indicate that there exist member objects

with this Steward property, which are affected by changes through this catalog set.

6.3.4 Full View Catalog Activity Report

To view the full report on all catalog activity happening in Alation,

1. Sign in under the Data Steward/Curator hat.

2. On the main toolbar, click Curate.

3. In the menu that opens, click Catalog Activity. The Catalog Activity page will open.

Alternatively, you can go to the full view right from My Stewardship Dashboard by clicking All Catalog Activity icon

in the top right corner of the personalized report view.

The full report features two separate tabs:

• Curation Changes tab that lists changes to custom fields except for Title and Description

• Physical Metadata Changes tab that lists metadata changes

Curation Changes tab (V R6):
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6.3.5 Applying Filters to Curation Changes

There may be many changes to custom fields in an actively used catalog instance. To bring into focus changes to specific

data objects or specific fields, you can apply filters to narrow down the segment of changes you are viewing.

Value and Condi-
tions

Options Description

Data Type is Data Sources,

Schemas, Tables,

Columns

Select the Alation object type to view the curation changes for. Select Any

Type to view all.

WITHIN

Source Data Sources,

Schemas, Tables

Find and select the Data Source to view the changes for. Select Any Type

to view all.

WHERE

Steward is Users, Groups Find and select Steward(s) in the Users and Groups quick Search field.

The default setting is the logged-in user.

AND

Field Changed is Any Field. Spe-

cific Custom Field

(selected from the

list)

In the custom field list, select the fields to view the changes for. Select

Any Field to view all. If you don’t see the field you’re looking for in the

list, try searching for it. For performance reasons, we do not show all

custom fields in the initial list. If you do not see the required value in the

list, start typing its title in the Filter quick search. The list will update to

display values that fit your search criteria.

FOR

Seven days before calendar widget Using the calendar, set the week for which to display the curation changes.

6.3.6 Curation Changes Report Details

The Curation Changes report displays the following information:

Column Description

Object affected by the

change

Datasource, Schema, Table or Column affected by the change.

Change details Details on what kind of change was made.

By User User who performed the change.

Time of change Time when the change was made.

Note: If the Steward filter is set to your name, it means you are only viewing changes that affected Alation objects you

are currently the Steward of. The report will not display the objects that you used to steward in the past but no longer

currently steward.
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6.3.7 Viewing Field History

You can open the field update History for a specific field right from the Catalog Activity report by clicking History in

the corresponding row.

6.3.8 Restrictions on Report View

The Catalog Activity report will only display changes to objects which the logged-in user has permissions to view.

This means that you can:

• only see changes to Alation objects you are granted access to in the database. If you do not have permission to

view the object that is set as a value for a field, the change to this field will appear to you as it would on the catalog

page.

• only see changes to the fields you are allowed to see in the catalog. For details on custom fields, see Creating

Custom Fields for Catalog Pages.

Example:

You have permission to view Table A. You do not have permission to access Table B.

There is an Object Set type of custom field “Tables” on an Alation object you are viewing that is set to “Table A”. Its

value is changed to “Table B”.

In the Catalog Activity report, this change will appear to you as ” Tables changed: Table A -> Not Set ” because you

cannot view Table B.

6.3.9 Physical Metadata Changes Tab
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6.3.10 Applying Filters to Physical Metadata Changes Tab

To focus on the metadata changes of specific objects, you can apply a number of filters. Filters are joined with AND

logic.

Value Options Description

Show

<object>

changes

Schema

Table

Column

Select the type of object you want to view the

metadata changes for. This can also be under-

stood as the nesting level of Alation objects.

for week of

<first day

of week>

List of first days of week that represent correspond-

ing weeks.

Select the week you want to view the changes

for.

Where

steward is

<user>

List of users. To view changes for all, select anyone. Select the steward whose objects you want to

view.

For <data

source>

List of Data Sources. To view data for all, select

any.

Select a Data Source to view the changes

And

<schemati-

tle>

schema

List of Schemas of the selected Data Source. This

filter will only be available on the Table level if a

specific Data Source is selected.

Select a Schema to view the changes for.

And <table

title> table

List of Tables of the selected Schema. This filter

will only be available on the Column level, if a

specific Data Source and Schema are selected.

Select a Table to view the changes for.

Physical Metadata Changes filters:
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6.3.11 Physical Metadata Changes Report Details

Column Description

Name Name of the object changed. To go to the designated

catalog page of this object, click the Open Page icon.

Change The type of change done to the object:

• Created

• Dropped

• Modified

Tables Changed Label will appear at the schema level.

Displays the number of tables in the selected schema

affected by the change.

Can be drilled down to the list of particular tables: click

the number of tables changed to open this list.

Columns Changed Label will appear at the table level.

Displays the number of columns in the selected table

affected by the change.

Can be drilled down to the list of particular columns:

click the number of columns changed to open this list.

Detailed Label will appear at the column level.

Displays details on the change to the existing column, if

available, such as the data type change.

6.3.12 Digest Emails

If you have subscribed to the Metadata Change email notifications, you will receive a weekly digest email on all

metadata changes to objects you are the steward of. The digest email is sent out on Monday and includes updates from

the previous week. It is limited to changes in 20 Schemas and 20 Tables, but includes the link to the full view of the

Metadata Change report. For details on notifications, see Email Notifications Preferences.

6.4 Data Objects Without Stewards

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release V R3 (5.6.x)

The Data Objects Without Stewards report is intended to help catalog curators to determine which data objects in

their catalog still do not have a Steward. It provides a quick way to assign one.

My Stewardship Dashboard shows a summary chart of the Data Objects Without Stewards report.

The full report can be accessed:

• from the Curate menu using the Data Objects Without Stewards link.

• from My Stewardship Dashboard, clicking the Detailed View link on the upper right of the report.

6.4. Data Objects Without Stewards 3335



Alation User Guide

6.4.1 Summary Chart on My Stewardship Dashboard

It is a donut chart summary of data objects with and without a steward that provides an insight into how many of the

data objects still require a curator to lead the catalog enrichment effort.

The summary chart can be filtered by data type or by a specific data object using the natural language filter.

• Data Type List filter with such options as Data Sources, Schemas, Tables, and Columns. Use this filter to narrow

the report down to one type of catalog objects.

• Filter in Quick filter that allows searching for and filtering for a specific object. You can search among Data

Sources, Schemas, and Tables cataloged in your Alation instance.

Both the filters work in the same way as on the Curation Progress report.

6.4.2 Full Data Objects Without Stewards Report

This page displays a more detailed view that includes both the donut chart summary and the Per Object Details. The

Per Object Details view lists the specific objects which do not have a Steward. By default, it displays 25 rows per page

and is sorted by Popularity in descending order.
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The resulting table can be sorted by Name, Title, Curation Progress or Popularity by clicking on the corresponding

column name:

• Name Name of the object.

• Title When available, the title assigned by Alation Lexicon and confirmed by a user.

• Curation Progress Curation progress value for each object, See Understanding the Curation Progress Value.

• Popularity Popularity of the object. By default, the table is sorted by popularity in descending order.

• Steward This column has a control that allows assigning a steward to the data object directly from the report.

6.4.3 Assigning a Steward

To assign yourself as a steward, click Assign To Me for an object. This action will add you as a steward to this object,

and your username will be added to the Steward field on its catalog page.

You can also assign a different user or even a group as a steward. To assign someone other than yourself,

1. Find the desired object in Per Objects Details view and click the down arrow on the right of the Assign To Me

button to open the quick search field.

2. Enter the name of the user or group and select them from the resulting list.

Alternatively, you can select User or Group from the Showing list then scroll through the names and select the desired

user or group.
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After the user or group is selected, the Steward column will change from a button to the name of the selected user or

group.

To remove or change the assignment, use the X icon next to the name.

6.4.4 Related Topics

My Stewardship Dashboard

Curation Progress

Working with Catalog Activity Report

6.5 Using the Titles and Descriptions Chart

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Titles and Descriptions Chart is available under the Curate menu, if your current hat is set to Curator. It is a

page that allows you to track titling and descriptions in Alation over desired date ranges.

Note: In releases before V R7 (5.10.x), if the Stewardship Dashboard is not enabled, the Titles and Descriptions chart

is available to the Curator hat as the Governance Tracking Dashboard located under the Track menu.

You can analyze how many titles and/or descriptions of data objects are:
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• guessed by ALLIE but unconfirmed by a user

• guessed by ALLIE and confirmed by a user

• hand-populated by a user

For more about ALLIE, see Auto-Titling.

The data will be displayed in a graph displaying the selected date range. The default view is the current month. As you

mouse over the dates in the graph, the donut chart to the right of the graph will display values for the selected date to

include:

• Guessed and Unconfirmed

• Guessed and Confirmed

• Hand-Populated

• Blank

• Total

The values the donut chart displays related to the date that can be seen directly above the donut chart.

6.5.1 Filtering

The page displays two charts, by default the top chart is for titles and the lower chart is for descriptions. Filtering is

separate for each chart/donut chart pair.

6.5.2 Chart Type

The first filtering option in both charts is to select the chart type. It can be either Title or Description.

6.5.3 Data Objects

The available data objects include

• Schemas

• Tables

• Columns

The default view is all data objects.
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6.5.4 Data Sources

The All data sources filter allows you to choose from all data sources that are visible to the logged in user. The default

view is all data sources.

6.5.5 Date Range

The date range can be This Month, Last 6 Months, Last Year or a Custom Range of dates enter into the FROM and

TO fields or by using the date pickers. The Apply button is only used when setting a custom date range.
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SEVEN

DOCUMENT HUB MANAGEMENT

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available in public preview from Alation version 2024.1

Important: You are viewing documentation for Classic Alation.

Document Hubs help your company organize long-form, written documentation related to your data. Read about the

basics of Document Hubs in the overview topic. For help enabling Document Hubs, see Enable Document Hubs,

Glossaries, and Terms.

On this page:

• Best Practices for Document Hubs

• Create a Document Hub

• Create a Folder

• Create a Document

• Documents API

7.1 Best Practices for Document Hubs

This section describes best practices for using Document Hubs.

7.1.1 Document Hubs Define Types of Content

Document hubs should be based on a type of content rather than business units. Once you’ve defined your content types,

business units can organize their documents of that type into folders inside the document hub. You can then govern who

has access to specific folders based on their business unit.

For example, you may need to document definitions for your company’s metrics. Since metric definitions could be

useful to all your business units, you create a document hub and name it Metrics. Within the Metrics document hub,

you create a folder for each business unit that needs to define metrics—Finance Metrics, R&D Metrics, and so forth. If

desired, you can restrict the visibility of each folder to user groups belonging to the appropriate business unit. Within

their respective folders, each business unit can now create documents defining their own metrics.

As another example, you may need documentation for business practices. In this context, you might label folders as

Business Plans, Go To Market Plans, or Data Applications. These documentation types could be used across multiple

business units.
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7.1.2 Make Names Meaningful

Document hubs all work the same, but you can assign customized names to your hubs, folders, and documents based on

your business needs. These custom names appear in the Alation navigation and search features. Ensure that:

• Names are meaningful for your organization

• Names are unique across all document hubs

For example, if a document hub is meant to hold metric definitions, you could name your document hub Metrics. Your

folders could be named after business units like Finance Metrics or R&D Metrics, or they could be named after lines of

business or other categories that you define.

7.2 Create a Document Hub

You must be a Catalog Admin or Server Admin to create document hubs. Document hubs are created in a draft state and

aren’t visible to regular users until you publish them. Document hubs can’t be deleted.

To create a document hub:

1. Click on the Settings gear icon in the top right corner.

2. Catalog Admins: A dropdown menu appears. Click Customize Catalog.

Server Admins: The Admin Settings page appears. Under the Catalog Admin section, click Customize Catalog.

3. Click the Custom Templates tab. The Document Hubs section will appear on the left. You may have to scroll

down to see it.

4. Click the plus icon next to the Document Hubs title.

5. In the Create Document Hub dialog box, enter the document hub’s Name.
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6. Click the Create button. The document hub editor appears, and a preview of the hub is shown at the bottom of

the screen. The hub is in a draft state at first and won’t be visible to regular users until you publish it.

7. Customize the names of the hub’s folder and documents. Click on the pencil icon next to the default folder and

document names, then enter a singular and plural version of the name.

Note: These names appear in the left navigation and search. As a best practice, they should be unique and

meaningful for your organization and match the intended purpose of the document hub. For example, you could

call folders groups, applications, categories, or projects. You could call documents metrics, policies, or help

topics—whatever helps your users understand their purpose.

8. Customize the folder and document templates for this document hub. You can add custom fields and rearrange

the fields to suit your needs. Folder and document templates are configured in a similar manner to data object

templates. You can add, rearrange, and remove fields, but the template is only associated with this specific

document hub.

9. You can add multiple document templates to your hub by clicking the plus icon next to the Document Templates

heading.

Once you’ve added more templates, you can change the default document template if desired. Click the drop-down

menu next to Default document template to choose a default template for new documents.
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10. You can preview Document Hub by clicking the Visit Hub link. With the hub page open, you can create folders

and documents. At this point, when a Document Hub is unpublished, only admins can view it from this link.

11. When you’re ready for your users to see the document hub, click the Publish button.

Important: Publishing is permanent. You can’t unpublish a published document hub.

The document hub will become visible to all users in Alation as long as the Document Hubs 2: Show Glossary Hub

feature flag has been enabled. See Enable Document Hubs, Glossaries, and Terms for more information on feature flags.

Once the document is published, Stewards can now create folders and documents in the new document hub.

7.3 Create a Folder

You must be a Steward or higher to create folders in a document hub.

To create a folder:

1. Navigate to the document hub catalog page. You can do this through the left navigation or by searching.

2. Click the + Create <Folder Name> button. The name used on the button is the name Alation admins gave to

folder objects in this hub’s settings. As an example, if this document hub’s folders are named Categories, the

button will say + Create Category.

The folder is created immediately, and the folder catalog page opens for editing.

3. Click the default title at the top of the page and enter the folder’s title. Optionally, enter a Description.

4. To control who can access this folder, click the three dots in the upper right, then click Access Settings.

5. To add documents to the folder, click the + <Document> button. The name used on the button is the name Alation

admins gave to document objects in this hub’s settings. As an example, if this document hub’s documents are

named Metrics, the button will say + Metric.

• To add an existing document, click Add Existing <Document>, then search for the document you want and

select it.

• To add a new document, click Create New <Document>, then select a template and click Create. The new

document is created immediately, and the document catalog page opens for editing. You can now edit and

configure the document.

6. Modify any other fields associated with the folder as desired. Changes are saved automatically. The fields that are

available depend on the folder’s template, which is assigned in the document hub’s settings.
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1. Navigate to the document hub catalog page. You can do this through the Apps menu or by searching.

2. Click the + Create <Folder Name> button. The name used on the button depends on the document hub settings.

As an example, if this document hub’s folders are named Categories, the button will say + Create Category.

The folder is created immediately, and the folder catalog page opens for editing.

3. Enter the folder’s title at the top of the page. Optionally, enter a Description.

4. To control who can access this folder, click Manage in the upper right, then click Access Settings.

5. To add documents to the folder, click the + <Document> button. The name used on the button is the name Alation

admins gave to document objects in this hub’s settings. As an example, if this document hub’s documents are

named Metrics, the button will say + Metric.

• To add an existing document, click Add Existing <Document>, then search for the document you want and

select it.

• To add a new document, click Create New <Document>, then select a template and click Create. The new

document is created immediately, and the document catalog page opens for editing. You can now edit and

configure the document.

6. Modify any other fields associated with the folder as desired. Changes are saved automatically. The fields that are

available depend on the folder’s template, which is assigned in the document hub’s settings.

7.4 Create a Document

You must be a Steward or higher to create documents in a document hub.

Documents must belong to at least one folder and can belong to multiple folders. You can create a document in two

ways:

• From within a document hub. You can select one or more folders during the creation process.

• From within a folder that you want the document to belong to. The document will automatically belong to that

folder. You can add it to more folders afterward.

To create a document from a document hub:

1. Navigate to the catalog page of the document hub you want the new document to belong to. You can do this

through the left navigation or by searching.

2. Click the + Create <Document Name> button on the lower half of the screen. The name used on the button is

the name Alation admins gave to document objects in this hub’s settings. As an example, if this document hub’s

documents are named Metrics, the button will say + Create Metric.

3. Optionally, if you want the document to have a different template than the default, click the drop-down menu

under Select an initial template for this <Document> and select a template.

4. Select one or more folders for the document to belong to. Once you select a folder, the Create button is enabled.

5. Click the Create button. The document is created, and the document catalog page opens for editing. You can

now edit and configure the document.

1. Navigate to the catalog page of the document hub you want the new document to belong to. You can do this

through the Apps menu or by searching.

2. Click the + Create <Document Name> button on the lower half of the screen. The name used on the button

depends on the document hub settings. As an example, if this document hub’s documents are named Metrics, the

button will say + Create Metric.
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3. Optionally, if you want the document to have a different template than the default, click the drop-down menu

under Select an initial template for this <Document> and select a template.

4. Select one or more folders for the document to belong to. Once you select a folder, the Save button is enabled.

5. Click the Create button. The document is created, and the document catalog page opens for editing. You can

now edit and configure the document.

To create a document from a folder:

1. Navigate to the catalog page for the folder you want the new document to belong to. You can do this through the

left navigation or by searching.

2. Click the + <Document Name> button. The name used on the button is the name Alation admins gave to

document objects in this hub’s settings. As an example, if this document hub’s documents are named Metrics, the

button will say + Metric.

3. Click Create New <Document>. A dialog box appears.

4. Optionally, if you want the document to have a different template than the default, click the drop-down menu

under Select an initial template for this <Document> and select a template.

5. Click the Create button. The document is created, and the document catalog page opens for editing. You can

now edit and configure the document.

1. Navigate to the catalog page for the folder you want the new document to belong to. You can do this through the

Apps menu or by searching.

2. Click the + <Document Name> button. The name used on the button depends on the document hub settings. As

an example, if this document hub’s documents are named Metrics, the button will say + Metric.

3. Click Create New <Document>. A dialog box appears.

4. Optionally, if you want the document to have a different template than the default, click the drop-down menu

under Select template for <Document> and select a template.

5. Click the Create button. The document is created, and the document catalog page opens for editing. You can

now edit and configure the document.

7.4.1 Edit or Configure a New Document

To edit or configure a new document:

1. Click the default title at the top of the page and enter the document’s title.

2. Click the Edit button to the right of Description and enter a description. This is the main content of the document.

3. To control who can access this document, click the three dots in the upper right, then click Access Settings.

Choose the desired access level and assign users if needed.

4. To change which folders the document belongs to, click the three dots in the upper right, then click Membership

Settings.

5. Modify any other fields associated with the document as desired. Changes are saved automatically. The fields that

are available depend on the document’s template.

1. Enter the title at the top of the page.

2. Click the Edit button to the right of Description and enter a description. This is the main content of the document.

3. To control who can access this document, click Manage in the upper right, then click Access Settings. Choose

the desired access level and assign users if needed.
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4. To change which folders the document belongs to, click Manage in the upper right, then click Membership

Settings.

5. Modify any other fields associated with the document as desired. Changes are saved automatically. The fields that

are available depend on the document’s template.

7.5 Documents API

You can interact with documents using our public Documents API. You can create, retrieve, update, and delete documents

using the API. Check out the Documents API.
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CHAPTER

EIGHT

GLOSSARY

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation’s Glossary creates a structure in which users can easily find and update business and technical terms used by an

organization. This fosters a more efficient and ethical data culture.

8.1 Work with Glossaries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation Glossaries are built from glossary terms. Each glossary term has a specific term type template. You use

glossaries to document business concepts: you can start by creating new glossary terms with their definitions.

Note: Before Alation release 2022.2, glossaries were created by associating articles using a particular template. This

type of association is now called an article group. If you created glossaries using articles, you can migrate those articles

to glossary terms using the Bulk Utility. See Migrate Articles to Glossary Terms.

As you work with glossaries, keep the following in mind:

• Glossaries can be created only by Catalog Admins or Server Admins.

• A glossary title, description, and templates can be edited only by Catalog Admins or Server Admins. This includes

restoring values from history.

• A glossary can be deleted only by Catalog Admins or Server Admins.

• In the Glossary terms table, users can see only those terms that they have permission to view.

• If a user does not have permission to see a custom field value, the field value is shown as Not Set.

3349



Alation User Guide

8.1.1 Open the Glossary Hub

The Glossary Hub is a one-stop destination to view all your glossaries and glossary terms in a single place. To launch

the Glossary Hub from the Apps menu, click Glossaries.

8.1.2 Add a Glossary

You need the role of the Catalog or Server Admin to be able to create glossaries.

To add a glossary:

1. On the Glossary Hub page, click Create Glossary in the upper right corner of the page. The Untitled Glossary

page opens:

2. Add a Title and, optionally, a Description.

3. Click Add Term to add terms to the glossary. See Create Terms for more details.

8.1.3 Create Terms

To add a glossary term:

1. On the Glossaries page, click Create Term. The Untitled Term page opens:
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2. Add a Title and, optionally, a description or definition.

3. Under Type, choose a term type from the dropdown list. If necessary, add an appropriate term type template.

Associate a Glossary Term with a Glossary

To associate a glossary term with a particular glossary:

1. On the Glossaries page, click the name of the desired glossary, such as Finance Glossary in the screenshot below:

2. On the glossary page that opens, click Add Term in the upper right corner of the page.

3. Select the desired term from the list of terms that appears:
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Alternatively, you can associate a term with a glossary as follows:

1. On the Glossaries page, find the term you want to associate with the glossary, click the three-dot icon to the right

of the term’s description, and then click Glossary Membership. The Add/Remove Glossaries dialog appears:

2. Select the glossaries you would like to associate with the glossary term, and then click Save.
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Remove a Term from a Glossary

To remove a term from a glossary:

1. Open the glossary page.

2. Find the term you want to remove in the terms table.

3. Click the three-dot icon to the right of the term’s description, and then click Remove from Glossary.

8.1.4 Create Terms under a Workflow

To add a glossary term when a workflow is applied to glossary term creation:

1. Open the Glossary Hub and click Create Term. The Create Term with Glossaries membership dialog opens:

2. Select the glossaries you want the term applied to, and click Save.

If you know ahead of time that you will select only one glossary, you can skip this dialog by going directly to the

desired glossary and clicking the Create Term button there.

The Untitled Term page opens:
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The top of the page indicates that this term is a Draft pending submission. The bottom of the page contains a

button labeled Submit for review.

3. Add a Title and, optionally, a description or definition.

4. Under Type, choose a term type from the dropdown list. If necessary, add an appropriate term type template.

5. When you are satisfied with the glossary term, click Submit for review.

6. The top of the page now reads Under Review and the button at the bottom changes to View Review Status.
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7. Click View Review Status to see the current status of the review. Click Status to see the approval path information.
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8.1.5 Review a Glossary Term

If you are a designated reviewer, you will receive an email notification whenever a new term is submitted for review.

Glossaries that have terms under review will have an Under Review tab listing the terms needing review:
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Click on a term to open the review.

The term under review appears somewhat differently from how it appears for the author. The top of the page says Under

Review, as it does for the author, but the button at the bottom reads Approve or Reject.

To approve or reject the glossary term:

1. Click Approve or Reject. The Approve Membership page appears.
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2. Click Approve to approve the term; click Reject to reject the term.

3. Click Save & Close.

8.1.6 Work with the Glossary Terms Table

You can filter the glossary terms table and add, remove, and rearrange the columns. By default, the glossary terms table

shows the term titles, descriptions, and term types, along with the glossaries the term is a member of.
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Filter

To filter the table, start typing in the Filter table field. The content will update to display only the terms for which any

custom field value matches the text you entered.

Sort

By default, the terms in a glossary are sorted alphanumerically by title. You can reverse the sort order by clicking Term.

Add, Remove, and Rearrange Columns

You need the role of the Catalog or Server Admin to add, remove, or rearrange columns of the terms table.

To add, remove or rearrange the columns, click the icon to open the Column Organization menu:

1. To add a column, select the corresponding checkbox in the list. This list is formed from all the custom and built-in

fields in the available Term Type templates. A maximum of 20 columns can be added to the table.

Important: If a user does not have permission to view the values of a specific field on a specific term, they will

appear as Not Set to this user.

2. To remove a column, clear the corresponding checkbox. The Title column cannot be removed.

3. To change the order of the columns in the table, hover over the field name to reveal the move icon:
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Click it and drag and drop the field onto a new place in the list.

4. To reset the order back to the order in the column list, click Reset.

5. Click the Column Organization icon to close the menu:

Save Your Table View for Everyone

You can save your terms table view of a glossary for everyone in Alation. To make your view default, click Save View

in the Save View for Everyone banner above the terms table.

Save View for Everyone:

8.1.7 Modify Glossary Settings

To change glossary settings:

1. Open the glossary you want to change.

• To edit the title, hover over the title then click the pencil icon that appears.

• To edit the description, click the Edit button.

• To modify the columns in the terms table, see Add, Remove, and Rearrange Columns.

2. Save any changes.

8.1.8 Delete a Glossary

To delete a glossary:

1. On the glossary page, click Manage in the upper-right corner of the glossary page:

2. In the menu that appears, click Delete Glossary:
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3. In the confirmation dialog that opens, confirm you want to delete the glossary.

Deleting a glossary does not delete terms associated with it.

8.1.9 Watching, Starring, and Conversations

You can watch and/or star a glossary and start a conversation from the glossary page.

Starring and Watching

To star a glossary, click the star icon on the upper right of the glossary page:

Starring a glossary adds it to the list of your favorites in Alation. To remove the glossary from your favorites list, click

the star again. An orange star means the object is currently in the favorites list, while gray means starring is not applied.

To watch a glossary, click the watch icon on the upper right of the glossary page:

Watching signs you up for email notifications. You will get notified whenever another user makes a change to the

glossary. To stop watching, click the watch icon again. Orange means watching is toggled on, while the gray watch icon

means it is off.

Starring and watching Alation objects makes them easy to find and navigate to in Alation. You can quickly find the list

of objects you have starred or are watching or by clicking the star or watch icons in the Filters area of the full-text search.

Finding Favorites and Watched Objects:
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Start a Conversation

To start a conversation, click the conversations icon on the right:

To learn more about Conversations, see Conversations.

8.2 Glossary Permissions

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2022.3

In your catalog, you can restrict users’ view and edit access to glossaries and glossary terms by setting permissions.

By default, glossaries and glossary terms are viewable by everyone. If a user does not have view permissions for a

glossaries and glossary terms, the user will not see the object in Alation.
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Glossaries and glossary terms must be created before setting permissions. Only a Catalog Admin or a Server Admin can

create new glossaries. Permissions of glossary terms can be inherited from a glossary of which it is a member. In order

to delete, edit, or adjust permissions for an object a user must be a Catalog Admin, Server Admin, the creator of the

object, or have been granted Edit permission.

• If a glossary or glossary term has differing permissions at the object level and glossary level, the object level

permissions will be adhered to.

• If a glossary term is included in more than one glossary (and each group has different permissions) and inherits

permissions from linked glossaries, the permissions will inherit the set of permissions from the glossary which is

more restrictive.

• Custom field permissions supersede glossary and glossary term permissions. For example, if a custom field is

contained within a glossary term and has permissions limited to read-only for all but two users, the glossary term

will also be limited to read-only for all but those two users.

A user with Steward role can:

• Manage permissions for glossaries and glossary terms they create and for others in which they have been added as

editors.

8.2.1 Modifying Permissions for Glossaries

To modify permissions for a glossary:

1. Log in to Alation as a Catalog Admin, Server Admin, Steward with Edit permission, or creator of the glossary

you want to modify permissions for.

2. From the Apps menu, click Glossaries.

3. In the Glossaries section, click the title of the glossary for which you would like to edit permissions.

4. Select the Manage > Access Settings option towards the upper-right of the page.

The Glossary Access dialog displays with three options: Public, Editing Restricted, and Private.
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5. Select the option depending on what kind of permissions you want to apply:

Public

Selecting the Public option allows for all Alation users within your organization to view and edit the

glossary selected.

Editing Restricted

Selecting the Editing Restricted option allows for all Alation users within your organization to view the

glossary. Only Catalog Admins, Server Admins, the creator, and users selected in the following step may

edit the glossary selected.

Private

Selecting the Private option allows for only Catalog Admins, Server Admins, the creator, and users selected

in the following step to view or edit the glossary selected.

6. If Editing Restricted or Private is selected, then select users and/or groups and desired access levels by

clicking the + Invite button or from the list (if already present). Permissions will be applied to the glossary and

viewing/editing will be restricted to the selected users and groups. Click the Save button.

8.2.2 Modifying Permissions for Glossary Terms

To modify permissions for glossary terms:

1. Log in to Alation as a Catalog Admin, Server Admin, Steward with Edit permission, or creator of the term you

want to modify permissions for.

2. From the Apps menu, click Glossaries.

3. In the Terms section, click the three dots (. . . ) in the row of the term which you would like to edit permissions,

then select the Access Settings option.
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or

In the Terms section, click the title of the term for which you would like to edit permissions. Then, select the

Manage > Access Settings option towards the upper-right of the term page.

The Term Access dialog displays with four options: Inherit permissions from linked Glossaries, Public, Editing

Restricted, and Private.
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4. By default, terms inherit permissions from linked glossaries. If a different configuration is needed, toggle off the

Inherit permissions from linked Glossaries and select the option depending on what kind of permissions you

want to apply:

Public

Selecting the Public option allows for all Alation users within your organization to view and edit the

term selected.

Editing Restricted

Selecting the Editing Restricted option allows for all Alation users within your organization to view

the term. Only Catalog Admins, Server Admins, the creator, and users selected in the following step

may edit the term selected.

Private

Selecting the Private option allows for only Catalog Admins, Server Admins, the creator, and users

selected in the following step to view or edit the term selected.

5. If Editing Restricted or Private is selected, then select users and/or groups and desired access levels by clicking

the + Invite button or from the list (if already present). Permissions will be applied to the term and viewing/editing

will be restricted to the selected users and groups. Click the Save button.
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8.3 Migrate Articles to Glossary Terms

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

This topic describes how to migrate existing Articles to Glossary Terms using the Bulk Utility. Before you begin, please

consult the Known Issues and Tips and Tricks sections for additional guidance.

8.3.1 Enable the Bulk Utility

The Bulk Utility is available to Server and Catalog Admins once a Server Admin has enabled the Bulk Utility feature

flag on the Feature Configuration page:

8.3.2 Access the Bulk Utility

Server Admins can access the Bulk Utility tool from the Admin Settings page:

Both Server Admins and Catalog Admins can also access the Bulk Utility tool by appending /bulk-utility/ to the end of

the catalog URL. The utility appears as a generated Article within Alation:
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The Article is named “Bulk Utility (user.name)”, where “user.name” is the user who accessed the page. The article is

set to private; only other Catalog and Server Admins can see it.

Warning: Do not change the permission settings! This ensures that this feature is used only by you—other users

will have their own copy of the article with permissions set for them.

8.3.3 What Is and Is Not Migrated by the Bulk Utility

When migrating existing articles to glossary terms, the following items are migrated:

• Title

• Description (including images and attachments in the Article body)

• Tags

• Domains

• Custom fields
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• References in-copy (@ mentions and custom object set custom fields that mention articles)

The following items CAN be migrated, but must exist in order to be associated:

• Glossary association

• Term Type

Note: You MUST have a Term Type for Custom fields to be migrated.

The following items are NOT migrated:

• Children (not part of the Term object)

• Star (reset manually once Term is created)

• Watch (reset manually once Term is created)

• Original access settings (apply access settings in bulk by setting access settings at the Glossary level and associating

a Glossary with an Article for migration)

• Version History (refer to soft-deleted article if need to reference)

• Conversations (refer to soft-deleted article if need to reference)

• Attachments (not part of the Term object)

8.3.4 Pre-Migration Steps

Before beginning the migration, you must perform the following steps:

1. Decide which Articles you would like to migrate to Terms.

2. Make sure the Glossary Terms GA feature flag is enabled. See Enable Document Hubs, Glossaries, and Terms.

3. Create one or more Term Type templates as described in Build Term Type Templates.

4. Create the Glossaries you would like your new Terms to be organized into. Make sure each Glossary has a unique

name, and make sure there are no semicolons (;) in Glossary names.

Warning: Make sure that you do not have multiple custom fields with the same name or custom fields with the

same name as a built-in field. For example, you should not have a custom field named “description”.

Considerations for Term Types

When defining your Term Types, keep the following in mind:

1. If a Term Type is NOT included in the migration file, only the basic fields will be migrated. The basic fields are

Title, Description, Properties, Glossary (if included), Domains, Tags, and Relevant Articles.

2. Every field you want migrated from Article to Term must be present in the Term Type in order for the fields to

migrate.

3. Using the Customize Catalog feature in the Catalog Admin Settings, add the new object type “Term” to all

“Object Set” fields that are currently set to Articles, but that you want to migrate to Terms and are contained in

your new Term Types.

4. Unlike Articles, only one Term Type can apply to a single Term.
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5. Term Type names do NOT need to match the name of the Article template.

Example

As an example of how Term Type definitions and usage can affect migration, consider the following scenario: Article

“ARR” has the Article Template Name “Business”, which contains the three Custom Fields “Experts”, “PII”, and “Date

Reviewed”. The following table shows how the migration behaves depending on the Term Type you associate with the

Article in the csv for migration:

Term Type Name Field 1 in
Type

Field 2 in
Type

Field 3 in
Type

Fields included in new migrated Term,
“ARR” .

Business Experts PII Date Re-

viewed

Experts, PII, Date Reviewd

Purple Panda Experts PII Date Re-

viewed

Experts, PII, Date Reviewd

Blue Bird PII PII

[no name

added](csv)

Experts PII Date Re-

viewed

Fails entirely

[no name

added](xlxs)

Experts PII Date Re-

viewed

Only basic fields migrated

Blu Bird (typo) PII Only basic fields migrated

8.3.5 Migration Steps

The actual migration involves six major steps, as follows:

1. Create a Saved Search containing the articles you want to migrate.

2. Open the Bulk Utility and click the Saved Search you created.

3. Download and unzip the zip file created by the Bulk Utility.

4. Edit the “use for upload” spreadsheet from the zip file.

5. Upload the edited spreadsheet. The bulk utility then proceeds with the migration.

6. Review the migrated terms.

Create a Saved Search

To begin the migration, create a Saved Search as follows:

1. Navigate to the Alation search bar and press Enter to open the full-page search.
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2. Filter search results for Articles, that is, select the Documentation dropdown and select Articles.

3. Choose additional filters to limit the export to Articles you’d like to migrate, then save your search by clicking the

Save Search button (+) in the Saved Searches area of the left sidebar. Remember the name of your Saved Search

as you will use it in the Bulk Utility.

Warning: If there are typos in your search query, Alation tries to correct for them and will often return results with

the corrected spelling. However, the bulk utility does not make this same correction. You should therefore verify

that the search results you are seeing are for the term or terms in your search query. Check the top of your search

results—if you see a message similar to the following, you should correct your query:
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Note: You can migrate only 10,000 articles at a time if using this search-based approach. We recommend starting with

a smaller number (between 10 and 100) to better understand the process.

Open the Bulk Utility

If you have previously opened the Bulk Utility tool, you can search for “Bulk Utility” in the Alation search box and

should see the Article titled “Bulk Utility” with your user name appended in the search results. The article should also

appear in the Recently Visited section of the Alation homepage. If you have not previously opened the tool, you can do

so from the Admin Settings page (if you are a Server Admin) or by appending /bulk-utility/ to the catalog base

URL (if you are a Catalog Admin or Server Admin).

Under the Download heading, you should see the Saved Search you just created. If it is not visible, click Reset. This

refreshes the buttons, removes any previous attachments, and resets options on the right side of the article.

Download and Unzip the Prepared File

Once you see the Saved Search you created:

1. Click on the button containing the name of the saved search. Wait a few seconds for the Bulk Utility to reload. It

may tell you to refresh the page (using your browser’s Refresh button—do NOT press the Reset button).

2. When the download is complete, the article’s Attachments field will contain a link to the downloaded zip file.

3. Open the zip file. You will see two Excel files and potentially an images folder. One of the Excel files will have a

name with “use this for upload” embedded in it. The other file and the images folder are for your reference.

Edit the Upload File

Open the Excel file with “use this for upload” in its name and make the following edits:

1. Add a column called “glossaries”. For each term, enter the name of the created glossary you want associated with

that term. If you want to assign the same term to multiple glossaries, separate the glossary names with semicolons

(;). A space between a glossary name and semicolon is optional.

2. Add a column called “action”. For each term you want to migrate, enter migrate_to_term in this column.

3. Delete the content of the “template” column and replace it with the name of the Term Type you created in the

pre-migration steps.

Note: All embedded content within migrated Rich Text fields will migrate with no additional steps.
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Upload the Edited File

Remove any current Attachments by clicking the x. Click the + in the Attachments field and select the completed file.

Once the file is shown in Attachments, click the Upload button.

To check if the file is processing, right-click Show Log File in the 3-Admin section, then select Open Link in New

Tab. You can then refresh this tab to see the output as it is actively changing.

In the Upload section of the Bulk Utility article page, you’ll see the number of Terms created and the time it took to

create them.

Note: After each upload, download the associated “feedback file” under Attachments in the Bulk Utility article, with

a name of the form <first-8-letters-of-username>-<4-random-characters>.xlsx.

Review the Migration Results

When the migration is complete, a new file will be shown under Attachments. Open this file and ensure you see a new

article_id column in the final column with an ID for all rows containing migrated articles. Navigate to the new Terms

within the catalog toi spot check that everything transferred as desired.

If you are happy with the results, you can soft-delete the migrated Articles by adjusting the file you originally downloaded

for migration:

1. Add the action column as you did previously, however, this time use delete for all rows containing Articles you

want to delete.

2. Spot check that your action was successful.

8.3.6 Known Issues

The following issues are either limitations in the Bulk Utility or issues reported in a particular Alation release corrected

in later releases.

Object Sets with Duplicate Names within Articles (2022.4.0, 2022.4.1, 2022.4.2)

In Alation 2022.4 releases before 2022.4.3, there is a known issue with how the Bulk Utility handles any of the following

included in Object Sets within Articles you plan to migrate:

• Schemas that have the same name as other schemas within your Alation instance.

• Tables that have the same table AND schema name as other tables within your Alation instance.

• Columns that have the same column AND table AND schema name as other columns within your Alation instance.

• Data Sources that were previously deleted then added again.

• Multiple data sources with the same name.

• Any Schema, Table, or Attributes references for which the schema name contains a period. (Both Amazon

Redshift and Snowflake data sources are known to have this issue; other data sources may as well.)

If you have any of the above items, please do NOT use the Bulk Utility until you install Alation version 2022.4.3 or later.
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Large Files Leading to Appearance of Utility Not Working (Limitation)

If the file is large, it may appear that the utility is not working. Do NOT click Upload more than once. If you believe the

process is stuck or unresponsive, contact Alation Support before re-uploading to avoid any unwanted side effects.

If you accidentally migrate your articles twice resulting in duplicates, contact Alation Support for help before attempting

to delete the resulting duplicate terms.

Download of Saved Search Appears to Hang (Issue in 2023.3.1)

Some users have reported that on download of a saved search, a message appears saying “we’re working on it” forever,

even though the download succeeds, and the downloaded file gets added as an attachment. Additionally, on upload,

users may be redirected to an internal server error page, even though the upload has succeeded. This issue, which also

manifested occasionally as corrupted Article snapshots, has been resolved in Alation version 2023.3.2 and later.

Access to Bulk Utility Fails (Issue in 2023.3.0, 2023.3.1, 2023.3.2)

Some users reported that on attempting to open the Bulk Utility, they receive an error 500 page saying “I seem to be

experiencing technical difficulties”. This issue has been fixed in release 2023.3.2.1 and later.

8.3.7 Tips and Tricks

• Keep the spreadsheets used in the migration; they can serve as a mini-backup since they record the state of the

articles before the migration. You can always restore or recreate them using Bulk Utility.

• Both csv and xlsx files are suitable for creating upload files. However, do not use xlsx files created by the macOS

Numbers application.

• If you are uploading 100 or more rows, use the Asynchronous flag in the Features field under Info. (If this is not

visible, click the button labeled Show Empty Fields.)

• If you want to change your terms after migration, use the Bulk Utility to edit glossary terms.

8.4 Bulk Create or Edit Glossary Terms

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can use the Bulk Utility to create and edit glossary terms, as well as soft-delete them. An important use of the

soft-delete feature is when you want to re-assign terms from one glossary to another. For this case, you need to first

soft-delete the terms, then re-create them in the new glossary. You can use the Bulk Utility for both steps.
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8.4.1 Bulk Create Glossary Terms

To create a set of glossary terms, do the following:

1. Ensure that the Feature Flags Glossary Terms GA and Bulk Utility (Beta) are both enabled. See Feature

Configuration.

2. If you don’t have an existing Term Type template for the terms you are creating, create one as described in Build

Term Type Templates.

3. Manually create a single term of the desired Term Type.

4. Using full-page search, search for your new term.

5. Filter search results for terms, that is, select the Documentation dropdown and then select Terms.

6. Under Saved Searches, click the + button (Save as New Search). Remember the name you use to save the search.

7. Navigate to the Bulk Utility either from the Admin Settings menu or by appending /bulk-utility/ to the catalog

base URL. If you already have the Bulk Utility page open, click Reset. Your saved search should appear as a

button within the 1-Download field.

8. Click the button to generate an editable spreadsheet. This file, along with a more human-readable reference

version, contains columns for all the fields included in the Term Type. Both files are packaged into a zip file for

download. Once the zip file is prepared, it should appear in the 1-Download field as a row in the table at the

bottom of the field:

9. Click the link in the file column to download the zip file.

10. Unzip the zip file and open the included file with the name beginning “use_this_for_upload”.

11. Add a row for each Term to be created, using the manually-created Term as a template. Leave the id column

blank, to indicate you want new Terms objects to be created.
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12. Delete the row containing the Term you created manually. (This is optional; if you make no changes to it, leaving

it in the file should have no effect.)

13. Save the file.

14. On the Bulk Utility page, under Attachments, delete any existing attachments by hovering over them one at a

time and clicking the X that appears beside them.

15. Click the + icon to add your saved file.

16. Click the Upload button in the 2-Upload field. A new browser tab opens, and once the upload is complete you

are directed back to the Bulk Utility article.

Warning: If the file is large, it may appear that the utility is not working. Do NOT click Upload

more than once. If you believe the process is stuck or unresponsive, contact Alation Support before

re-uploading to avoid any unwanted side effects.

Note: After each upload, download the associated “feedback file” under Attachments in the Bulk

Utility article, with a name of the form <first-8-letters-of-username>-<4-random-characters>.xlsx.

8.4.2 Bulk Edit Glossary Terms

To edit a set of glossary terms, do the following:

1. Navigate to the Alation search bar and press Enter to open the full-page search.

2. Filter search results for Terms, that is, select the Documentation dropdown and then select Terms.
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3. Choose additional filters to limit the export to Terms you’d like to edit, then save your search by clicking the Save

Search button (+) in the Saved Searches area of the left sidebar. Remember the name of your Saved Search as

you will use it in the Bulk Utility.

Warning: If there are typos in your search query, Alation tries to correct for them and will often return

results with the corrected spelling. However, the bulk utility does not make this same correction. You should

therefore verify that the search results you are seeing are for the term or terms in your search query. Check the

top of your search results—if you see a message similar to the following, you should correct your query:

4. Under Saved Searches, click the + button (Save as New Search). Remember the name you use to save the search.

5. Navigate to the Bulk Utility either from the Admin Settings menu or by appending /bulk-utility/ to the Alation

base URL. If you already have the Bulk Utility page open, click Reset. Your saved search should appear as a

button within the 1-Download field.

6. Click the button to generate an editable spreadsheet. This file, along with a more human-readable reference

version, contains columns for all the fields included in the Term Type. Both files are packaged into a zip file for

download. Once the zip file is prepared, it should appear in the 1-Download field as a row in the table at the

bottom of the field:
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7. Click the link in the file column to download the zip file.

8. Unzip the zip file and open the included file with the name beginning “use_this_for_upload”.

9. Edit the terms as desired. Do not remove or edit the ID column to ensure the term IDs are preserved during the

edit.

Note: If your Term Type includes an Object Set with permitted type Article and its column shows article names,

replace each name with the article’s ID, formatted as text (that is, with a leading single-quote (‘)). For example, if

the article’s ID is 2133, enter it as '2133 in the Object Set column. (The article ID appears before the article title

in the article page URL—for example, myalationinstance.com/article/2133/mp1.)

10. Save the file.

11. On the Bulk Utility page, under Attachments, delete any existing attachments by hovering over them one at a

time and clicking the X that appears beside them.

12. Click the + icon to add your saved file.

13. Click the Upload button in the 2-Upload field. A new browser tab opens, and once the upload is complete you

are directed back to the Bulk Utility article.

Warning: If the file is large, it may appear that the utility is not working. Do NOT click Upload

more than once. If you believe the process is stuck or unresponsive, contact Alation Support before

re-uploading to avoid any unwanted side effects.

Note: After each upload, download the associated “feedback file” under Attachments in the Bulk

Utility article, with a name of the form <first-8-letters-of-username>-<4-random-characters>.xlsx.

8.4.3 Soft-Delete Glossary Terms

To soft-delete glossary terms:

1. Open the file you originally downloaded for bulk creation.

2. Add a column action containing the word delete for all rows containing glossary terms you want to delete.

3. Save the file.

4. On the Bulk Utility page, under Attachments, delete any existing attachments by hovering over them one at a

time and clicking the X that appears beside them.

5. Click the + icon to add your saved file.

6. Click the Upload button in the 2-Upload field. A new browser tab opens, and once the upload is complete you

are directed back to the Bulk Utility article.

7. Spot check that your action was successful.
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NINE

ARTICLES AND TAGS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Articles are Alation objects intended for long-form written content. Articles are ideal for internal help content, project

documentation, technical and analytic content, and corporate best practices. Tags are user-defined labels that you can

use to tie together disparate catalog objects such as articles, data objects, domains, and queries.

When writing an article, you can @-mention any piece of data, a user, or a saved query and directly embed that

information. When you @-mention a piece of data in an article, that article will automatically appear on the Catalog

page of the mentioned Alation object under Relevant Articles. You can also embed images and videos into articles.

For more information, see Working with Articles.

For best practices about writing articles, refer to Write Articles to Retain Institutional Knowledge.

9.1 Work with Articles

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

An article is a document object in Alation. Articles can be created to record any useful information about your data

objects: from extensive descriptions of concepts to procedures or how-to tips. You can share your Articles for the benefit

of your colleagues and invite others to collaborate on the content.

To systematize the Articles, you can organize them into a taxonomy.

9.1.1 Viewing

You can find shared Articles using Search. You can also see all shared Articles as a sorted list or as Taxonomy under

Articles in the left-hand Navigation Menu. To view a specific article, click its title.

Note: If Articles are mentioned in Conversations, in other Articles, or are added as Field values, you can open them by

clicking their title anywhere in Alation.
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List

The List view displays Articles sorted either alphabetically or chronologically. To switch between sorting options, click

the sorted by value then click the sorting option you prefer: newest or name. In addition to sorting, you can filter the

list using the text filter.

Taxonomy

The Taxonomy view displays Articles as taxonomies listed alphabetically by the title of the main parent Article.

Taxonomies are created by adding children to a top-level article. Children can be either articles or tables; child articles,

in turn, can have children of their own, so that taxonomies can be several layers deep:

9.1.2 Create an Article

Articles can be created by users with any role other than Viewer. To create a new Article:

1. In the left-hand Navigation Menu, go to Articles and click . The new Article page will open on the right.

2. In the Title field, type the title. New Articles are created based on the default Article Template. You may want to

change the Template to structure your content in a better way.

3. Hover over the Properties field on the right to reveal the Wrench icon next to the Template label. Click it to open

the list of Article Templates available in your catalog.
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Note: Article Templates define the type and number of Fields that you find on the catalog page of an Article. A

Field can be viewed as a “building block” for the Template. The Template is a set of Fields that best suit the type

of content you are creating. For example, you might use a “customer segment” template for documenting terms

for an article group on a marketing campaign and a different “Best Practices” Template for tips on querying a

Data Source.

Article Templates can be created by users with Server Admin or Catalog Admin roles. For details on creating

Article Templates, see Build Custom Templates for Articles.

4. Fill out the Fields on your Article page. For details on types of Fields, see Creating Custom Fields for Catalog

Pages.

5. To add to or create a taxonomy, either add a child by clicking in the Children field and selecting a child

article from the list that appears, or find the article that you believe would be a good parent for your new article

and add your new article as a child to that one. You must have access to the parent article to edit it.

6. Where necessary, save the changes to the Fields by clicking Save in the top right corner of the Field panel.

9.1.3 Formatting Text

For blocks of text, your Article Template will include the Rich Text type of Fields. You will see a panel with basic

formatting functions on top of the editable area of Text Fields. You can also embed objects such as the following:

• Links

• Tables

• Emoticons

• Images

• Video files
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To customize the basic HTML of the text input, on the formatting panel, click to open the HTML code of the

input.

9.1.4 @-mentioning

In an article, you can reference any Alation object, such as a User, a Data Source, or a Query, by @-mentioning it in the

text field. To mention an object, type the @ symbol in the text field. The list of objects to select from will open.

For Tables, Views, Queries, and Query results, the preview of the object will be available after you save the Field. To

see the preview, click the Expand icon [+] that comes after the title of the mentioned object.

Note: When you @-mention an object in an article, the article will be automatically added to the Relevant Articles

field on the catalog page of the mentioned object.

9.1.5 Miscellaneous How-To’s

Inserting an Excel Table into an Article

Embedding Results in an Article

How to Configure a List of Allowed File Types for Article Attachments

9.1.6 Viewing Table and Query Previews in Articles

You can view previews by clicking the [+] link at the end of the table or query name:

This will expand the table or query for viewing:
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9.1.7 Editing

You can edit Articles you created or the Articles you have Edit access to. To edit an article:

1. Open the Article catalog page.

2. Hover over the title of the Field you want to edit to reveal the Edit icon. The image of the Edit icon depends on

the type of Field you are editing. For example, it can be Edit for Text, for Object Sets, a list for List Values

or a calendar icon for Dates. Click it to edit the field value.

9.1.8 Attachments

You can attach files to your article in the Attachments Field of the Article Template.

9.1.9 Deleting

To delete an article, in the top right corner of the article page, click More and then click Delete. In the Confirm Delete

dialog that opens, click Yes to confirm the action. Your article will be deleted from the catalog.

9.1.10 Version History and Restoring Versions

Alation stores Version History for Articles. A version is a saved snapshot of an Article having a saved update to the

value of an editable Field. To view Version History:

1. On the catalog page of an Article, in the upper right, click More and then click Version History. The Version

History dialog opens. It has information on the user who made the change, time of the change, and the View

Snapshot link for each version.

2. Click View Snapshot for a version to open and view its page.

3. To exit the snapshot view, in the Viewing Snapshot panel above the Title, click Exit View.
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You can restore an older version of an article and in doing so, override all newer edits. You need to have Edit access to

the article to be able to restore. To restore an older version:

1. Open the Version History of the article and click View Snapshot for the version you want to restore. The snapshot

view will open.

2. In the Viewing Snapshot panel under the title, click Restore. The version you are viewing will be restored as the

current version of the article.

Note: Some older versions cannot be restored. For example, it is not possible to restore a version that uses a different

Article Template.

9.1.11 Sharing and Access

You can manage access to Articles you created and to Articles shared with you for editing. All newly created Articles

are shared with everyone for editing by default.

To change access privileges:

1. On the Article catalog page, in the upper-right corner, click Share. The Share dialog will open.

2. In the section Everyone at your company. . . , select a sharing option:

Everyone Can Edit All Alation users have the Edit access to the article (default)

Editing Restricted All Alation users have permission to view, but only selected users can edit

Private No one can view or edit except selected users

3. If you want users with Edit access to share the article, too, leave the checkbox Editors can change access

permissions selected. If not, clear it.

4. You can also regulate access for specific users after providing the global setting. Click Invite in the Who Can

Access section of the dialog, and in the searchable list that opens, find and select users to manage access for.

Selected users and groups will be added to the Who Can Access list.

5. For each user and group, select the access level from the list on the right then click Save to save the changes.
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Note: Server Admins do not by default have Edit access to articles that have Editing restricted or Private access

setting unless they are granted such access by the creator of the article.

Revoking Access

To revoke access to your article from a user, open the Access dialog, find the user and in the access options list in the

corresponding row, click Remove. Access to the article will be revoked from this user.

Sharing Articles

If necessary, you can share your article with other users. To share:

1. On the catalog page of the article, in the upper-right corner, click Share. The Sharing dialog will open.

2. In this dialog, hover over section Share With and click Add. The Users searchable list will open.

3. Find and select users to share your article with. Selected users will be added to under Share With list.

4. Click Send. The selected users will receive emails that the article is shared with them.

If necessary, you can update the access to the article right from the Share dialog. To change access:

1. Click the access level icon in the upper-right corner of the Share dialog. The Access dialog will open.

2. Change access to the article then proceed with sharing.

9.1.12 Article Groups

Articles can be organized into collections, or article groups. For more on article groups, refer to the section Article

Groups.

9.1.13 Related Topics

Training Video Using Articles to Curate your Data

9.2 Autosave for Articles

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2023.1.4

When you edit the content of an article, your changes are automatically saved as you type. Changes are in “draft mode”

until you click the Save button. When you click Save, your changes are saved permanently and email notifications are

sent out to the article author, editors, stewards, and watchers.

If you navigate away from the page before clicking Save, your draft is saved for you. Next time you click the Edit button,

you’ll get a message that there’s an unsaved draft. You can choose to restore the draft and continue where you left off.

You can also ignore the message and make some new changes. If you ignore the message, the old draft is removed and

replaced with a draft containing your new changes.

If you click Cancel instead of Save, your draft will be cleared and no changes are saved.
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Note: In versions of Alation from 2021.3 to 2023.1.3, Cancel did not clear the draft, and your changes were saved until

the Edit button was clicked again.

Drafts for each field in the article are saved separately, so you can cancel or save changes to one field without affecting

drafts in another field in the same article.

Your drafts will be saved even if you refresh the page or log out of Alation. However, there are a few cases where changes

are not saved automatically:

• When you @-mention something. You must enter or delete some other text to trigger the autosave.

• When you’re using the code editor. Your changes will be autosaved as soon as you exit the code editor.

When you add an image to a draft, the image is immediately saved in the Catalog’s image bank. If you discard the draft,

the image will no longer be part of your article, but it will remain in the image bank.

Drafts are saved in your browser’s local storage on your computer. If you switch to a different browser, such as from

Chrome to Firefox, or to a different computer, your drafts will not be available. You can find your drafts again by

returning to the original computer and browser where they were saved. If you share a computer and another user logs

into Alation using the same computer and browser as you, they’ll be able to see your drafts.

When you close your browser or delete your browser cache, all unsaved drafts will be lost.

9.3 Enrolling Articles into Agile Approval

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Agile Approval is a collaboration workflow enabling Alation users to request reviews and provide approvals for Articles,

ensuring that these articles are credible sources of information for everyone. Reviewers can monitor the edits made by

others and either confirm the changes by approving them or discard them by restoring the last approved version. The

catalog page of an article will indicate the review status of its content, so that the readers are informed whether or not

the article has been vetted by a subject matter expert and can be trusted.

Agile Approval Workflow Overview:
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9.3.1 Turning Agile Approval On

If you want your article to go through the approval cycle, you need to enable Agile Approval for this specific article and

assign Reviewers.

Note: Agile Approval workflow can only be enabled for each article.

Turning on Agile Approval enables the approval workflow for the article. This means that the content will have to be

approved by the assigned expert, or the Reviewer, before the article receives the status Approved.

Reviewers step in between creators and consumers of articles and sign off on all edits. Any changes to articles with Agile

Approval on are monitored and have to be reviewed and approved for the article to become Approved. Reviewers are

notified on both new updates to the article and the change of status using their Inbox . For details on Inbox, see Inbox.

You can turn Agile Approval on and off for articles:

• You created

• You have Can Edit access to

• You are assigned as Reviewer of.

To enroll an article in Agile Approval,

1. In the upper-right corner of the article catalog page, click More and in the menu that opens, click Access. The

Access dialog will open.

2. In the Agile Approval panel, click the down arrow then toggle Agile Approval on.

3. In the Assign Reviewers panel that opens, click Add and find and select users or groups to be Reviewers. These

users will be tasked with reviewing and approving all changes to the article. They will receive notifications on

edits to the article, will be able to add or remove Reviewers and turn Agile Approval workflow for the given article

on and off.
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Note: It is possible to leave the article without any Reviewers. In this case users with Can Edit access will

see an alert on the article page reminding to assign someone so that the article can start moving through the

approval cycle.

Users added as Reviewers will automatically be granted Can Edit access if they have not been given this

permission before.

4. In the dialog, click Save. The assigned Reviewers will be listed under the Reviewers field on the right of the

article catalog page. The page will also display the Agile Approval status banner under the title:

• Status This Article Contains Edits and Needs Your Review will be displayed to Reviewers.

• Status Pending Review - Your Edits are Saved and Visible will be displayed to non-Reviewer users

with access

5. If no Reviewers are assigned, the catalog page of the article will display a reminder. In the Agile Approval status

banner, under Awaiting Review By, click assign someone to open the searchable list of users and groups. Find

and select users or groups to be Reviewers.

6. Alternatively, you can assign Reviewers by setting values to the Reviewers field on the article catalog page. To

add Reviewers, click Add next to the field and in the Users and Groups list, find and select users or groups to be

Reviewers.

9.3.2 Turning Agile Approval Off

If Agile Approval is turned off for an article that was previously enrolled in it, Alation stops pulling it through the

approval cycle:

• The dedicated Reviewers field is hidden from the article catalog page.

Note: The system preserves data on latest Reviewers, and they will be restored if Agile Approval is turned back

on.
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• Notifications about this article previously triggered by the Agile Approval workflow will be removed from the

users’ inboxes.

• Agile Approval status banners will be hidden from the article catalog page

If Agile Approval is turned back on, the Reviewers will be restored, and the article will go to Requires Review state.

New review tasks will be sent to Reviewers again.

Note: The user who turns Agile Approval back on will automatically be added as a Reviewer; however, they can remove

themselves from the list of Reviewers.

9.3.3 Approving an Article

Reviewers approve articles to confirm that the content is trustworthy.

To approve an article,

1. Open its catalog page.

2. Review the content and the field values and in the Agile Approval status banner, click Approve Current Version.

The status of the article will change to Approved.
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9.3.4 Editing an Article with Agile Approval On

Changes to Fields

Users with Can Edit access can make changes to the article. If an article with the Approved status is updated, it will

change the status back to Requires Review.

Although most of the field changes will trigger the Requires Review status, there are exceptions. Changes to the following

fields will not impact the approval status of the article:

• Reviewers

• Contributors

• Tags

• Children

• Attachments

Adding a Template

Users with Can Edit access can add a new template to the article. Adding a template will cause an Approved article to

go to the “Needs Review” state.

9.3.5 Restoring an Older Version

As the Reviewer, you can restore an older version of an article enrolled in Agile Approval and, thus, discard any pending

edits.

To restore an older version,

1. Open the catalog page of the article that requires your review. Its status will be This Article Contains Edits and

Needs Your Review.

2. In the Approval status banner, click Open Version History. The Version History dialog will open. It lists all

existing versions of the given article, by time and user, newest on top.

3. In Version History dialog, click View Snapshot for a version you want to restore. The snapshot view of the article

will open.

4. Click Restore Version. The article will be restored to this particular version.

3390 Chapter 9. Articles and Tags



Alation User Guide

9.3.6 Article Review Tasks and Notifications

Reviewers will receive notifications about all new edits to the articles they are responsible for and tasks to review and

approve the changes. Notifications will show up in their Inbox in Alation. Active Review tasks will be filtered into

Assigned to Me view of the Inbox.

To view notifications and tasks,

1. Click the Activity button on the main toolbar. Your Inbox will open on the right. New notifications can be found

in My Inbox folder.

2. Click any Article Review notification to see the details on the edits that require approval.

3. If you want to review and approve the edits right away, click Go to Page icon in the review notification to open

the catalog page of the article.

4. Alternatively, you can find your active Review tasks under Assigned to Me on the left. They will be available

alongside your Conversation tasks.

5. Click a task to see its details then click Go to Page to open the catalog page of the article directly from the task.

Note: A Review task stays active until the article that triggered it is approved and assigned the Approved status. While

the task is active, it receives an update every time the article is edited. All edits waiting for review in one review cycle

are accumulated in the task body.

After the article is assigned the Approved status, the corresponding task is deactivated and no longer updates. If new

edits are made in the approved article, a new review cycle is kicked off and a new review task is sent to all Reviewers.
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9.4 Bulk Create or Edit Articles

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

To create a set of articles, do the following:

1. Ensure that the Feature Flags Glossary Terms GA and Bulk Utility (Beta) are both enabled. See Feature

Configuration.

2. If you don’t have an existing article template for the terms you are creating, create one as described in Build

Custom Templates for Articles.

3. Manually create a single article using the desired article template.

4. Using full-page search, search for your new article.

5. Filter search results for articles, that is, select the Documentation dropdown and then select Articles.
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6. Under Saved Searches, click the + button (Save as New Search). Remember the name you use to save the search.

7. Navigate to the Bulk Utility either from the Admin Settings menu or by appending /bulk-utility/ to the catalog

base URL. If you already have the Bulk Utility page open, click Reset. Your saved search should appear as a

button within the 1-Download field.

8. Click the button to generate an editable spreadsheet. This file, along with a more human-readable reference

version, contains columns for all the fields included in the article template. Both files are packaged into a zip file

for download. Once the zip file is prepared, it should appear in the 1-Download field as a row in the table at the

bottom of the field:

9. Click the link in the file column to download the zip file.

10. Unzip the zip file and open the included file with name beginning “use_this_for_upload”.

11. Add a row for each Article to be created, using the manually-created Article as a template. Leave the id column

blank, to indicate you want new Article objects to be created.

12. Delete the row containing the Article you created manually. (This is optional; if you make no changes to it leaving

it in the file should have no effect.)

13. Save the file.

14. On the Bulk Utility page, under Attachments, delete any existing attachments by hovering over them one at a

time and clicking the X that appears beside them.

15. Click the + icon to add your saved file.
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16. Click the Upload button in the 2-Upload field. A new browser tab opens, and once the upload is complete you

are directed back to the Bulk Utility article.

Warning: If the file is large, it may appear that the utility is not working. Do NOT click Upload more than

once. If you believe the process is stuck or unresponsive, contact Alation Support before re-uploading to avoid

any unwanted side effects.

Note: After each upload, download the associated “feedback file” under Attachments in the Bulk Utility article,

with a name of the form <first-8-letters-of-username>-<4-random-characters>.xlsx.

To edit a set of Articles, do the following:

1. Navigate to the Alation search bar and press Enter to open the full-page search.

2. Filter search results for Articles, that is, select the Documentation dropdown and then select Articles.
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3. Choose additional filters to limit the export to Articles you’d like to edit, then save your search by clicking the

Save Search button (+) in the Saved Searches area of the left sidebar. Remember the name of your Saved Search

as you will use it in the Bulk Utility.

Warning: If there are typos in your search query, Alation tries to correct for them and will often return

results with the corrected spelling. However, the bulk utility does not make this same correction. You should

therefore verify that the search results you are seeing are for the term or terms in your search query. Check the

top of your search results—if you see a message similar to the following, you should correct your query:

4. Under Saved Searches, click the + button (Save as New Search). Remember the name you use to save the search.

5. Navigate to the Bulk Utility either from the Admin Settings menu or by appending /bulk-utility/ to the catalog

base URL. If you already have the Bulk Utility page open, click Reset. Your saved search should appear as a

button within the 1-Download field.

6. Click the button to generate an editable spreadsheet. This file, along with a more human-readable reference

version, contains columns for all the fields included in the article template. Both files are packaged into a zip file

for download. Once the zip file is prepared, it should appear in the 1-Download field as a row in the table at the

bottom of the field:
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7. Click the link in the file column to download the zip file.

8. Unzip the zip file and open the included file with name beginning “use_this_for_upload”.

9. Edit the articles as desired.

10. Save the file.

11. On the Bulk Utility page, under Attachments, delete any existing attachments by hovering over them one at a

time and clicking the X that appears beside them.

12. Click the + icon to add your saved file.

13. Click the Upload button in the 2-Upload field. A new browser tab opens, and once the upload is complete you

are directed back to the Bulk Utility article.

Warning: If the file is large, it may appear that the utility is not working. Do NOT click Upload more than

once. If you believe the process is stuck or unresponsive, contact Alation Support before re-uploading to avoid

any unwanted side effects.

Note: After each upload, download the associated “feedback file” under Attachments in the Bulk Utility article,

with a name of the form <first-8-letters-of-username>-<4-random-characters>.xlsx.

To soft-delete articles:

1. Open the file you originally downloaded for bulk creation.

2. Add a column action containing the word delete for all rows containing articles you want to delete.

3. Save the file.

4. On the Bulk Utility page, under Attachments, delete any existing attachments by hovering over them one at a

time and clicking the X that appears beside them.

5. Click the + icon to add your saved file.

6. Click the Upload button in the 2-Upload field. A new browser tab opens, and once the upload is complete you

are directed back to the Bulk Utility article.

7. Spot check that your action was successful.
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9.5 Inserting an Excel Table into an Article

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

There are three ways to insert an Excel table into an Alation Article.

1. Copy and paste the Excel table into the article.

2. Attach the Excel sheet to the article using the Attachments field.

3. Insert the table as an image and reference where users can find the table (an Attachment, a link, etc.).
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9.6 How to Use Tags

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation allows attaching tags to related Articles, Data Objects, Domains, and Queries. Users can search for tagged

objects using the corresponding Tag or access them all “in one place” on the Catalog Page of the Tag object.

For example, your organization may have Articles and Tables that all relate to the business unit Finance and Research

Group. You can tag all of your objects with the name of this unit, enabling easy access to these objects for yourself and

other users.

To tag an Alation object, click the plus icon in the Tags section and select a Tag from the list of existing Tags.. If you

want to create a new Tag, type the name of the new Tag and click Create a new tag ‘<Tag_Name>’.
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Alternatively, you can add the objects from the Tag Catalog Page.

9.6.1 Tag Catalog Page

Alation creates a Tag Catalog Page for every new Tag which displays all objects that are tagged with this Tag name.

To view all Tags, open a Full Page Search page and select the Tag object type under the More Types menu. To find a

specific Tag, do a search with the Tag name and click the name of the Tag in Search results.
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TEN

ARTICLE GROUPS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Article groups bind together articles that provide information on one subject or are in some way related. For example,

topics generated by your organization’s help desk could be provided with a unified template and stored as a single article

group. Similarly, you could maintain a list of Best Practices, again using a unified template.

10.1 Create an Article Group

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Article groups are collections of articles sharing one or more common article templates. An article group shows only

articles with the designated templates that are assigned to that article group. Any article that has one or more of the

designated templates associated with it will show up in the article group.

Article groups may be created in two ways:

• If you created article-based glossaries using versions of Alation 2022.1 and earlier, those glossaries will be

relabeled as article groups when the Glossary Terms GA feature flag is enabled. See Migrate Articles to Glossary

Terms for details.

• You can create article groups from scratch using the New Article Group button on the Article Groups page of

the catalog.

10.1.1 Create a New Template

Because article groups are defined in terms of shared templates, you should define any new templates you want assigned

to the article group before creating the article group. See Build Custom Templates for Articles for details.
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10.1.2 Create a New Article Group

You must be a Catalog Admin or Server Admin to create a new article group.

1. From the Apps menu, choose Article Groups. The Article Groups catalog page appears.

2. Click New Article Group.

3. Give the new article group a title:

4. To the right of the heading Include all Articles with any of these templates, click Add.

5. Select a desired template from the dropdown menu.

6. Repeat the preceding two steps as needed to complete the list of templates associated with the article group.

Articles with any of the templates in the list will appear in the article group.

7. Click Save.

10.2 Work with Article Groups

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

To view all article groups in your Alation catalog:

Sign in to Alation, and in the Apps drawer, click Article Groups. The Article Groups page will open which lists all

existing article groups and their properties, such as:

• Title Title of the article group

• Description Description

• Template Template(s) the article group is associated with

• Articles Number of articles currently in this article group
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You can filter the list of article groups based on the content in the Title and Description columns. To filter, start typing

in the Filter field above the table that lists the article groups. The contents of the table will be filtered based on the text

you type. Note that this filter works only with the content of the Title and Description columns and does not take into

account the Template and Articles columns.

You can sort the Article Groups table by the Title. Click Title to apply sorting.

To view a specific article group, click its title. The corresponding catalog page of this article group will open.

10.2.1 Hide Articles and Article Groups

From Alation 2023.3.1, a Server Admin can hide all UI entrypoints for articles and article groups, including the Articles

section in the left-hand navigation, the Article Groups app in the Apps drawer, and the Articles and Article Groups

items from the Documentation Types and More Types dropdown in Search. This also disables the POST, Update, and

Resurrect endpoints of the Article public API.

To hide Articles and Article Groups, go to Admin Settings > Feature Configuration and activate the toggle labeled

Hide all entrypoints in the UI for Articles and Article Groups. See Feature Configuration for information on enabling

features on that page.

10.2.2 Work with the Articles Table

You can filter the articles table, sort it by multiple columns, and add, remove and rearrange the columns.
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Filter

To filter the table, start typing in the Filter table field. The content will update to only display the articles for which any

custom field value matches the text you entered.

Note: The field does not have to be added as a column to the Articles table: search looks at the fields that are currently

associated with the templates added to this article group.

Sort

By default, the articles in an article group are sorted alphanumerically by title. You can sort by a different column or by

multiple columns.

Important: Sorting only works for the fields that are of picker, multi-picker, and date types. Sorting cannot be

applied to fields of other types.

The Sort Content dropdown above the table lists all the columns that support sorting:

Also note that the columns which support sorting are clickable when you hover over them, while the columns which do

not support sorting are not.

Sort by a Single Column

To sort by a single column, click this column in the table: the names of the columns for the picker, multi-picker, and

date types will be clickable.

You can also choose a field in the Sort Content dropdown:
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Sort by Multiple Columns

To sort by multiple columns, select the fields to sort by in the Sort Content dropdown:

1. Click the sort icon:

To open the Sort menu, click Sort by a Column and click the name of the field to sort by. The sorting by this

column will be applied. Remember that by default the table is sorted by Title, so in most cases you will see Title

as the first sorting column and you will be asked to sort by another column. To choose another column as the

first sort, either delete Title by clicking the X next to its name or simply click on the desired first column before

opening the Sort menu.

2. Click the sort icon again then click Sort by Another Column and click the name of another field to add to sorting.

The sorting by this column will apply in the sorting by the first field. If there are articles with identical values for the

first sorted column, they will be sorted in this group by the second column.
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The order in which the sorting is applied will be indicated next to the column name.

Sorting Order:

3. To change the order of the columns for sorting, click the sort icon:

Hover over the field name to reveal the move icon to the right:

Click it and drag and drop the field to a new place in the list.

4. To remove sorting for a column, click the X icon next to the field name.
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Add, Remove, and Rearrange Columns

You need the role of the Catalog or Server Admin to add, remove, or rearrange columns of the article table.

To add, remove or rearrange the columns, click the icon to open the Column Organization menu:

1. To add a column, select the corresponding checkbox in the list. This list is formed from all the custom and built-in

fields found on all the templates associated with this article group. A maximum of 20 columns can be added to

the table.

Important: If a user does not have permission to view the values of a specific field on a specific article, they

will appear as Not Set to this user.

2. To remove a column, clear the corresponding checkbox. The Title column cannot be removed.

3. To change the order of the columns in the table, hover over the field name to reveal the move icon:

Click it and drag and drop the field onto a new place in the list.

4. To reset the order back to the order in the column list, click Reset.

5. Click the Column Organization icon to close the menu:
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Saving Your Table View for Everyone

You can save your articles table view of an article group for everyone in Alation. To make your view default, click Save

View in the Save View for Everyone banner above the terms table.

10.2.3 Add New Articles to an Article Group

You can add a new article to an article gropu directly from the article group page. A user with any role other than Viewer

can do it if they have permission to edit the article they are adding. To add an article:

On the article group page, click Add Article in the upper right corner and in the menu that opens, either

• Click Create New Article to add a new article

• Click Search Existing Articles to search among the articles that already exist.
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Create a New Article from Article Group Page

1. To create an article, in the Add Article dialog, click Create New Article. If the current article group is based on

a single template, a new article page will open, and the article will be based on this template by default. However,

if the current article group is based on multiple templates, the Select Templates to Apply to Article dialog will

open.

2. In the Select Templates to Apply to Article dialog, select the templates you want to base your new article on.

The templates list includes only the templates from the current article group. To create a new article from a

template that has not been tied to this article group, see Working with Articles.

3. In the dialog, click Add Templates. A new article page will open, with the selected template(s) added. The

article group from which you are creating this article will appear in the Article Groups field of the article page in

the Properties panel on the right.

4. Provide the title and the body for the new article and save. Now you have added a new article to your article group.

To return to the article group, you can click its title in the Article Groups field under Properties on the right.
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Add an Existing Article

1. To add an existing article, in the Add Article dialog, click Search Existing Articles then use the search field to

find the article you want to add.
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2. If the article you are adding and the article group are based on different templates, the template of the article

group will be added to the article.
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3. If this article group is using multiple templates, you will be able to select which one you want to be added to the

article.

Note: Adding a template to an article enrolled into Agile Approval and which is in the Approved state has no impact

on the state of this article: it remains Approved.

10.2.4 Modify an Article Group

To modify an article group:

1. Open the article group you want to change. The editable fields on the article group page will have the Edit button

to the right of the field name. Click Edit to go into the editing mode for the field.

You can change the article group by:

• Changing the title.

• Changing the description.

• Adding or removing templates.

• Add, Remove, and Rearrange Columns in the table with articles.

For example, to edit the description, click Edit on the right of the Description field title. To add or remove

templates, click Edit for Article Group Rules.

2. Remember to save the changes.
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10.2.5 Removing a Template from an Article Group

If you remove a template from an article group, the articles associated with this template, only, are dismissed from this

article group and will not appear in the articles table.

10.2.6 Deleting an Article Group

To delete an article group, click Delete in the upper-right corner of the article group page.

In the confirmation dialog that opens, confirm you want to delete the article group.

Deleting an article group does not delete articles bound to it.

10.2.7 Adding/Removing Articles to/from Article Groups Directly on the Article Page

Changing Article Templates

If you choose to change the template for an article that is bound to an article group using this template, note that

de-associating the template and the article will also remove the article from the article group.

Adding an Article to an Article Group

You can add an article to an article group right on the catalog page of this article:

1. On the page of the article you want to add, find the Article Groups field on the right and click the icon.

The list of article groups will open.

2. Select the checkboxes of the article groups you want to add the article to. It may also add the article group

templates to this article.

Note: Adding a template to an article enrolled into Agile Approval and is in the Approved state has no impact

on the state of this article.

Alternatively, you can add your article to an article group by directly adding the template(s) that are associated with a

specific article group to this article.

To add your article to an article group:

1. Find the Template field under Properties on the right of the article page. Hover over this title and click the

wrench icon to open the list of available article templates.

2. Select the template(s) you want to add. If this template is associated with an article group, the article will be

added to this article group, too.

Important: A Private article will not appear under an article group even if it uses a template associated with this

article group. Private articles are invisible to article groups.

For details on providing access to articles, see Working with Articles
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Removing an Article From an Article Group

You can remove individual articles from an article group.

If an article is enrolled in Agile Approval, only Reviewers can remove it from an article group.

To remove an article from an article group,

1. On the page of the article you want to remove, find the Article Groups field on the right, hover over this title, and

then click the wrench icon. The list of article groups will open.

2. Clear the checkboxes of the article groups you want to remove this article from. Removing an article from an

article group will also remove any templates associated with this article group from the article. If the article has

only templates associated with the article group, you will need to first add a template that is not associated with

the article group, and only after that remove the article from the article group.

Alternatively, you can remove the article from an article group by directly removing the template(s), which are associated

with a specific article group from this article.

Note: If an article is enrolled in Agile Approval, the templates can only be removed by Reviewers.

To remove an article from an article group:

1. Find the Template field under Properties on the right of the article page and then click the icon to open the

list of available article templates.

2. Deselect the template(s) you want to remove. You cannot leave the article without any templates—at least one

template must be selected.

If you remove a template that is associated with an article group, the article will be removed from this article group, too.

Watching, Starring, and Conversations

You can watch and/or star an article group and start a conversation from the article group page.

Starring and Watching

To star a catalog object, click the star icon on the upper right of the catalog page:

Starring an object adds it to the list of your favorites in Alation. To remove it from your favorites list, click the star again.

An orange star means the object is currently in the favorites list, while gray means starring is not applied.

To watch a catalog object, click the watch icon on the upper right of the catalog page:

Watching signs you up for email notifications. You will get notified whenever another user makes a change to the page.

To stop watching, click the watch icon again. Orange means watching is toggled on, while the gray watch icon means it

is off.

Starring and watching Alation objects makes them easy to find and navigate to in Alation. You can quickly find the list

of objects you have starred or are watching or by clicking the star or watch icons in the Filters area of the full-page

search page.
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Starting a Conversation

To start a conversation, click the conversations icon on the right:

To learn more about Conversations, see:

Conversations

10.2.8 Related Topics

Enrolling Articles Into Agile Approval

Writing Articles to Retain Institutional Knowledge

10.3 Run Lexicon to Suggest Words

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can enrich article groups in your Alation catalog with suggested words generated by Lexicon. To generate the

suggested word, you will need to run the Lexicon job, which requires the role of Catalog Admin or Server Admin. After

the Lexicon job is completed, the suggested words can be found on the Suggested Words tab of the Article Groups

page.

Each suggested word is automatically linked to the data objects the names of which are relevant to this word:

• their names include at least one abbreviation that Lexicon has associated with the word
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• they have a title or an auto-title that matches the abbreviation.

Note: Lexicon is a system job that computes comprehensive titles for data objects in your catalog to facilitate

understanding and finding the right data.

Lexicon processes the names of such data objects as schemas, tables, and columns, lists the abbreviations it finds in

these names, groups similar abbreviations together, and maps such a group to an expansion, which is a comprehensive

word or phrase that Lexicon generates for a group of similar abbreviations.

Expansions produced by Lexicon are used to create suggested words for article groups. Lexicon groups abbreviations

together if they appear to refer to the same or similar concept. Objects whose names or titles include one or more of

these abbreviations are considered relevant objects. Each suggested word is a Lexicon expansion linked to a list of such

relevant objects.

If Lexicon provides a useful suggestion, you can add the Lexicon-suggested word to an existing or new article and

an article group. This automatically adds references to all the relevant data objects to the article in a dedicated field,

Related Data Objects:

A reverse reference that mentions this article appears on each of the linked data object pages in the Relevant Articles

field:

The Allie the Robot icon next to the article title indicates that the article references this data object as part of the Related

Data Objects field from a suggested term.
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10.3.1 Automatic Lexicon Runs

To access the Lexicon-generated words, click Article Groups on the Apps menu, and then click Suggested Words.

Important: You need either the Catalog or the Server Admin role to open this tab. It cannot be accessed by users with

other roles and appears to them as disabled.

This tab may be empty if the Lexicon job has never run. Note that the Lexicon job runs automatically every Sunday.

After this computation completes, the most up-to-date suggested words list will be displayed in Alation.

You can also trigger this job manually on demand. For details, see Run Lexicon Manually.

10.3.2 Run Lexicon Manually

You need the role of the Catalog Admin or Server Admin to run Lexicon manually.

To run Lexicon,

1. If Lexicon has never run in your instance, on the Article Groups > Suggested Words tab, click Run Lexicon Job.

The Lexicon Settings page opens:

2. Alternatively, you can trigger Lexicon directly on the Lexicon Settings page. To do so, in the upper-right corner

of the top toolbar, click the icon to open the Admin Settings page.

3. In the Catalog Admin section, click Lexicon to open the Lexicon page.

4. On the top right, find and click the Settings link to open the Lexicon settings:
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5. On the Lexicon Settings page, click Run Lexicon Now. This will trigger the Lexicon job that populates the

Suggested Words tab:

As the job runs, its status will be reflected in the Lexicon Job Status table on the same page:

• Started Time the job was kicked off.

• Status Indication if the job completed successfully. This is a link that lets you view job details.

• Runtime How long the job took to complete.

• Errors Indication if there were any errors and how many.

• Status Message Description of the job status. There are three job progress stages that will be

indicated in this column if the job is still running:

– Initializing tokens

– Computing expansions

– Computing Lexicon related objects

Note: After all these three stages are completed successfully, the whole job will be assigned

the Succeeded status, which will be indicated in the Status column.

3418 Chapter 10. Article Groups



Alation User Guide

• Details link that opens the job details.

10.3.3 View Job Details

To view the job details, click either the Status or the View Details link for a Lexicon job in the Lexicon Job Status

table. If there were errors during job execution, they will be listed under Job Errors on the Details popup page.

10.4 Work with Suggested Words

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Article Groups > Suggested Words tab displays candidate words for your article groups suggested by Lexicon.

The Suggested Words table has the following information:

• Word Actual word suggested by Lexicon after analyzing the database names of schemas, tables, and columns.

• Abbreviations List of all abbreviations that Lexicon has matched to the specific suggested word. An abbreviation

is a string found in the names of data objects, which is extended by Lexicon into a full comprehensive word.

• Related Objects Total number of Related Objects (schemas, tables, or columns).

• Popularity Normalized value of the sum of popularities of all the data objects which Lexicon considers to be

related to the suggested word. Note that suggested words are pre-ordered by popularity by default.

• Actions Reject or Add.

You can filter the table using the natural language filter field on top.
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10.4.1 Related Objects

The Related Objects list is key to understanding the suggested words. Each suggested word is associated with a list of

links to data objects, Related Objects, which the Lexicon suggests are relevant to this word:

• they have names which include at least one abbreviation of the word.

• the expanded abbreviation is present in the title or auto-title of the object.

Example:

Assume Lexicon has discovered data objects with names that have such strings as desc, descr, and description.

These objects also have the word description as their titles or auto-titles. Lexicon infers that they may stand for

description, offers Description as a suggested word, and lists desc, descr, and description as abbreviations of

the suggested word Description. All the data objects that have at least one of these abbreviations in their names

and where Description is present in the title or auto-title will be listed as Related Objects for the suggested word

“Description”.

If a suggested word is useful to your catalog, you can add it to an article and an article group. See Add a Suggested

Word to an Article Group.

If it does not, you can reject it. See Reject Suggested Words
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10.4.2 Add Suggested Words to an Article Group or an Existing Article

You can add a suggested word to an existing article or add it to an existing article group in a new article. This will add

the Related Objects list in this word to the Body of the article (existing or new).

Note: You may view the ability to add suggested words to articles as a way to bulk-link data objects relevant to the

information in the articles.

Adding a suggested word to an article group creates a new article for that word and attaches it to the article group you

have selected.

Articles created or modified by adding a suggested word will always have a section titled Related Data Objects. On the

respective catalog pages of these data objects, the article having the Related Object section will be mentioned in the

Relevant Articles field.

Note that as soon as the word is added to an article, it disappears from the suggested words list. However, if the article

created for this word is deleted, the word will reappear.

Removing the related objects section from the article also returns the word to the suggested words list.

10.4.3 Add a Suggested Word to an Article Group

To add a suggested word to an article group:

1. On the Suggested Word tab, find the word you want to add. For this word, click Add then click As New Article:

2. In the list of article groups that opens, find a specific article group you want to add the word to. You can filter the

list using the filter field.

3. In the list, click the article group to which you want to add the word. This action opens a new article page based

on the template of this article group. The title of the article is pre-populated with the suggested word. The new

article also includes a Related Data Objects field that lists all the data objects (schemas, tables, and columns),

which have names relevant to the word:

10.4. Work with Suggested Words 3421



Alation User Guide

Note: If an article group is associated with multiple templates, you will be able to select which template

to apply to the new article created for the suggested word.

Also note that suggested words can be added only to article groups that already have at least one template

associated with them. It is not possible to add a suggested word to an empty article group.

10.4.4 Add a Suggested Word to an Existing Article

To add a suggested word to an existing article,

1. For this word, click Add then click To Existing Article. This will open the list of articles existing in your catalog.

To find a specific article, filter the list using the filter field.

Important: Articles can be linked to only a single suggested word: you cannot add multiple suggested

words to the same article. One article can only hold one Related Objects section that points to one suggested

word.

2. Click the article to which you want to add the word:

3422 Chapter 10. Article Groups



Alation User Guide

3. The name of the article will appear next to the word in the Suggested Words table. This allows you to instantly

undo the addition, if necessary. To un-select the article, click the cross next to the article title:

When you leave or reload the Suggested Words page, the addition will be confirmed, and the Related Data Objects

field that lists all the relevant data objects (schemas, tables, and columns) will be added to the selected article.

10.4.5 Reject Suggested Words

Rejecting a word removes it from the list of suggested words. Rejected words disappear when the user navigates away

from the Suggested Words tab or reloads the page.

Words can only be rejected one by one.

To reject a suggested word,

Click Reject for the word:
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The action name will change to Undo allowing you to instantly cancel the action. However, if you leave or reload the

page, the rejected word will disappear from the Suggested Words list. It will NOT re-appear when the Lexicon job runs

the next time.

10.4.6 Edit Abbreviations List

You can manually revise the list of abbreviations that Lexicon included in a group by adding other abbreviations or

removing some of them. This will revise the list of relevant objects linked to the word.

To edit the list of abbreviations,

1. On the Suggested Words tab, hover over the group of abbreviations you want to edit. This will reveal the

icon to the right:

2. Click the edit icon to open the editor:
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3. To add an abbreviation, click the Add button:

Click the add icon to open the quick filter. Find the abbreviation you want to add and click it to add to the

list:
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4. To remove an abbreviation, hover over the abbreviation you want to remove. This will reveal the icon on the

right.

Click the delete icon to remove the abbreviation.

5. The list of Related Data Objects on the right of the editor does NOT immediately update. Click Close at the

bottom of the dialog to return to Suggested Words.

Note: Updating the list of abbreviations after a change may take some time and will not immediately

be reflected in the list of Related Objects or Suggested Words. After the change is completed by the

system, both the list of abbreviations and related objects will be updated. You can refresh the page to see

the updated lists.
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10.4.7 View the Related Data Objects

On the Suggested Words tab, under Related Objects, you can see the number of data objects (schemas, tables, and

columns) that are relevant to the suggested words.

To view the list of these objects, click the number of objects in the Related Objects column:

In the dialog that opens, all the objects will be listed under Related Data Objects. You can filter the table using the

natural language filter on top:
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Important: Users can see only the data objects they have database permissions for. If you do not have database access

to a data object, you will not see it in this list.

If you add a suggested word to an article, the data objects matched to this word by Lexicon will also be added to this

article in the Related Data Objects field. This way, you can always access them directly from this article.

Edit Related Objects List

Users with the Catalog or Server Admin roles can edit the Related Objects list by adding more matched abbreviations

or removing some of the abbreviations that form this list. See Edit Abbreviations List.

It is also possible to edit the Related Objects list directly from the article where they are added. Click the Edit button

to the right of Related Data Objects to open the Abbreviations editor. See Edit Abbreviations List for more details.
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10.4.8 Remove Related Data Objects From the Article

Users with the Catalog Admin or Server Admin roles can unlink the related data objects added from a suggested word

and the article by removing the Related Data Objects field from this article. Note that when the field is deleted from

the articles, the system will return the word to the Suggested Words table on the Article Groups page.

Removing the Related Data Objects section from an article does NOT detach this article from the article groups it is

associated with.

To remove the related objects from an article, click Remove to the right of the title Related Data Objects and in the

dialog that opens, confirm the action. The data objects and the article will be unlinked.

10.4.9 Related Topics

Run Lexicon to Suggest words

Work with Article Groups

10.5 Frequently Asked Questions about Suggested Words

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Question Answer

Why does Suggested Words Tab ap-

pear as disabled?

You likely do not have the Admin role. Only Catalog or Server Admins can

view this tab.

Why is Suggested Words empty? The Lexicon job has never run yet. You can trigger Lexicon on demand:

Running Lexicon Manually.

Doesn’t rejecting a term instantly re-

move it from Suggested Words?

No. Reload the page to see the term disappear.

Why does linking an existing Article

to a term still leave this term in the

Suggested Words table?

This is expected behavior, we support temporary undo until the user refreshes

the page. The term should disappear from the list after the page is refreshed.

Why can’t I edit and remove the Re-

lated Data Objects from an Article I

can edit?

You do not have the Admin role. Only admins (Catalog and Server Admin

roles) can add, edit, and remove Related Objects. Users with other roles

cannot click the Edit or Remove buttons.

When I remove the Related Objects

from an article, does it also delete

the article?

No. Alation does not delete the article or change its attachment to glossaries.

This means if the suggested term is added to the same glossary again, users

may see multiple articles for this term in the glossary.
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CHAPTER

ELEVEN

CUSTOMIZE YOUR DATA CATALOG

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation catalog customization means creating custom fields, custom article templates, and adding custom fields to both

object templates and custom article templates.

You need the role of the Catalog Admin or Server Admin to customize the Alation catalog.

11.1 Understanding Catalog Templates

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Catalog pages of Alation objects are built on templates. A template is a set of fields, built-in and custom, which are

assembled into a page to deliver relevant information about a catalog object (a table, column, query, etc.).

Built-in fields are provided by Alation and cannot be removed by users.

Custom fields can be created and added to or removed from templates.

When you first open a default catalog page of any object in the freshly installed Alation catalog, it has only default

built-in fields divided into two sections:
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If you are a Catalog Admin or Server Admin, you can customize catalog pages by customizing underlying templates. Cus-

tomizing a template means adding custom fields created in your catalog.

Note: Starting with V R6 (5.10.x), you can rearrange the fields on templates of Table and Column objects, creating

custom field layouts for catalog pages of these object types. See Editing Object Template Layout.

In Alation, there are four types of page templates:

• Object templates are predefined templates used to build pages of data objects (tables, columns, data sources, BI

reports, etc.). Object templates cannot be created or removed by users, although they can be customized by adding

custom fields.

• Term Types are user-defined templates for glossary terms. New Term Type templates begin with three fields:

Description, Domains, and Tags, and can be customized by inserting Custom Fields or groupings of Custom

Fields.

• Policy templates are user-defined templates for various types of policies. New Policy templates begin with four

fields: Description, Domains, Stewards, and Tags, and can be customized by inserting Custom Fields or groupings

of Custom Fields.

• Article templates are templates used for pages of article objects. Article templates are built by selecting one or

more Custom Fields from a comprehensive list.

3432 Chapter 11. Customize Your Data Catalog



Alation User Guide

11.1.1 Finding Templates in the Catalog

To find and open a template,

1. If you are a Catalog Admin, hover over the settings icon on the right of the main toolbar and in the menu that

opens:

Click Customize Catalog:

If you are a Server Admin, click the settings icon to open the Admin Settings page then under Catalog

Admin, click Customize Catalog:

2. On the Customize Catalog page that opens, click the Custom Templates tab to open the list of templates in your

catalog then under Data Object Templates, find and click the template that you want to edit. The template editor

will open on the right:
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11.1.2 Related Topics

Creating Articles and Article Template Custom Fields

Applying Custom Fields to Templates

Build Term Type Templates

Build Custom Templates for Articles

Custom Field Permissions

11.2 Creating Custom Fields for Catalog Pages

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Overview tab of a catalog page of an Alation object (schema, table, column, etc.) is composed of fields. When

you use catalog pages out of the box, they have some essential default fields, such as tags, stewards, or description. A

Catalog Admin or Server Admin can customize catalog pages by creating and adding custom fields to existing object

templates, creating custom templates for the article objects, and applying permissions to custom fields.

Sample catalog page of a table object:
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On the Customize Catalog page in Alation you can create your own custom fields and add them to the catalog page

templates.

Starting with 2022.3, glossary terms may now be used as values for object sets and references custom field types.

Starting with V R6 (5.10.x), you can customize the layout of the Table and Column templates. See Editing Object

Template Layout.

11.2.1 Types of Custom Fields

Alation provides the following custom fields:

• Dates

• Multi-Select Pickers

• Object Sets

• People Sets

• Pickers

• References

• Rich Texts
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Icon Custom Field type Purpose of Custom Field Type Example

Object Sets Use this field to link data objects,

users, and articles to a specific cat-

alog page in bulk. You can define

which object types are permitted in

the set. Object Sets offer one-to-

many relationship, where one cata-

log page can point to multiple ob-

jects in the set.

People Sets Use this field to form groupings of

users and groups. Placing this field

on a template, you will be able to

link relevant users or user groups.

References A Reference is similar to Object Sets,

but provides a one-to-one reference.

Pickers Use this field for single-select list

values.

continues on next page
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Table 1 – continued from previous page

Icon Custom Field type Purpose of Custom Field Type Example

Multi-Select Pickers Use this field for multi-select lists.

Rich Text Use this field for blocks of text. The

text included in this field is displayed

in the main section of the catalog

page.

Dates A Date field allows you to select a

specific date. If you want to create

a date range, create two date fields,

one for the start and one for the end

date.
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11.2.2 Adding a Custom Field

To work with custom fields and templates, you need a Catalog or Server Admin admin role.

1. Log in to Alation as a Catalog or Server Admin. Click the settings icon on the upper right of the main toolbar:

Catalog Admins - In the menu that opens, click Customize Catalog. The Customize Catalog page will open on

the Custom Fields tab: Server Admins - On the Admin Settings page that opens, click Customize Catalog in the

Catalog Admin section. The Customize Catalog page will open on the Custom Fields tab:

2. Scroll down to the type of custom field you want to add.

3. Click the + (Add) icon. Note that depending on release, the add icon may be on the right to the field type name or

at the bottom of the field list of this type. The new field editor will open on the right.

4. Provide the required information using the prompts in Alation UI.

Note: Each field type has several required parameters which you will need to provide when creating the field.

More complex fields will have more parameters. For example, when adding object sets and references, you will

need to specify the target and source field names to create back-reference fields on the source pages. For list types

(pickers and multi-pickers), you will need to create lists of available values. Rich texts and dates only require a

name and optionally tooltip text.

5. Save your field by clicking the Save icon on top-right:
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Creating an Object Set Field

An object set field is a complex field that includes two parts: target and source. The target is the main object set field

that is applied to a template and source is a back reference field that should appear on the page of the object that is

referenced in the target field.

To create an object set custom field:

1. Click the Add icon for object sets. The new field editor will open on the right. There are two sections: on the

Target Page and on the Source Page:

Note: In releases up to V R6 (5.10.x), the back-reference part of the field is not functional and is addressed

in future releases. Users will need to provide both target and source parameters to save the custom field.

2. In the on the Target Page section, enter the plural and singular names for the new custom field and the tooltip

text.

3. Under the on the Source Page section, enter the Backref Name and Tooltip Text.

4. Click the save icon to save the changes:

The custom field you created is added to Alation and is displayed in the list of existing fields of the object

set type on the left.
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11.2.3 Editing a Custom Field

1. On the Customize Catalog > Custom Fields tab, find the custom field to edit.

2. Click the custom field. The custom field editor will open on the right. Make the required changes and click the

Save icon:

11.2.4 Deleting a Custom Field

1. On the Customize Catalog > Custom Fields tab, find the custom field to delete.

2. Click the custom field. The custom field editor will open on the right.

3. Click the Delete icon on top right of the editor.

4. In the confirmation dialog that opens, confirm the deletion. The field is deleted.
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11.2.5 Related Topics

Custom Field Permissions

11.3 Applying Custom Fields to Templates

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation provides the ability to customize object templates by adding custom fields to them. Starting with V R6 (5.10.x),

the object templates of the table and column objects support extended customizations allowing you to also rearrange

fields in a way that best suits your needs.

In Alation, there are four types of page templates: Object templates, Term type templates, Policy templates, and Article

templates.

This article explains how to create custom fields and how to add and remove custom fields to and from a template.

Custom fields can be added to any template in a similar way.

11.3.1 Create a Custom Field

To create a custom field, do the following:

1. Log in to Alation as a Catalog Admin or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog:

Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

The Customize Catalog page will open:
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3. Scroll to find the type of field that you want to create and select the +Add link for the field, as shown in the

example:

4. Click the green checkmark to save
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11.3.2 Add the Custom Field to a Template

1. Click the Custom Templates tab.

2. Hover over the Template you want to change and click the wrench icon:

3. Select the custom field from the list as shown in this example:
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The custom Data Set Classification field is being added to the template.

3. Click the green checkmark to save your changes. The modifications will be applied to all catalog pages that use

the template.

11.3.3 Check to Make Sure the Field Shows Up

1. View an object with which the template is associated and check to make sure that the custom field shows up.

2. Click the Show Empty Fields button (if available) to make sure you see the field.

11.4 Custom Field Permissions

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In your catalog, you can restrict users’ view and edit access to custom fields on a catalog page of an object by setting

custom field permissions. You can also regulate who can edit values of built-in fields by setting edit permissions for

built-in fields.

By default, both custom and built-in fields are viewable and editable by everyone.

Note: Permissions are currently applied on the field level but not on the specific data object level. If you set permissions

for a field, they apply to all the templates where this field is added.

A user with the Catalog Admin or Server Admin role can:

• Grant view or edit permissions for a custom field to Groups or Creating Custom Fields for Catalog Pages (type

of custom field). When viewing is restricted, the field is visible only to the groups and/or people sets to which the

view permission is assigned. When editing is restricted, all users who can access the object can see the custom

field, but only the users who belong to groups/people sets with the edit permission can edit the field.

• Grant Edit permission for built-in fields to groups or people sets.

Groups and people sets must be created before setting permissions.
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11.4.1 Adding Permissions

To apply permissions to a field:

1. Log in to Alation as a Catalog or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog. The Customize Catalog page will open:

Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

3. Click the Custom Field Permissions tab. The Custom Field Permissions tab has two tables: Custom Field

on top and Builtin Field, under the Custom Fields table. To assign permissions to custom fields, you will be

working with the Custom Field table. To assign permissions to built-in fields, scroll down to the Builtin Field

table:
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4. Find the field for which you want to assign permissions. Depending on what kind of permissions you want to apply:

Custom Field

View: In the column Viewable by, click the Add Rule link to open the list of available groups and people

sets.

Edit: In the column Editable by, click the Add Rule link to open the list of available groups and people

sets.

Built-in Field

There is no view permission. These fields are viewable by all users on all templates. You can only restrict

editing of built-in fields. In the column Editable by, click the Add Rule link to open the list of available

Groups and People Sets.

5. Select groups and/or people sets from the list. Permissions will be applied to the field and viewing/editing will be

restricted to the selected groups and people sets only.
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11.4.2 Removing Permissions

To remove permissions from a custom or built-in field,

1. On the Customize Catalog page, open the Custom Field Permissions tab.

2. In the Custom or Builtin Field tables, find the field for which you want to remove permissions.

3. Hover over the group or people set from which you want to remove permissions. This will reveal the remove icon:

4. Click the Remove icon to remove the permission from this Group or People Set:

11.5 Creating Object Set Back References

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Note: Beginning in 2022.3, object set custom fields can now be configured in the center pane and glossary terms may

also be used as values for custom fields.

Object sets support back references between objects within the Catalog. These back references are also supported in

API and for data dictionary upload and download. The references are bi-directional and include references such as:

• Article to article

• RDBMS object to article

• RDBMS object to glossary term

• Policy to RDBMS object

• Policy to article

• Policy to glossary term

• RDBMS object to RDBMS object

Note: Configuration changes required to create object set custom fields and to configure them on catalog pages must be

performed by users in a Catalog Admin or Server Admin role.
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Examples of several of these back reference combinations follows.

11.5.1 Article to Article

To create an article to article back reference:

1. Visit the article page from which you would like to relate an associated article with. In the example below,

Permitted Types is the object set custom field displayed.

2. Select the + icon next to the custom field (Permitted Types is the example in the following image) to enter the

title of the desired article to be referenced and click the desired article.
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3. The associated article back reference is now shown within the Relevant Articles section on the source article page.

Note that should there be more than five articles that appear in this field, a See More. . . link will appear to view

the full list of associated articles.

This can also be accomplished by using an “@-mention” within the article. To do so using this method:

1. Click the Edit button on the article.

2. From within the body of the article, enter “@” and in the dialog that appears, enter the title of the desired article

to be referenced and click the desired article.
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3. Click Save to commit the changes.

4. The back reference now appears in the Relevant Articles section of the source article.
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Note: @-mention of RDBMS object(s) in a custom field does not create back references.

11.5.2 RDBMS Object to Article

Visit the RDBMS object page from which you would like to relate an associated article with. In the following example

we will point to a data source. To create an RDBMS object to article back reference:

1. Click Apps > Sources.
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2. Select the desired data source.

3. Select the + icon next to the custom field (Permitted Types is the example in the following image) to enter the

title of the desired article to be referenced and click the desired article. The associated article back reference is

now created and appears in the Referenced By section on the source object page.

4. Clicking through on the newly created reference shows the Data Source within the Referenced By section. Note

that should there be more than five articles that appear in this section, a See More. . . link will appear to view the

full list of associated articles.
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11.5.3 Policy to RDBMS Object

Visit the policy from which you would like to relate an associated article with. In the following example we will point to

a data source. Note that the Data Governance app is required to reference policies and is priced and licensed separately

from the Data Catalog. To create a policy to RDBMS object back reference:

1. Click Apps > Govern.

2. Click POLICY CENTER.
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3. Select the desired policy.

4. Select the + icon next to the custom field (Permitted Types is the example in the following image) to enter the

title of the desired RDBMS object to be referenced and click the desired RDBMS object. The associated back

reference is now created.
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5. Clicking through on the newly created reference shows the RDBMS object within the Referenced By section.

Note that should there be more than five articles that appear in this field, a See More. . . link will appear to view

the full list of associated items.
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11.5.4 RDBMS Object to RDBMS Object

Visit the RDBMS object page from which you would like to relate an associated RDBMS object with. In the following

example we will point to a schema. To create an RDBMS object to RDBMS back reference:

1. Click Apps > Sources.

2. Select the desired schema.
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3. Select the + icon next to the custom field (Related Data Objects is the example in the following image) to enter

the title of the desired RDBMS object to be referenced and click the desired RDBMS object. The associated back

reference is now created and appears in the Related Data Objects section on the source object page.
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4. Clicking through on the newly created reference shows the RDBMS object within the Related Data Objects section.

Note that should there be more than five articles that appear in this section, a See More. . . link will appear to

view the full list of associated articles.

11.6 Edit Object Templates

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from Alation version 2023.1.4

Note: This topic describes how to edit data object templates for data sources, schemas, tables, columns, and domains.

Other data object templates such as dataflow and BI report are edited in the same way as article templates.

For information on editing data object templates in earlier versions of Alation, see Editing Object Template Layout.

It is possible to customize object templates in Alation by adding or removing fields, or rearranging fields added to these

templates.

You need a Catalog Admin or Server Admin role to edit object templates.
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11.6.1 Object Template Customization Overview

When you first open the default catalog page of a data object, data source, schema, table, column, or domain in the

freshly installed Alation catalog, it has only default fields organized into two sections: a wider main section and a

narrower right-hand section:

However, you can customize the number of fields and their layout by customizing the underlying template.
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11.6.2 Object Template Components

A template always has some default fields that appear on the catalog page before any customizations are applied. There

are two main types of default fields:

• object-defined fields, read-only fields that reference information or functionality associated with a particular object.

Object-defined fields can be removed from a template and re-added as part of a group of fields.

• writable fields, such as Title, Description, and Stewards. Writable default fields typically cannot be removed

from a template.

Custom fields are components that admins can create, add to, and remove from templates. A group of fields is just that, a

group of custom or object-defined fields added to a template as a single entity that can be moved from place to place

within the template.

Note: Object-defined fields may be removed from templates and re-added as a part of a group of fields only if this

functionality is enabled. See Enable Removability of Object-defined Fields.

11.6.3 Find the Object Templates in the Catalog

To open the template of an Alation object type:

1. Log in to Alation as a Catalog Admin or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog:

Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

The Customize Catalog page will open:
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3. Click the Custom Templates tab.

4. Under Data Object Templates, find and click the template that you want to edit:

5. The template editor page that opens represents the layout of the associated catalog page: the fields and sections

you see on the template are displayed in the same order in which they will appear on the catalog page. You can

add, remove, and rearrange the template components.

Default Table Template:
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When working on your template, you can open a second browser tab with the catalog page of a table or column, depending

on which template you are editing. After making and saving the changes to the template, refresh the catalog page of the

object to quickly see the changes.

11.6.4 What Can Be Modified?

On the Data Source, Schema, Table, Column, and Domain object templates, you can:

• Add custom fields.

• Add groups of fields

• Label groups of fields.

• Rearrange fields and groups of fields up and down in sections and sometimes left and right between sections.

• Remove most fields. Fields that cannot be removed will not have the Remove (X) button when you hover over the

field.

You cannot:

• See Related Topics and back reference fields. They do not appear on the template and their position on the

catalog page is fixed at the bottom of the right-hand section.

Important: The list of fields available for adding to the template does not show all the fields in the catalog. It shows

only those fields that are permitted in this specific area on the template.

Certain custom field types (for example, rich text fields) can be added only to the main section of the page, while other

field types can be placed only in the right-hand section.

Also note that a field can be added only once. If it has already been added, you will not be able to add it again in a

different location on the template.

Default Fields

The default fields are Alation-defined fields used in constructing default templates. See below for a brief description of

the main default fields found on the Data Source, Schema, Table, Column, and Domain object templates. The first table

shows editable fields, the second the object-defined fields.

Field Description Applies to

Title Holds the page title. Data Source

Schema

Table

Column

Domain

Description Holds the description of the object.

The Description field of data objects

is vital to the catalog curation ef-

fort accounted for on My Steward-

ship dashboard.

Data Source

Schema

Table

Column

Domain

Stewards Lets you assign Stewards to the table

and lists the currently assigned Stew-

ards. This field is important to My

Stewardship dashboard and curation

effort reports.

Data Source

Schema

Table

Column

Domain
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The following table lists some of the more common object-defined fields:

Field Description Applies to

Schemas Lists Schema objects extracted for

the parent Data Source.

Data Source

Upload Queries Upload field to upload sql files to

Alation.

Data Source

Source Comments When applicable to the database type

and available in the source database,

this field holds the comments added

directly in the source database. Hid-

den from the page if empty.

Schema

Table

Column

Tables Lists Table objects extracted for the

parent Schema.

Schema

Sample Columns Lists the child columns of a Table. Table

Sample Content Holds samples of the data in table

columns. Will only have data if Pro-

filing is performed for this Table.

Table

Published Queries Lists published queries that use this

table.

Table

Table Constraint When applicable and available in the

source database, holds the table con-

straint expression. Hidden if empty.

Table

View SQL Depending on the source database

type, will appear as “View SQL” or

“Definition SQL” on the catalog page

of a View object (which is a Ta-

ble sub-type in Alation). Hidden if

empty.

Table

Data Type Holds information on the data type

of the column.

Column

Column Profile If Profiling is performed, holds the

samples of the data in the column.

Column

Tags Lists Tags that are currently attached

to the object.

Data Source

Schema

Table

Column

Domain

Properties Lists the properties of the object. Data Source

Schema

Table

Column

Top Users Lists top users as calculated during

Query Log Ingestion (QLI) or added

manually.

Schema

Table

Column

Subdomains Lists subdomains of the current do-

main.

Domain

Note that some of the default fields, such as Description or Sample Content, always appear on the catalog page even if

empty; however, some other fields are hidden from the catalog page unless the source database has the required type of

data to fill them. Unlike the catalog page, the template always shows all fields available for this object type to allow you

to define their location. Examples of fields that may be hidden if empty are the Source Comments, Table Constraints,

and View SQL fields. They are displayed only if the source database has corresponding data.
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Custom Fields

Custom fields are user-defined fields that can be added to templates. Depending on their type, custom fields may be

restricted to one section or the other, as described in the following table:

Both sections
• Pickers

• Multi-pickers

• Dates

• Object Sets (22.3 and later)

• People Sets (22.3 and later)

Main only
• Rich Texts

Right-hand only
• Object Sets (22.2 and prior)

• People Sets (22.2 and prior)

• References

11.6.5 Configure the Template

You can configure the template by doing any of the following operations:

• Add custom fields.

• Add a group of fields.

• Rearrange fields.

• Remove fields (either custom fields or object-defined fields).

• Order fields in a group.

• Change a group label.

• Remove a group of fields.

Add Custom Fields

To add a single custom field to a template:

1. Click Insert in the section and at the location where you would like to add it, either main or right-hand section.

In the menu that appears, click Custom Field:
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2. The list of custom fields supported by this section of the template opens:

3. Find and click the field you want to add. It will be added to the template.

4. Save the template to apply the changes: click Save on top right of the editor:
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Add a Group of Fields

You can add a group of fields to both the main and right-hand sections. To add a group of fields:

1. In the main or right-hand section, click Insert at the location where you would like to add the grouping. In the

menu that appears, click Group of Fields:

2. In the editable area that is added, click Label Grouping to activate the field, type a label, and click Save. The

grouping will be added to the template:
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3. Next you need to add fields to the group. Hover over the field group you added to reveal the controls to the right

of the label and click Insert:

4. If you have not removed any default fields, you will see only a list of custom fields at this point. If you have

removed one or more default fields, you will be presented with a choice between adding a custom field or adding

an object-defined field.

5. In the list of available fields, find and click the field you want to add to the group. Depending on the section you

are editing—main or right-hand—you will have a different set of supported fields. For example, rich text fields

can only be placed in the main section of the page and reference fields can only be placed in the right-hand section.

Also note that if a field has already been added to this template as a single field or as part of a different grouping,

it will not be in the list as a field can only be added once. This list of fields available for adding includes fields

that are supported for this section and have not been added to the template yet:
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6. To apply your changes, click Save in the yellow Unsaved Changes banner on top of the template:

Rearrange Fields

You can rearrange all fields up and down in the template section where they are located. Many fields can also be moved

between sections. Fields that can be moved both vertically and horizontally will display vertical and horizontal arrows

when you hover over them:

Fields that can only be moved vertically will have only vertical arrows:
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To move a field:

1. On the Custom Templates page, select the object template you want to edit from the list of object templates on

the left.

2. Hover over a field in the template to reveal the move icons.

3. Click the appropriate arrow to move the field placeholder as desired.

4. Click Save on the upper-right of the template to save the changes.

Important: When you are working on your templates, remember to save your changes to apply them to the catalog

page. The template page will indicate that there are some unsaved changes by displaying an Unsaved Changes banner

on top of the template:

Remove a Field

To remove a field from the template, hover over it to reveal the Remove button:

Click it to remove the field:
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Note that this action is safe. It does NOT remove the field from the catalog, but only from the template.

You will notice that some of the fields in the template do not have a Remove button:

These are fields that cannot be deleted from the template.

Order Fields In a Group

You can order the fields in a group of fields. To order:

1. Hover over the group to reveal the controls:

2. Use the up and down arrows to move the field in the grouping.

3. Save your changes to the template by clicking Save in the yellow banner on top of the template area.

Edit Field Group Labels

You can edit the group label. To edit:

1. Hover over the group to reveal the controls to the right and click the three dots

2. In the menu that opens, click Edit Grouping Label:
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3. Change the label and click Save:

4. To save your changes to the template, click Save in the yellow banner on top of the template area.

Remove a Group

1. Hover over the group to reveal the controls on the right of the label.

2. Click the three dots

3. In the menu that opens, click Delete Grouping. It will be deleted from the template:

4. To save your changes to the template, click Save in the yellow banner on top of the template area.

11.6.6 Related Topics

Creating Articles and Article Template Custom Fields

Applying Custom Fields to Templates

Custom Field Permissions
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11.7 Editing Object Template Layout

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release V R6 (5.10.x) to release 2023.1.3

Note: To edit object templates in release 2023.1.4 and later, see Edit Object Templates.

It is possible to customize the layout of object templates in Alation by rearranging built-in and custom fields added to

these templates.

Starting with V R6 (5.10.x), you can customize the layout of components on Table and Column object templates.

V R7 (5.12.x) adds the same ability for the Data Source and Schema object templates.

Note: Starting with V R7, you can customize the layout of object templates of:

• Data Source

• Schema

• Table

• Column

You need a Catalog or Server Admin admin role to edit object templates.

11.7.1 Object Template Customization Overview

When you first open the default catalog page of a data object, data source, schema, table, or column, in the freshly

installed Alation catalog, it only has default fields organized into two sections: a wider main section and a narrower

right-hand section:
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However, you can customize the number of fields and their layout by customizing the underlying template.

Object Template Components

A template always has such components as built-in fields. These are the default fields that appear on the catalog page

before any customizations are applied. A page can also have custom fields and groupings of custom fields, which are the

components that admins can create, add to, and remove from templates.

Unlike custom fields, built-in fields depend on the type of object and cannot be added or removed from templates.

However, for Data Source, Schema, Table, and Column pages, you can change the arrangement of built-in fields in each

respective template section.

11.7.2 Finding the Object Templates in the Catalog

To open the template of an Alation object type,

1. If you are a Catalog Admin, hover over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog:

If you are a Server Admin, click the settings icon to open the Admin Settings page then under Catalog Admin, click

Customize Catalog:

2. Click the Custom Templates tab to open the list of templates in your catalog then under Data Object Templates, find

and click the template that you want to edit. The Table and Column templates are the two object templates which offer
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extended layout customization starting with V R6 (5.10.x). Starting with V R7 (5.12.x), you can also apply extended

customization to the Data Source and Schema templates:

3. The template editor page that opens represents the layout of the associated catalog page: the fields and sections you

see on the template are displayed in the same order in which they will appear on the catalog page. You can add, remove,

and rearrange the template components.

Default Table Template:
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When working on your template, you can open a second browser tab with the catalog page of a table or column, depending

on which template you are editing. After making and saving the changes to the template, refresh the catalog page of the

object to quickly see the changes.

11.7.3 What Can be Modified?

On the Data Source, Schema, Table, and Column object templates, you can:

• Add custom fields and custom field groupings.

• Give labels to the custom field groupings.

• Move built-in and custom fields and custom field groupings up and down in sections and sometimes left and right

between sections.

You cannot:

• Remove built-in fields.

• See Related Topics and back reference fields. They do not appear on the template and their position on the

catalog page is fixed at the bottom of the right-hand section.

Important: The list of custom fields available for adding to the template does not show all the fields in the catalog. It

only has the fields that are permitted in this specific area on the template.

Certain custom field types (for example, rich text fields) can only be added to the main section of the page, while other

field types can only be placed in the right-hand section.

Also note that a custom field can only be added once. If it has already been added, you will not be able to add it again in

a different location on the template.

11.7.4 Built-in Fields

Built-in fields are default fields that cannot be removed from a template. See below for a brief description of the built-in

fields found on the Data Source, Schema, Table, and Column object templates.
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Field Description Applies to

Description Holds the description of the object.

The Description field of data objects

is vital to the catalog curation ef-

fort accounted for on My Steward-

ship dashboard.

Data Source

Schema

Table

Column

Schemas Lists Schema objects extracted for

the parent Data Source.

Data Source

Upload Queries Upload field to upload sql files to

Alation.

Data Source

Source Comments When applicable to the database type

and available in the source database,

this field holds the comments added

directly in the source database. Hid-

den from the page if empty.

Schema

Table

Column

Tables Lists Table objects extracted for the

parent Schema.

Schema

Sample Columns Lists the child columns of a Table. Table

Sample Content Holds samples of the data in table

columns. Will only have data if Pro-

filing is performed for this Table.

Table

Published Queries Lists published queries which use

this table.

Table

Table Constraint When applicable and available in the

source database, holds the table con-

straint expression. Hidden if empty.

Table

View SQL Depending on the source database

type, will appear as “View SQL” or

“Definition SQL” on the catalog page

of a View object (which is a Ta-

ble sub-type in Alation). Hidden if

empty.

Table

Data Type Holds information on the data type

of the column.

Column

Column Profile If Profiling is performed, holds the

samples of the data in the column.

Column

Stewards Lets you assign Stewards to the table

and lists the currently assigned Stew-

ards. This field is important to My

Stewardship dashboard and curation

effort reports.

Data Source

Schema

Table

Column

Tags Lists Tags that are currently attached

to the object.

Data Source

Schema

Table

Column

Properties Lists the properties of the object. Data Source

Schema

Table

Column

Top Users Lists top users as calculated during

Query Log Ingestion (QLI) or added

manually.

Schema

Table

Column
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Note that some of the built-in fields, such as Description or Sample Content, will always appear on the catalog page

even if empty; however, some other built-in fields will be hidden from the catalog page unless the source database has

the required type of data to fill them. Unlike the catalog page, the template always shows all built-in fields available

for this object type to allow you to define their location. Examples of fields which may be hidden if empty are the

Source Comments, Table Constraints, and View SQL fields. They are displayed only if the source database has

corresponding data.

Rearranging Built-In Fields

You can move built-in fields up and down in the template section where they are located.

You cannot move built-in fields between sections.

To move a built-in field,

1. On the Custom Templates page, select the object template you want to edit from the list of object templates on the

left.

2. Hover over a field in the template. This will reveal the up and down move icons:

3. Click the up or down arrows to move the field placeholder up or down in the template section.

4. Click Save on the upper-right of the template to save the changes.

Important: When you are working on your templates, remember to save your changes to apply them to the catalog

page. The template page will indicate that there are some unsaved changes by displaying an Unsaved Changes banner

on top of the template:
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11.7.5 Custom Fields

You can add and remove custom fields to/from an object template.

Permitted Field Types

Note that the main and right-hand sections support a slightly different set of custom field types:

Both sections
• Pickers

• Multi-pickers

• Dates

• Object Sets (22.3 and later)

• People Sets (22.3 and later)

Main only
• Rich Texts

Right-hand only
• Object Sets (22.2 and prior)

• People Sets (22.2 and prior)

• References
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Adding Custom Fields

To add a single custom field to the template,

1. Click Insert in the section and in the location where you would like to add it,main or right-hand section, in the menu,

click Custom Field:

2. The list of custom fields supported by this section of the template will open:

3. Find and click the field you want to add. It will be added to the template.

4. Save the template to apply the changes: click Save on top right of the editor:
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Removing a Custom Field

To remove a custom field from the template, hover over it to reveal the Remove button

Click it to remove the field:

Note that this action is safe. It only removes the field from the template and does NOT remove the field from the catalog.

You will notice that some of the fields in the template do not have a Remove button:

These are built-in fields that cannot be deleted from the template.
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11.7.6 Adding and Removing Groupings of Custom Fields

You can add a grouping of custom fields to both the main and right-hand sections. To add a grouping,

1. In the main or right-hand section, click Insert in the location where you would like to add the grouping, in the menu,

click Grouping of Custom Fields:

2. In the editable area that is added, click Label Grouping to activate the field, type a label, and click Save. The

grouping will be added to the template:
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3. Next you need to add fields to the group. Hover over the field group you added to reveal the controls to the right of

the label and click Insert:

4. In the list of available fields, find and click the field you want to add to the group. Depending on the section you are

editing - main or right-hand - you will have a different set of supported fields. For example, rich text fields can only be

placed in the main section of the page and reference fields can only be placed in the right-hand section. Also note that if

a field has already been added to this template as a single field or as part of a different grouping, it will not be in the

list as a field can only be added once. This list of fields available for adding includes fields that are supported for this

section and have not been added to the template yet:
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5. To apply your changes, click Save in the yellow Unsaved Changes banner on top of the template:

Ordering Fields In a Group

You can order the fields in a custom field grouping. To order:

1. Hover over the grouping to reveal the controls:

2. Use the up and down arrows to move the field in the grouping.

3. Save your changes to the template by clicking Save in the yellow banner on top of the template area.

11.7. Editing Object Template Layout 3485



Alation User Guide

Editing Field Group Labels

You can edit the label of the grouping. To edit:

1. Hover over the grouping to reveal the controls to the right and click the three dots

In the menu that opens, click Edit Grouping Label:

2. Change the label and click Save:

4. To save your changes to the template, click Save in the yellow banner on top of the template area.

Examples

Field groupings in the template view:
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View of the catalog page of the table object:
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Removing a Grouping

1. Hover over the group to reveal the controls on the right of the label.

2. Click the three dots

In the menu that opens, click Delete Grouping. It will be deleted from the template:

3. To save your changes to the template, click Save in the yellow banner on top of the template area.
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11.7.7 Changing the Component Order

You can move single fields and groupings up and down in a section of the template. You can also move them between

sections when the fields are permitted in both sections.

To move a field or a grouping, hover over it to reveal the available controls:

Use the arrows to move the field or grouping up and down and, when available, left or right:

11.7.8 Related Topics

Creating Articles and Article Template Custom Fields

Applying Custom Fields to Templates

Custom Field Permissions

11.8 Build Term Type Templates

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you have developed your desired custom fields, you can begin to create custom templates for Term Types, policies,

and articles.

Custom fields can be used for any of data object pages, Term Type templates, Policy templates, or article pages. This

topic focuses on Term Types.

To work with Term Type templates:

1. Log in to Alation as a Catalog Admin or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog. The Customize Catalog page will open:
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Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

3. Click the Custom Templates tab.

4. Scroll to Term Types.

5. You can now select a template to edit or create a new template.

After you save your template, you can use it to start creating Glossary Terms.

11.8.1 Add a Custom Template

1. Log in to Alation as a Catalog Admin or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog. The Customize Catalog page will open:
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Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

3. Click the Custom Templates tab.

4. Scroll to Article Templates.

5. Click the add icon:

A Term Type template editor opens on the right:

6. In the editor, enter the Template Title.

7. Insert Custom Fields to be included in the template. Name, Description, Domains, and Tags fields are included

automatically. You can insert multiple fields, and rearrange the order of inserted fields.

8. Click the Save button in the lower right of the editor to save your template:
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When saved, it will be displayed in the list of existing Term Type templates.

11.8.2 Edit a Custom Template

1. Log in to Alation as a Catalog Admin or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog. The Customize Catalog page will open:

Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

3. Click the Custom Templates tab.

4. Scroll to Term Types.

5. Find and click the custom template you want to edit. The editor will open on the right. You can edit the title and

add and remove custom fields.

6. Save the changes to the template by clicking the save icon:
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11.8.3 Delete a Custom Template

1. Log in to Alation as a Catalog Admin or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog. The Customize Catalog page will open:

Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

3. Click the Custom Templates tab.

4. Scroll to Term Types.

5. Click the custom template you want to delete. The editor will open on the right.

6. Click the Delete button in the lower right of the template editor and confirm deletion:

11.9 Build Custom Templates for Articles

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

After you have developed your desired custom fields, you can begin to create custom templates for your articles.

Custom fields can be used for any of data object pages, Term Type templates, Policy templates, or article pages. This

article focuses on articles templates.

To work with article templates:

1. Log in to Alation as a Catalog Admin or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:
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In the menu that opens, click Customize Catalog:

Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

The Customize Catalog page will open:

3. Click the Custom Templates tab.

4. Scroll to Article Templates.

5. You can now select a template to edit or create a new template.
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After you save your template, you can use it to start creating articles.

11.9.1 Add a Custom Template

1. Log in to Alation as a Catalog Admin or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog:

Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

The Customize Catalog page will open:

11.9. Build Custom Templates for Articles 3495



Alation User Guide

3. Click the Custom Templates tab.

4. Scroll to Article Templates.

5. Click the add icon:

A New Custom Template editor opens on the right:

6. In the New Custom Template editor, enter the Template Title.

7. Select the Custom Fields to be included in the template. You can select multiple fields. When you save the

template and later apply it to an article, on the catalog page of this article the Rich Text fields will be displayed in

the main section, and all other field types will be displayed in the right-hand section of the page.

8. Click the save icon on the top right of the editor to save your template:
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When saved, it will be displayed in the list of existing custom templates.

11.9.2 Edit a Custom Template

1. Log in to Alation as a Catalog Admin or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog:

Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

The Customize Catalog page will open:
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3. Click the Custom Templates tab.

4. Scroll to Article Templates.

5. Find and click the custom template you want to edit. The editor will open on the right. You can edit the title and

add and remove custom fields.

6. Save the changes to the template by clicking the save icon:

11.9.3 Delete a Custom Template

1. Log in to Alation as a Catalog Admin or Server Admin.

2. If you are a Catalog Admin, mouse over the settings icon on the right of the main toolbar:

In the menu that opens, click Customize Catalog:

Note: If you log in as a Server Admin, go to Admin Settings > Catalog Admin section > Customize

Catalog to open the Customize Catalog page.

The Customize Catalog page will open:
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3. Click the Custom Templates tab.

4. Scroll to Article Templates.

5. Click the custom template you want to delete. The editor will open on the right.

6. Click the delete icon on the top right of the custom template editor and confirm deletion:

11.10 Using Custom Article Templates

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The content fields in articles are completely customizable, so you can create an article template to host a business

glossary page, a wiki page, or for any other purpose. Alation enables you to create many different custom templates for

article objects. For example, your sales analytics team can have unique fields on their data dictionary article, and

the finance team’s data dictionary article can include completely different fields.

Every time you start a new article, you can select a saved template.
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When you associate a template with the article you are creating, the custom fields you added to this template will appear

on the article catalog page:

After you have selected a template, you can start documenting data in your article. Make sure to click Save when done.

Below, we saved an article that is based on a “Brands” template.
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In another example, the business glossary template has a lot of custom fields added to it:

Here is a business glossary article filled out. The template page has more fields than the saved Article because the author

left some of them blank. If a field is left blank, it doesn’t appear on the saved article page. Fields can always be updated

or completed at any later time.
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11.11 Create Articles and Article Template Custom Fields

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Articles in Alation are composed of fields. When you use articles out-of-the-box, they have only one text field, the Body,

as shown:

Using the Customize page, Catalog and Server Admins can create new custom fields and then build custom templates.

After you save a custom template, any user with a role other than Viewer can create an article on it.
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11.11.1 Information Architecture of Articles

You can use rich text custom fields to customize the left-hand side of an article, creating headers that will consistently

show up on a template. This will help drive consistency in your documentation with flexibility.

All other custom fields will display on the right-hand side navigation and should be used when values will be more

concrete and/or if you need to report on the status of the answers, such as:

• Yes/No, Supported/Not Supported

• Approved/Not approved

• Names of teams or individuals

• Owner (Name or blank)

Below, we describe all custom fields and how to use them. We recommend creating a list of what content you want

displayed, what the potential answers are, mapping those to the features we have below.

There are six types of custom fields that enable article authors to perform different actions. The field types are:

• Object sets: Use object sets to connect your data, users, terms, and other Articles to the Article page. Object sets

define a one-to-many relationship. For example, you can use an Object Set to indicate the relevant data an analyst

would use. The article name will then appear on any connected data; use the backref name to title the field.

Here is an example of an object set in use in an article.
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• People sets: Use people sets to indicate relevant users or user groups. Examples of relevant groups are: stewards,

business owners, and approvers.

• References: Use references to connect your data, users, or other articles to the Article page. References are

similar to object sets, except they define one-to-one relationships.

• Pickers: Use the picker field to customize options in a drop-down menu. Article authors can select any item from

the menu. For example, we have a Picker field called Indication. The options in the drop-down menu are:

– Children

– Adult

• Multi-Select Pickers: Use multi-select pickers instead of pickers when multiple choices are allowed. For example,

a multi-select picker might be used to select the roles for which a given action is permitted.

• Texts: Use text fields to write blocks of text. Text fields are formatted in HTML so you can embed images, videos,

and even Tableau Dashboards in them.

• Dates: Use the date field to select one specific date in the past or present for an event. If you want to create a date

range, you need to create two date fields, one for the start and one for the finish.

Over time, you will likely have many custom fields. Under each field type, all previously created fields are listed.
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To learn how to apply your custom fields to create a template, see Build Custom Templates for Articles.
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TWELVE

CATALOG SETS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Catalog sets enable you to group pieces of data together to perform bulk operations on identical or similar data sets.

Bulk edits are done on the page of a catalog set, rather than on the individual pages of specific data objects, one by one.

When data objects are included into a catalog set as members, you can update the values of their catalog fields in bulk

using this set. You do not need to describe each object separately: a catalog set is your way to control built-in and

custom field values on the catalog pages of all set members. Any changes to the set are propagated to all set members.

This keeps catalog field values consistent across all identical or similar data objects united in sets.

In Alation, on a page of an object, you can understand if this object is currently a member of a catalog set in the following

way:

• Catalog sets that a data object is currently included in as a member are listed under Sets in the Properties section.

• Shared fields managed using sets have a catalog set indicator icon:

In Alation, you can create two types of sets:

• Conditional: Data objects will be automatically grouped based on a logical condition.
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• Manual : You will manually select data objects to be united into a set. You can also turn on synchronization of

field values on successive child levels for the set members.

12.1 Create and View Catalog Sets

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

12.1.1 Create a New Catalog Set

You must be a Catalog or Server Admin admin to create, edit, and delete catalog sets. To create a new set, on the Catalog

Sets page, click the add icon on the upper right:

The new catalog set editor will open:

You can create sets of two types: Conditional or Manual. By default, the Conditional type is pre-selected. To create a

manual set, click the Manual tab on the editor.

Refer to the dedicated articles for each type to learn more about their properties:
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• Conditional Catalog Sets

• Manual Catalog Sets

12.1.2 View Catalog Sets

You can find all catalog sets on the Catalog Sets page of your Alation catalog.

Note: A user with any role in Alation can view catalog sets. However, you must be a Catalog or Server Admin admin

to create, edit, and delete them.

To open the Catalog Sets page:

1. Click the Curate menu on the main toolbar then click Catalog Sets. The Curate menu will be available if the

Stewardship Dashboard is enabled in your instance and if you are wearing the curator hat:

2. Click the gear icon on the main toolbar to open the Admin Settings:

In Admin Settings, under Catalog Admin, click Catalog Sets:

All existing sets are listed in All Catalog Sets table. You can:

• Open the properties page of a specific set by clicking its title in the Title column.

• See the type of the set in the Rule Definition column.

• Sort sets by Title, Member Count, Object Type, or Created By. To sort, click the corresponding column title.
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• Change the number of rows per page using the Show N rows list:

12.2 Conditional Catalog Sets

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can use conditional catalog sets to group data objects based on conditional rules which you specify when creating

the set.

Grouping similar or identical data objects under a conditional catalog set allows you to bulk-curate the catalog fields

on all the data objects by applying changes directly to the set and not to each specific object. The changes you make

using the catalog set are shared to all the catalog set members. Bulk-editing using a catalog set helps achieve curation

consistency and saves you time and effort.

12.2.1 Creating a Conditional Catalog Set

You need a Catalog or Server Admin admin role to be able to create catalog sets and bulk-edit field values of catalog set

members.

To create a conditional set,

1. On the main toolbar, click Curate then click Catalog Sets. You will be navigated to the Catalog Sets page:
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Note: The Curate menu will only be visible to a user if:

• Stewardship Dashboard is enabled in Alation.

• If hats are enabled and the user is wearing the Data Governor/Curator hat.

Standard Users wearing the Data Governor/Curator hat can only view the existing catalog sets. If the

Curate menu is not available, catalog sets can be accessed using the page URL: <your_alation.com>

/catalog_sets/.

Alternatively, you can click the Admin Settings icon on the upper-right of your Alation page to navigate to

the Admin Settings page:

2. In the Catalog Admin section, click Catalog Sets to open the Catalog Sets page:

3. On the Catalog Sets page, on the upper-right, click the add icon:

4. On the New Catalog Set page that opens, provide a Title for your new set.

5. By default, the Conditional type of catalog set is pre-selected:
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6. On the Overview & Rules tab, under Conditional, select the Member Data Object Type. This parameter

specifies the type of data objects that you want to group in this set. The choice is:

• Schemas

• Tables

• Columns

The number of other settings to specify will depend on the selected data object type. You will notice that

the list of parameters changes depending on your choice of the object type:
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7. If you have chosen Schemas as the Member Data Object Type, then under Catalog Set Members’ Visibility,

select the Hide schemas and their children from Catalog and Search checkbox if you want the schemas and

their child objects in this catalog set to be undiscoverable by other catalog users when they browse and search the

catalog. Leave this checkbox clear if visibility of the catalog members is of no concern.

Note that the Visibility setting is available on the Schema level only but will not be present for Table or

Column level. It can only be applied to a schema and all of this child objects, but cannot be selectively

applied to some tables and columns.

8. Continue to define your set by specifying the conditions for its members:

• + Include Objects Where Set of rules to include data objects into the set.

• - Exclude Objects Where Set of rules to exclude data objects from the set.

Both the include and exclude rules have identical conditions:

• Data Source is A data source condition (this is available from V R6 (5.10.x)).

• Schema/Table/Column name: the data object name condition:

• exactly matches

• starts with

• ends with

• matches regex

The data source and data object name conditions are joined with AND logic.
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Membership Rules:

9. If you want to group data objects from specific data sources, select one or multiple data sources for the Data

Source is condition, which is available from V R6 (5.10.x). If you want to group data objects across all data

sources in your catalog, leave the data sources condition empty.

To select a data source, hover over the catalog set page to reveal the add icon next to Data Source is

condition:

Click it to open the data source quick filter. Find and select the data source from the list of available data

sources.

Note: Due to a known issue, the already selected data sources are not currently filtered out from the list of

data sources in the quick search filter. If you select a data source but then open the search filter and search

for it again, it will still be present in the list of available data sources.

Selecting Data Sources:
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10. Proceed to specify the data object name conditions by selecting the required pattern and typing in the expression

for matching:

11. At the bottom, on the right, click Save to save your new conditional catalog set. You will land on the catalog page

of this set that displays the list of catalog set members that match the conditions you have specified in the set

membership rules:
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Now you can bulk-edit the fields on the catalog set members.

12.2.2 Updating a Conditional Catalog Set

You can change a conditional catalog set by changing the catalog set rules.

Important: The Member Data Object Type and Catalog Set Members’ Visibility cannot be changed.

To edit a conditional catalog set,

1. Open the page of this set and in the Membership Rules section, click Edit. The catalog set settings page will open:
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2. Change the Catalog Set Rules as necessary. If you change the rules, the list of matching data objects is likely to

change. Click Preview on the bottom-right to view the updated list of data objects that fit the updated condition.

3. Click Save to save the changes when you are satisfied with the result.

12.2.3 Deleting a Catalog Set

You need the role of the Catalog or Server Admin to be able to delete catalog sets. To delete a catalog set, open its

catalog page and click the delete icon on the upper right:

Confirm deletion. The catalog set will be deleted. The field values previously propagated from this set will be cleared

from the data objects previously grouped in this set.

12.2.4 Using Regex in Catalog Sets

In Catalog Sets you can use Regex patterns to locate data. This section lists some of the more useful patterns.

OR Logic: Approximate Matching

Use the pipe symbol | to separate the expressions: <term>|<term>. This will approximately match the terms.

Example: drg|ssn
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OR Logic: Exact Matching

Use the following format: ^<term>$|^<term>$, for example: ^drg$|^ssn$:
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12.3 Bulk-Editing Conditional Catalog Set Members

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can bulk-edit the set members on the Shared Fields tab of your catalog set page:
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On this tab, under Shared Fields as they will appear on Member Tables, specify the field values you want to share

to all the set members.

Note: The values shared from a conditional catalog set do not override the values set by individual users for title, rich

text fields, such as description, and trust flags. The field values shared from a conditional catalog set will show up

separately and next to the values set by individual users.

Title, Description, and Trust Flags Shared from a Conditional Set:
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However, for the custom field types which only allow a single value, users may overwrite the shared catalog set field

values causing a value conflict. The conflicting value will be indicated with a warning icon on the catalog page of the

data object:

Conflicting Value:
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12.3.1 Related Topics

Conditional Catalog Sets

12.4 Manual Catalog Sets

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Manual catalog sets allow you to manage data duplication in your Alation instance by organizing identical data objects

and keeping their catalog metadata consistent. For example, manual sets can be useful if you are maintaining several

similar or replicated sources in your Alation catalog and need the catalog field values on all the child objects of these

sources to be the same.

12.4.1 Creating a Manual Catalog Set

1. Open the Catalog Sets page. See Catalog Sets for details.

2. On the Catalog Sets page, click the add icon on the upper right:

This displays,
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3. In the new catalog set editor that opens, click Manual:

4. Specify a title for your new set.

5. Under Member Data Object Type, select the type of data objects that you want to unite into this set. You can

select:

• Data Source/Catalog

• Schemas

• Tables

• Columns

6. If you want to conceal the set members from the catalog and search, select the checkbox Hide schemas and their

children from Catalog and Search.

7. Select the specific objects to be members of the set: click Add to open the list of catalog objects of the selected

type and find and select the ones for this set:
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8. Click Save. Your new set will be created and you will land on the**Overview and Rules** tab of its properties

page:

9. Click the Shared Fields tab to bulk-edit fields on the set members. See Bulk-Editing Shared Fields for details:
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10. Click the Sync Children tab to enable child objects synchronization. For details, see Metadata Synchronization

Across Children.

12.4.2 Metadata Synchronization Across Children

Turning on metadata synchronization can help maintain consistency for identical child objects on the catalog set members.

On the Sync Children tab, you can learn more by watching an explanatory video under the Show more about metadata

synchronization link:
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Synchronization means sharing a common field value on all objects in a synchronized group of data objects. Any edits

to the fields made on one object will be mirrored on the other object(s).

Metadata synchronization potentially impacts all child objects of set members as you can synchronize their successive

levels down to the column level.

The names of child objects should exactly match for Alation to be able to synchronize them. For the second and other

successive levels, the parent object names should also exactly match. For example, in a manual catalog set for schema

objects, the first-level child objects are Tables, and the second-level child objects are Columns. The columns and their

parent tables should both have matching names for synchronization to happen on the column level. If this set unites

schemaA and schemaB and both these schemas have a table called tableC with a column called id, then columns

schemaA.tableC.id and schemaB.tableC.id can be synchronized as the names of the columns match and the

names of their respective parent tables also match.

Child objects with identical names will be synchronized on the fields you select for synchronization. You can select

fields under Synchronization Rules and Settings on the Sync Children tab of the manual set page:
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When synchronization is turned on, Alation will find child objects with exactly matching names under the catalog set

members. For these objects, single-value field values will be permanently overwritten by master values. Multi-value

field values will be united across all synchronized child objects and display a list of values from all synchronized objects.

Master in this case is the first catalog set member added to the set. For example, in a set like this:
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The schema that appears first in the list under Catalog Set Members will be treated as a master set member. The values

of its child objects will overwrite the values on identical child objects under the other set members.

If any field on child objects of the master object does not have a value, Alation will apply values from the similar child

object on the catalog set member that is the next in this list.

To enable metadata synchronization for a manual catalog set,

1. Open the Sync Children tab of a manual catalog set page and click Edit for Synchronization Rules & Settings

section:

2. Toggle the Metadata Synchronization switch on. This will reveal the child object settings:
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3. Under Children and Fields to Synchronize, enable the child levels to be synchronized by turning on the respective

switches. Note that each successive level of children will be enabled only after the parent level is enabled. For

example, columns cannot be synchronized if synchronization for the table level is off.

4. For each of the child levels, select the fields to be synchronized. You can either use the All Current & Future

Fields option or select specific fields by selecting their respective checkboxes:

Note: The fields you find here are the custom and built-in fields currently found on the object template

of the corresponding data object type.

If you select All Current & Future Fields, then all current fields and new fields that may be added to

the template in the future, will be synchronized.

5. Click Save and, in the confirmation dialog that opens, confirm synchronization. This will trigger a new synchro-
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nization job. The history and details of such jobs are available under Synchronization Status:

The synchronization rules that you have set up will be displayed under <Data Object Type> Details section under

Synchronization Rules and Settings:

When the synchronization job has completed, identical child objects will become synchronized. Now, when you edit a
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catalog field value on one of the child objects, this value will be mirrored on the other objects synchronized with this

one.

Note: Currently in Alation UI, there is no indication of synchronized child objects, and the synchronized values do not

stand out. When you edit a value on a synchronized child, it will be propagated to all other child objects with the same

name, but on the catalog page of this object, there is no “sign” of this value belonging to a synchronized set.

On how to turn off synchronization, see Updating a Manual Catalog Set.

12.4.3 Bulk-Editing Shared Fields

The Shared Fields tab of a manual catalog set allows you to bulk-edit custom field values. The values provided using

the set will be applied to these fields on all set members.

On their respective catalog pages, the values shared from a set will be indicated with the gear icon. The set itself will

appear under the Properties field:

Field values shared from a manual set can only be edited using this set and cannot be changed on the page of a member

object. However, you can add other values directly on the catalog page of a member object. One and the same field can

hold values shared from catalog sets and added by users on the catalog page of an object.

12.4.4 Updating a Manual Catalog Set

To edit a manual catalog set, on the Catalog Sets page, click the settings icon to open the Admin Settings > Catalog

Admin > Catalog Sets or from the Curate menu > Catalog Sets to find the manual set you want to edit and click its

title:
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The settings page will open:

On the settings page, you can change the title of the set and its properties on tabs:

• Overview & Rules

• Shared Fields

• Sync Children
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Title

Hover over the current title then click the Edit icon to enable editing:

This displays:

Overview and Rules

Description

Hover of the Description field to reveal the Edit icon on the right and click it to enable field editing:

Remember to save the changes to the field:

Membership Rules

1. Click Edit on the right to open the Membership Rules editor:

2. To change visibility settings for the set members, select or clear the Hide schemas and their children from

Catalog and Search:

12.4. Manual Catalog Sets 3533



Alation User Guide

3. To add catalog set members, hover over the <Data Object> title to reveal the Add button on the right and click it

to open the data object list. Select the new set members from this list:

4. To remove set members, hover over the data object you want to remove in the Catalog Set Members list, and

click the remove icon X for this object:
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5. Click Save on the bottom right to apply your changes to the set.

Shared Fields

On the Shared Fields tab, you can edit the shared fields for the catalog set members. Also see Bulk-Editing Shared

Fields.

Sync Children

On the Sync Children tab, you can enable/disable child object synchronization and change the sync rules by redefining

the fields to synchronize or by changing the number of child levels you want to be in sync:

To disable synchronization, turn off the Metadata Synchronization switch.

When you disable synchronization, the child objects become independent of the set and can be edited individually. The

values that may have existed before the synchronization was turned on will not be restored.

For more details on synchronization rules, see Metadata Synchronization Across Children.

12.4.5 Deleting a Catalog Set

To delete a manual set, click Delete on the upper right:

Confirm deletion:
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12.5 Value Title Lookup

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Value title lookup lets a Server Admin connect values in a column to their logical names in a lookup table.

Use these steps to apply value title Lookup:

1. Go to the catalog page of the column object that needs titles.

2. Under the Column Sample section, you will see a blue box with the text Automatic Titling: Are the titles for

these values listed somewhere in the data source?

3. Click the Yes button.
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4. Add the name of the relevant lookup table.

4. Click Confirm.

5. Refresh the page.

12.6 Creating and Using Catalog Sets

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Catalog sets enable you to group pieces of data to perform bulk operations. Bulk edits are done on the Catalog Sets

page, rather than on the data object page.

To create or edit catalog sets, go to <YourAlationURL>/catalog_sets/.

First, you need to title your set and select the data you want to group.
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1. Click to add a new catalog set.

2. Choose a title for your catalog set.

3. Select the data level to include.

4. Indicate the given name of the data for inclusion in the set.

5. Click Save to continue.

You can then perform bulk operations. Below, for example, we provided a Steward and Description.

Now when you go to any table that includes nppes_provider, you will see this propagated information:
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You can add multiple objects (Columns, Tables or Schemas) to catalog sets. To do so, you need to use Match Exact

Regex then use regex characters. For example, table_1table_2table_3.

For more information, see our Catalog Sets FAQ.

12.7 Frequently Asked Questions about Catalog Sets

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

• Is the wildcard match dependent on permissions or a specific browser?

Wildcard matches cannot be applied to column level sets (because the set calculation becomes too compute-intensive.)

However, regex matches can be applied to Table and Schema sets. To implement it, create a Table or Schema set by

selecting Tables or Schemas as the Object Type when creating the Catalog Set.

Note: If you need to bulk apply metadata to columns in the data catalog, we recommend you use the Data Dictionary

Uploader.

• Is there a way to see all items included in the set?

Unfortunately, there is no way to see all items in a set, however, you can see the first 100 items to get an idea of what

objects are being included in the set. Click the preview button to see the sample.

• Is there a way to specify items and remove items in a set without some rule?

There isn’t a way to exclude or include specific objects from a set without the use of the rules. However, you can use

regex matching to do this for Tables and Schemas.
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AUTO-TITLING AND LEXICON

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Lexicon is a dictionary used by ALLIE to auto-title cataloged data objects. It lists mappings between abbreviations and

expansions found in your catalog data.

Abbreviations are parts of names of data objects found in the metadata of your Catalog. When Lexicon runs, it parses

the catalog metadata and makes a list of all abbreviations it finds.

Example:

If the name of a column cataloged in Alation is rgnl_sls, the Lexicon will register two abbreviations from this name:

rgnl and sls. Lexicon will treat the underscore as the separator between these abbreviations.

The Lexicon job also computes expansions for the abbreviations it found. Expansions are meaningful words or

expressions that are algorithmically mapped to their respective abbreviations. The list of all abbreviation-expansion

matches can be found on the dedicated Lexicon page that is available to users with the Server or Catalog Admin roles.

Note: The Lexicon runs on an automatic schedule every weekend (Sundays, 8 am). It parses catalog metadata,

re-computes existing abbreviation-expansion mappings, and adds new matches. Auto-titles are re-computed at the same

time. Starting with V R6 (5.10.x), Suggested Terms for glossaries are computed by Lexicon too. If required, you can

run the Lexicon job manually on demand.

The Lexicon job triggers an auto-titling algorithm, or ALLIE, that will suggest titles for Schema, Table, and Column

objects in your catalog based on the abbreviation-expansion matches in the Lexicon dictionary.

The Lexicon job parses the names of extracted schemas, tables and columns for separate words and abbreviations.

For example, if a column name is lu_drg, then Alation will infer two abbreviations from this name: lu and drg, the

underscore being the separator. If a title consists of full words joined together, like shippingdata, Alation will infer

two separate words from this title: shipping and data. All abbreviations and words Alation discovers from data object

names will enrich the Lexicon dictionary (Admin Settings > Catalog Admin > Lexicon).

The Lexicon job also parses the text fields on data objects and article objects to find expansions for the abbreviations it

has added to the Lexicon dictionary. The abbreviations are then matched to expansions.

Auto-titles for cataloged objects are generated based on the abbreviation-expansion matches found in the Lexicon. For

example, if a column name is lu_drg, and Alation has registered such matches as lu = “lookup* and drg” = “diagnosis

related group, then it will suggest a title “Lookup Diagnosis Related Group” for this column.

Auto-suggested titles appear in the Title column of the table with metadata objects on a catalog page. There is a

“robot head” icon next to auto-suggested titles that indicates that the title is auto-generated by Alation and is waiting

for your confirmation. Depending on the level of confidence of the guess, the icon of new titles will either be red

Le(low-confidence guess) or yellow (high-confidence guess):
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You can teach the ALLIE auto-titling algorithm to make better guesses by confirming or discarding the auto-titles

directly on the Lexicon page (Server and Catalog Admins).

Important: To apply accumulated confirmations and rejections of auto-titles on demand, Server or Catalog Admins

must run the Lexicon job. See Running the Lexicon Job Manually. The Lexicon job will also run automatically over the

weekend and apply all changes that are made before it running on schedule.

13.1 Robot Heads

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Let us introduce you to ALLIE, a machine learning algorithm that generates comprehensive catalog titles for names of

data objects.
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Data can sometimes be hard to understand because names of data objects have abbreviated words. For example, if

column names are rg_k and rgnl_sls, it would require knowledge of this specific domain to understand that these

abbreviations stand for “region key” and “regional sales”.

On the catalog pages of Schema, Table, and Column objects in your Alation Catalog, you may see robot head indicators

that can be red, yellow, or green:
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These indicators are the result of the ALLIE algorithm that runs as part of the Lexicon job, auto-titling your catalog

objects by matching abbreviated names found in your metadata to meaningful words to help you better understand your

data.

Note: The Lexicon job runs automatically, weekly, over the weekend. It parses the metadata in your catalog for

abbreviations, maps them to meaningful expansions, and registers the matches in the Lexicon, which is a list of matches

between abbreviations and expansions stored in Alation.

When a schema, table, or column title has a robot head indicator on a catalog page, it means ALLIE has generated an

auto-title for this object. The color indicates the level of confidence of the guess:
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red ALLIE guessed the title with low confidence that

it may be correct.

yellow ALLIE guessed the title with some confidence that

it may be correct, but this guess remains uncon-

firmed by users.

green ALLIE generated a title and a user manually con-

firmed it.

13.1.1 How is ALLIE Confident or Not So Much?

Any time there is ambiguity as to which word an abbreviation can be expanded into, the confidence of the guess will be

lowered. If ALLIE is 70-90% confident, the indicator is red; if it is over 90% confident, yellow. If confidence is lower

than 70%, Alation does not suggest any title at all.

Confidence score will change based on confirmations or rejections done by users on the Lexicon page and - starting

with V R7 (5.12.x) - on catalog pages of specific objects.

13.2 Run Lexicon - First Time

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release V R3 (5.6.x)

13.2.1 Access Lexicon

If you are a Server Admin

Click the Admin Settings icon on the upper-right of the main toolbar to open the Admin Settings page then in the Catalog

Admin section, click Lexicon:
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If you are a Catalog Admin

Click the Admin Settings icon on the upper-right of the main toolbar and in the menu that opens, click Lexicon:

2020.4 UI

13.2.2 Run Lexicon

When you first install Alation and open the Lexicon page, it will be empty:

2020.4 UI

This is because Alation has not yet processed the input data from your catalog.

When you add your first data source and run metadata extraction (MDE), Alation will extract metadata from the data

source. When the Lexicon job runs, it will parse the names of the extracted Schemas, Tables, and Columns finding
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abbreviations and matching them to comprehensive words. For example, if the column name is accts, Alation will

store this letter combination as an abbreviation and suggest a match with meaningful word accounts. Accounts is the

expansion mapped to the abbreviation accts. All the matches between abbreviations and expansions are stored in Alation

and displayed on the Lexicon page.

Note: Alation comes with a built-in list of common words that it uses to initially calculate expansions. But as your

catalog data grows, Lexicon will also scan the text data in your catalog to algorithmically find more expansions and

enrich this list.

After the Lexicon job has run on your Alation instance, you will be able to see all the abbreviation-expansion matches

found on the Lexicon page:

2020.4 UI
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The Lexicon page can be accessed by Catalog and Server Admins. The Lexicon page is located under Settings > Catalog

Admin > Lexicon.

13.3 Auto-Titling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In releases up to V R6 (5.10.x), you can confirm or discard auto-titles directly in a catalog page of a data object.

Confirmation or rejection on the catalog page does not get transferred to the Lexicon and only has an immediate effect

on the page where it is applied. However, starting with V R7 (5.12.x), you can teach ALLIE to make better guesses

by confirming or discarding the auto-titles either directly on the catalog page (all user roles) or on the Lexicon page.

Updates will apply after the next Lexicon job is run.

13.3.1 Confirming Auto-Titles

Confirm an auto-suggested title if ALLIE’s guess is correct. Your confirmation increases confidence for the abbreviation-

expansion match. Next time ALLIE finds a similar combination of abbreviations in data object names, it will suggest

titles with greater confidence.

To confirm an auto-title,

1. Hover over a title with the robot head indicator to reveal the Confirm and Reject icons in a popup. The title of

the parent object can be located either under the object name on top of the catalog page; and the titles of child

objects are in the Title column of the child objects table.

Parent object title:
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Child object titles:

2. Click Confirm to confirm the title. You will notice that the robot head icon turns green. Green indicates that this

is now a confirmed title:

Note: Assuming there is more than one expansion for an abbreviation, the expansion with the highest confidence score

will be used by ALLIE to suggest the next auto-title. The next time ALLIE finds this abbreviation in data object names,

it will use the expansion with a greater confidence score to suggest a title.

13.3.2 Rejecting Auto-Titles

You can reject auto-titles that are incorrect guesses. This will lower the confidence score for the abbreviation-expansion

matches used to generate this title.

To reject an auto-title,

1. Hover over a title with the robot head indicator to reveal the Confirm and Reject icons in a popup:
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2. Click the Discard icon to reject the auto-title. The suggested title will be removed as well as the robot head icon.

3. After you have discarded an auto-title, consider providing a new title for this data object. To title, click the Edit

icon that appears when you hover over the title field:

4. The Title field will become editable and you can provide a new comprehensive title:

13.4 Work with the Lexicon - 2020.4 and Later

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Server and Catalog Admins can view all the matches between abbreviations and expansions registered in the Lexicon

on the dedicated Lexicon page.

13.4.1 Access Lexicon

See Access Lexicon.
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13.4.2 Lexicon UI Tour

Once the Lexicon job has run, the Settings > Catalog Admin > Lexicon page will display the list of all mappings

between abbreviations found in the data object names and expansions that Alation has computed for the abbreviations as

shown below:

Note: Alation computes expansions using the text data it finds in your catalog as input to find possible expansions that

are real words.

You can also upload your list of abbreviation-expansion matches into the Lexicon. Uploaded expansions will be added

as confirmed by a user. See Configure Lexicon Manually and Upload Lexicon.

13.4.3 Explore Lexicon

Explore the lexicon content using the following options:
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1. Settings - Click the Settings button to run the Lexicon job manually, refer to Run the Lexicon Job Manually.

2. Functional Filters:

• All - Applying this filter will display the abbreviation-expansion matches both confirmed and unconfirmed

by the users.

• Confirmed - Applying this filter will only display the abbreviation-expansion matches confirmed by users.

• Unconfirmed - Applying this filter will only display unconfirmed abbreviation-expansion matches and the

abbreviations for which Alation was unable to compute an expansion.

3. Add New - Click Add New to create a new abbreviation-expansion match.

4. Sort - Click this icon to sort the abbreviation, Expands to, Status and Abbreviation Frequency column. Alternatively,

you can hover the cursor over the column heading and click on the sort icon to sort the column.
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5. Text Filter - To filter the Lexicon using natural language. Type your filter text in the Filter field and the page will

automatically display the abbreviations which fit the text you typed.

6. Confirm - Click the Confirm icon to confirm the abbreviation-expansion.

7. Reject - Click the Reject icon to reject the abbreviation-expansion.

8. Edit Expansion - You can edit the abbreviation-expansion. Once you edit, the Lexicon will automatically reject

the existing abbreviation-expansion pair and create a new pair with confirmed status. Once you edit, click Add.

13.4. Work with the Lexicon - 2020.4 and Later 3553



Alation User Guide

The change will be applied system-wide when the Lexicon job runs the next time. Alation will use the confirmed

expansions to generate auto-titles with higher confidence.

1. Add a different expansion - You can add a new expansion for the existing abbreviation with confirmed status.

Once you add the expansion, click Add.

Text Filter

To filter the Lexicon using natural language,

Type your filter text in the Filter field on the top right of the page and press Enter. The page will update to only display

the abbreviations which fit the text you typed:
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Important: The text filter on the Lexicon page is case sensitive.

Functional Filters

You can narrow down the focus even more by using the functional filters. You can apply one filter at a time from any of

the three filters:

• All or Confirmed or Unconfirmed

Filters change the focus in the following way:

All

Applying this filter will display all the abbreviation-expansion matches confirmed by users, unconfirmed abbreviation-

expansion matches and the abbreviations for which Alation was unable to compute an expansion.
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Confirmed

Applying this filter will only display the abbreviation-expansion matches confirmed by users.
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Unconfirmed

Applying this filter will only display unconfirmed abbreviation-expansion matches and the abbreviations for which

Alation was unable to compute an expansion.

13.5 Run the Lexicon Job Manually

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

To manually run Lexicon,

1. On the Lexicon page, click the Settings link to open the Lexicon settings:

2020.4 UI
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2. Click Run Lexicon Now. The Lexicon job will be queued and run:

You can see the job details in the Lexicon Job Status table:

• Started time the job was triggered.

• Status current status.

• Runtime total time taken to complete the job.

• Errors indicates if there were any errors during runtime.

• Status Message a more detailed message explaining the job status.

• Details View Details link to display the job description in a pop-up.

13.5.1 Viewing the Lexicon Job Details

Click the View Details link in the Details column to open the job description.
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13.6 Frequently Asked Questions about Lexicon

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

13.6.1 Can the Lexicon job be run for one data source or schema?

No. The Lexicon will process metadata for all data objects in the catalog.

13.6.2 Can all the titles be confirmed at once?

All titles on the table or column pages cannot be confirmed at once. They can only be confirmed or discarded one by

one.

13.6.3 Can I see a list of all abbreviations for an expansion?

No, currently you can only see a list of all expansions for each specific abbreviation.

13.6.4 Will auto-titling ever override titles confirmed by a user or provided by a user?

No. If a user added a title, it will always take precedence over the title computed by ALLIE. Guesses will only be filled

in for blank titles. If a user confirmed a guess on an object then that guess will be treated as a human-given title.

13.6.5 How does auto-titling happen?

ALLIE attempts to best guess the title from abbreviations included in the name of a data object. It will adhere to the

following conditions:

• It will not override human-given or human-confirmed titles.

• It will only provide a guess if it has some confidence about all parts of the name

• If you reject expansions for abbreviations on the Lexicon page, it will not use those matches anymore when

generating auto-titles

13.6.6 Why didn’t Alation guess the title of an object?

There are two main reasons for not guessing the title of an object.

The guess has not yet been computed and the Lexicon job needs to be run.

Alation is not confident in guessing the title of an object. The reasons are as follows:

• The term that you have included has numbers or symbols. Alation does not guess well if the term has non-

alphabetical characters.

• Multiple expansions existing for one abbreviation may lead to insufficient confidence in a guess, and Lexicon

will not be able to determine which expansion should be used. In such a case it will leave the object without an

auto-title.
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• If the term has several parts, and if one of the parts in the term is uncertain, the guess will not be shown. Sometimes

it is not obvious which of the two words a name can be expanded into, and this lowers the confidence score of the

abbreviation-expansion match.

13.6.7 Will ALLIE/Lexicon learn from any confirmed titles of schemas, tables,
columns from the catalog page?

In versions up to V R6 (5.10.x), no. The learning only happens directly on the Lexicon page (AFTER running

the Lexicon job). When a user confirms or rejects a title on the catalog pages of schemas, tables, or columns, this

confirmation/rejection only applies to this specific title found on this specific page. The confirmation or rejection is not

passed on to the Lexicon dictionary. Starting with V R7 (5.12.x), the feedback users give to ALLIE on the catalog pages

of data objects by confirming and rejecting the auto-suggested titles will now be applied system-wide when Lexicon is

recalculated, helping to improve subsequent guesses.

13.6.8 How can I teach Alation to make better guesses?

Adding or confirming expansions for abbreviations on the Lexicon page will help ALLIE make better guesses. You

can find this page only if you are an admin user (Admin Settings > Lexicon). When you make changes, they will not

immediately impact guesses. The guesses are recomputed automatically once per week or you can run the Lexicon job

manually on demand to apply the new changes.

13.6.9 What is in the initial Lexicon on a fresh Alation installation?

Nothing. The set of abbreviations in the Lexicon is based on data object names found in your specific Alation instance.

You must first perform metadata extraction for data sources in your Alation instance for any abbreviations to appear on

the Lexicon page.

13.6.10 How Do I Set Up Lexicon?

See:

Configuring Lexicon Manually - Upload Lexicon

13.7 Configure Lexicon Manually and Upload Lexicon

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Lexicon feature in the Alation platform allows users to provide one or more expansions for common abbreviations

used in the names of database objects in their environment. Alation will use the expansions for an abbreviation to

automatically create titles for any database objects that have that abbreviation.

To upload Lexicon information that is not captured in the metadata from the connected data sources, Alation users can

leverage the Upload Lexicon command-line script. This process will append the new abbreviations and expansions to

the existing lexicon and will not overwrite any content that was in the lexicon before the upload.

Below are the instructions for running this script.
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13.7.1 Step 1: Prepare an Input File

You can upload Lexicon from a CSV file.

Important: If your source CSV file includes Unicode characters, make sure it is encoded in UTF-8.

The Upload Lexicon script expects a two column CSV file as input. The first column of the CSV file is for the

abbreviation that will be added to the Lexicon or already exists in the Lexicon. The second column is for the new

expansion that is to be added to the Lexicon for the abbreviation in the first column. Multiple expansions for a single

abbreviation will need to be represented on separate lines. Here is an example of an input file:

abbreviation,expansion

amt,amount

cst,cost

cst,customer

bal,balance

Note: The input file should not have any empty rows and does not need a header row.

13.7.2 Step 2: Copy the Input File to Alation Server

After the input file is created following the format specified in Step 1, the file will need to be moved to the Alation Server.

Using a file transfer utility of your choice, such as Filezilla, scp, or sftp, transfer the input file from your computer to

a temp directory on the Alation server. Your Alation administrator will have the details required for setting up this

transfer, such as the name/IP address of the server and the credentials required for login. After the file transfer has

completed, you will need to move the file to the /opt/alation/alation directory so that it is visible in the chroot

environment. To do this, execute the following command:

sudo mv /<temp directory>/example_file.csv /opt/alation/alation/

13.7.3 Step 3: Change Ownership to alation

After successfully transferring your input file to the Alation server, ensure that the file is owned by the Alation service

ID (alation). If you transferred the file to the Alation service with an ID other than the Alation service ID, have your

Alation administrator login as root and run the following command. Replace <input file name> with the name of

the file you created in Step 1.

13.7. Configure Lexicon Manually and Upload Lexicon 3561



Alation User Guide

sudo chown alation:alation <input file name>

13.7.4 Step 4: Log in to the Alation Shell

Now that the input file is in the correct location, you will need to first log in to the Alation shell. To log in to the Alation

shell, run the following command:

sudo /etc/init.d/alation shell

If you see output similar to this, you have successfully logged into the Alation shell:

This is an Alation shell on a production server. If you got here in error, use ^D to exit.

Mounting into root jail...

Data disk already mounted.

Backup disk already mounted.

/dev already mounted.

/proc already mounted.df

Copying configuration files into the root jail...

(env) PROD [alationadmin@ip-10-11-3-174 /]$

13.7.5 Step 5: Log in to the Django Shell

You will then need to log in to the Django shell to run the Upload Lexicon script. To log in to the Django shell and

execute the script, run the following:

alation_django_shell

13.7.6 Step 6: Execute the Upload Lexicon Script

1. Initialize the Upload Lexicon script:

from lexicon.upload import upload_csv

2. Assign the location of your file to the path variable. Replace <input file name> with the name of your file,

and note that the given path is inside the chroot.

path_to_file = '/<input file name>'

3. Execute the Upload Lexicon script. Replace <userID> with the ID of an Admin user.

upload_csv(path_to_file, <userID>)

4. Exit the Django shell:

exit()
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Note: The userID value is found at the end of the URL for your profile page in Alation. In the screenshot below, “99”

is the userID.

13.8 Title Your Data

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Important: You are viewing documentation for Classic Alation.

Alation extracts technical names of metadata objects from the database. In addition, you have the option to specify more

meaningful logical titles.

There are multiple ways to title data objects:

1. Add the title manually by clicking on the pencil icon and writing out the name.
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2. Use the green or red icon next to a title to confirm or discard an Alation-generated title. If you want to apply title

confirmation/rejection system-wide, you must do so on the dedicated page of Lexicon.

• Add the title manually by clicking on the pencil icon in the table view and writing out the name.
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• Add the title manually by clicking on the title itself on the object page.

• Click on the Allie robot icon next to a title and use the Accept or Reject buttons that appear to confirm or discard

an Alation-generated title. If you want to apply title confirmation/rejection system-wide, you must do so on the

dedicated page of Lexicon.
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FOURTEEN

SNOWFLAKE TAGS IN ALATION

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 2022.1

14.1 Overview

Snowflake tags facilitate data governance by enabling data stewards to track sensitive data. This has applications in

compliance, discovery, protection, and resource usage. A Snowflake tag is a schema-level object that can be associated

with another Snowflake object. A tag can be assigned an arbitrary string value upon associating the tag with a Snowflake

object. For more information on Snowflake tags, refer to the Snowflake documentation.

Alation enables you to associate Snowflake tags with Snowflake objects from within Alation. You can also assign a tag

value to that object. Alation will sync the value with Snowflake automatically.

Here’s a quick overview of how to start working with Snowflake tags in Alation:

1. In Snowflake, an admin must grant access to a specific database, schemas, and views. Alation requires these to

access tag metadata. Tags and values must also be created in Snowflake.

2. In Alation, a Server Admin turns on the Enable Snowflake Tags feature. Then they run metadata extraction on the

Snowflake data source. Alation maps each Snowflake tag to its own custom picker field in Alation.

3. A Catalog Admin or Server Admin adds the new custom fields to data object templates. You can assign Snowflake

tags to a schema, table, or column template.

4. As needed, a Steward uses the custom fields to assign a tag value to specific Snowflake data objects.

5. Users can view the tag values on the relevant catalog pages. They must have access to the catalog pages and

permissions to view the custom fields. Users can also use Snowflake tags as filters in advanced searches.

See detailed instructions for each of these steps below.

3567

https://docs.snowflake.com/en/user-guide/object-tagging.html


Alation User Guide

14.2 Configuring Snowflake

To access Snowflake tags, Alation requires access to specific schemas and views in Snowflake. The desired tags and tag

values must also exist in Snowflake first. The configuration for tags depends on the type of connector you are using in

Alation:

• OCF Snowflake Connector

• Native (Built-in) Snowflake Connector

14.2.1 OCF Snowflake Connector

If your Snowflake data source is connected to the catalog using the Snowflake OCF Connector, ensure that the service

account has access to the required views in the ACCOUNT_USAGE schema. See Policy and Tag Extraction for more details.

14.2.2 Native (Built-in) Snowflake Connector

If your Snowflake data source is connected to the catalog using the native (built-in) connector for Snowflake, you need

to create a specific view for Alation to extract tags. This may require you to create a specific database and schema. If

you are already extracting policies from Snowflake, the required database and schema will already exist. If so, you will

only need to create and grant access to the required views. See Privileges for Policy Center and Tags for instructions on

configuring the required views in Snowflake.

14.2.3 Creating Tags and Values in Snowflake

Tags and tag values must be created in Snowflake. Alation currently does not support creating new tags or values inside

of Alation.

• To make a tag available in Alation, create the tag in Snowflake. As long as the tag exists, it will be brought into

Alation.

• To make a tag value available in Alation, assign the desired value to an object in Snowflake. As long as the tag

value is assigned to at least one object, it will be brought into Alation.

Do this work before running metadata extraction.

14.3 Enabling Snowflake Tags in Alation

To start working with Snowflake tags in Alation, a Server Admin needs to turn on the feature in your Alation settings.

1. Click the three gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Feature Configuration.

3. Scroll down to Enable SnowFlake Tags and click the toggle button.

4. Scroll back to the top of the page and click the Save changes button.

5. In the dialog that appears, click Save Configuration.

Your page will refresh. Other logged-in users will see a message prompting them to refresh their browser page. This

may cause users to lose work, so be careful when enabling this feature.
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14.4 Bringing Snowflake Tags into Alation

After a Server Admin has taken the steps above, a Catalog Admin runs metadata extraction (MDE) on the Snowflake

data source. This will bring Snowflake tags into the data catalog:

• If your Snowflake data source is on the OCF Snowflake connector, see the :Configure Metadata Extraction topic

in Snowflake OCF Connector. for the OCF connector.

• If your Snowflake data source is on the native Snowflake connector, follow the instructions in the Metadata

Extraction topic.

When metadata extraction finishes, Snowflake tags will become available as custom fields. Go to Admin Settings >

Customize Catalog > Custom Fields and look under the Pickers section. Custom fields that come from Snowflake

tags will display a snowflake icon next to their name.

Note: If you ever make changes to tags in Snowflake, you need to run metadata extraction again to get the changes into

Alation. It can take up to two hours for changes to take place in Snowflake due to data latency. You may need to wait

some time before running metadata extraction. Refer to Data Latency in Snowflake documentation for more details.

14.5 Adding Snowflake Tags to Templates

After bringing Snowflake tags into Alation as described above, a Catalog Admin or Server Admin can add the tags to

data catalog pages. The admin does this by adding the relevant custom fields to templates. This is the same as adding

any other custom field, with two differences:

• You can only add Snowflake tags to the Schema, Table, and Column templates.

• Custom fields that are tied to Snowflake tags will display a snowflake icon next to their name.

For additional help, see:

• Applying Custom Fields to Templates for adding custom fields to templates.

• Editing the Layout of Object Templates for customizing the layout of a template.

14.4. Bringing Snowflake Tags into Alation 3569

https://docs.snowflake.com/en/sql-reference/account-usage#data-latency


Alation User Guide

After you’ve added a tag to a template, you can see it by visiting a catalog page for that object type in a Snowflake

data source. If tag values were already assigned to objects in Snowflake before metadata extraction, the values will be

displayed in the Catalog.

Note: Snowflake tags will not appear on catalog pages in non-Snowflake data sources.

Note: Associating a tag’s custom field with a template makes that tag available to that type of object. To associate the

tag with a specific object, you must assign a value to the tag on the object’s catalog page.

14.6 Setting and Removing a Tag Value on a Data Object

After you’ve added a tag to a template, a Steward can set the tag value on a catalog page. Alation will sync the tag value

with Snowflake.

Note: The catalog page must be in a Snowflake data source and use the relevant template.

To sync the tags with Snowflake:

1. Enable the tag sync flag in alation_conf :

alation.ocf.mde.custom_field.enable_sync -s True

2. Restart Alation Supervisor.

alation_supervisor restart all

Important: You must be a Steward to edit the value in Alation. You must also have Snowflake credentials to sync the

value with Snowflake.

1. Navigate to the catalog page for a Snowflake data object. The object’s template must have a Snowflake tag added

to it.

2. Locate the Snowflake tag on the page. It will appear as a custom field with a Snowflake icon next to its title.
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The exact location of the tag depends on where the custom field is positioned in the data object’s template.

Note: Snowflake tags will not appear on catalog pages in non-Snowflake data sources.

3. Click on the tag’s current value to see a picker list of possible values. Then select the value you want to apply to

this data object.

To remove a tag’s value, choose Not set. The object will no longer be associated with the tag in Snowflake.

Note: The list of available values comes from Snowflake. If you want to add a new value, that value must be

associated with an object in Snowflake first. Then you must run metadata extraction to bring the new tag value

into Alation.

4. A connection dialog will appear. Choose a connection and user, then click the Test and Continue button.

5. You’ll see a Request Sent dialog. Click Close.

Alation will send the tag value you chose to your Snowflake data source. You’ll get an email informing you when the

change has taken place in Snowflake. This may take up to two hours.

14.7 Searching with Tags

Snowflake tags will appear as filter attributes when using Alation’s advanced search. You can filter your search results

based on Snowflake tag values. Snowflake tags will appear with a snowflake icon next to their name in the list of filters.
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CHAPTER

ONE

CUSTOMIZABLE HOMEPAGE

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The ability to customize the Alation homepage has changed significantly over time. Starting in 2023.3.4, you can create

multiple homepages that are customized for different user groups (business units or organizations). Visit the link below

for your version of Alation.

• Group-Based Homepages - 2023.3.4 and Later

• Role-Based Homepages - 2022.3 to 2023.3.3

• Customize Homepage - 2020.3 to 2022.2

1.1 Group-Based Homepages - 2023.3.4 and Later

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to version 2023.3.4 and later

1.1.1 Overview

The customizable homepage feature enables admins to customize the appearance and content of the Alation homepage.

For example, you can add your company’s branding, change the search banner, add custom links, and provide object

previews. By customizing the homepage, you can highlight unique catalog content for specific user types and make it

easier to discover catalog information. This facilitates broader adoption of the Alation catalog.

In 2023.3.4 and newer, you can create unique homepages for different user groups in your organization. For example, a

user group representing a business unit or organization can have its own dedicated homepage. When a user logs into

Alation, they will see the homepage their user group is assigned to.

To customize the Alation homepage, you must be a Server Admin or Catalog Admin.
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Multiple Homepages

If a user belongs to multiple groups that each have a custom homepage, that user will have multiple homepages available

to them. The way this is handled depends on the version of Alation and how Alation is configured.

Alation Version 2023.3.5 and Later

By default, you as an admin can control which homepage users will see. Users with access to multiple homepages

will see the homepage that has been most recently edited. To change which homepage users see, go to the Custom

Homepages dashboard and make a change to the homepage you want them to see. The easiest way to do this is to quickly

disable and re-enable that homepage. See Work with Homepages below for help enabling and editing homepages.

The Custom Homepages dashboard is sorted first by enabled state and then by last updated, so you can tell which

dashboard will take precedence based on their order on the dashboard.

You can enable users to choose their own homepage by setting the alation_conf parameter alation.feature_flags.

homepage. enable_admin_assigned_homepage to false. For help with alation_conf, see Using alation_conf .

Alation Version 2023.3.4

Users can choose which homepage to see. Admins don’t have the ability to control this. See the Homepage topic for

more information on choosing homepage preferences. See Migrate from Role-Based Homepages below for an important

note about upgrading to 2023.3.4.

Customization Options

You can make the following changes to a custom homepage:

• Customize the search banner

– Change the banner size

– Change the background color or background image

– Change the logo

– Change the headline text and color

• Edit the links in the Quick Links section

• Add new content sections to the bottom of the homepage, including:

– Custom link lists

– Object previews

– Alation Analytics V2 Leaderboard

Note: You can also add an alert banner to the homepage. You can only set one alert, and it appears on all homepages.

See Add Alert Banners to the Homepage for more information.
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1.1.2 Work with Homepages

You can use the Custom Homepages dashboard to create, edit, enable, disable, duplicate, and delete homepages. You

must be a Server Admin or Catalog Admin to work with custom homepages.

The Alation Default Homepage will always be available on the dashboard. It can’t be disabled, edited, or deleted. All

users that aren’t assigned to a homepage will see the Alation Default Homepage.

On a new instance of Alation, all users will be assigned to the Alation Default Homepage to start off. You can create

new homepages and assign user groups to them as desired.

To work with homepages:

1. Click on the Settings gear icon in the top right corner.

2. Catalog Admins: A dropdown menu appears. Click Customize Homepage.

Server Admins: The Admin Settings page appears. Under the Catalog Admin section, click Customize

Homepage.

3. The Custom Homepages dashboard appears.

Note: Dashboard Sort Order

The dashboard is sorted first by the enabled state, with enabled dashboards at the top. Then it’s sorted by the last

updated date, with more recently updated dashboards at the top. You will see your homepages resort themselves

as you update them or change their enabled status.

Note: The Created With column indicates how a homepage was last modified. Homepages edited using the

graphical user interface in the new user experience will say GUI in the Created With column. Homepages

edited in the classic editor with JSON files will say JSON. Homepages that haven’t been edited since the 2023.3.4

release will say Legacy.

4. You can now take one of the following actions to manage your homepages.

• Create a new homepage
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• Enable or disable a homepage

• Edit a homepage

• Preview a homepage

• Duplicate a homepage

• Download a homepage’s JSON file

• Delete a homepage

Create a New Homepage

To create a new homepage from scratch, click the + New Homepage button. Alation will create a new homepage and

immediately open the homepage editor. See Edit a Homepage’s Details below for help editing.

You can also start a new homepage by duplicating an existing homepage. See Duplicate a Homepage below.

Enable or Disable a Homepage

In the Enable column, click the toggle button for the homepage you want to enable or disable.

When you enable a homepage, you’ll see a confirmation message. Click Enable to proceed with enabling the homepage.

If you enable a homepage for a user group that’s already assigned to another homepage, you’ll see a message asking if

you want to change the group’s assignment.

• Click Overwrite Assignments and Enable to proceed with changing their assignment. The group will be

unassigned from their prior homepage and reassigned to the homepage you’re enabling.

• Click Cancel to stop enabling the homepage. The homepage will not be enabled, and the group assignments will

not change.

Note: Homepages with no group assignments can’t be enabled.

Note: The Alation Default Homepage can’t be disabled.

Edit a Homepage

Click the Edit button to make changes to a homepage. The homepage editor will open. See Edit a Homepage’s Details

below for help editing each part of the homepage.

Note: The Alation Default Homepage can’t be edited.
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Preview a Homepage

You can click the Preview button to see a preview of what the homepage looks like.

When the preview opens, you’ll see a banner at the top of the screen to remind you that you’re looking at a preview.

While in preview mode you can navigate around in Alation to see what any given page looks like.

To enable or disable the homepage from preview mode, click the Enable Homepage toggle. See Enable or Disable a

Homepage above for details on enabling a homepage.

Click Close Preview at the top of the screen when you’re done looking at the preview. You’ll be returned to the Custom

Homepages dashboard.

Duplicate a Homepage

To make a copy of an existing homepage, click the three dots on the far right, then select Duplicate.

Alation will make a copy and immediately open the homepage editor so you can start editing the new copy. See Edit a

Homepage for details on how to edit each part of the homepage.

To go back to the Custom Homepages dashboard, click Homepages in the breadcrumbs menu near the top of the page.

Download a Homepage’s JSON File

Your custom homepage’s quick links, custom link lists, and object previews are defined by a JSON file. You can modify

which links and previews appear on your homepage by downloading and editing the JSON file.

Important: Modifying the JSON file can become complex, so use this option with caution.

To download the file, click the three dots on the far right, then select Download Active JSON File. The file will

immediately download to your computer.
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You can edit the file and then upload it to any of your custom homepages. See Custom Content and Quick Links for help

with this process.

Delete a Homepage

To delete a homepage, click the three dots on the far right, then select Delete Homepage.

A confirmation message will appear. Click Delete Homepage to confirm. The homepage will be deleted immediately.

Users that were assigned to the deleted homepage will default to seeing the Alation Default Homepage.

Note: The Alation Default Homepage can’t be deleted.

1.1.3 Edit a Homepage’s Details

The following sections provide the details of customizing each part of a homepage. Your changes are saved automatically

as you edit.

Title

Each homepage has its own title. The title is shown on the Custom Homepages dashboard to help identify each

dashboard. Untitled homepages will be listed as “Untitled Homepage [#]”. The title is not shown to catalog users when

visiting the homepage itself.

Audience Settings

Starting in 2023.3.4, each homepage can be assigned to one or more user groups. When a user logs into Alation, they

will see the homepage their user group is assigned to. If they are a member of multiple user groups with different

homepages, they will be able to choose which homepage to use and can freely switch between their available homepages.

See the Homepage topic for more information.

Click the Select Groups dropdown menu and select the user groups you want to assign to this homepage. You must

select at least one group before you can enable the homepage.

If the homepage is currently enabled and you select a group that’s already assigned to another homepage, you’ll see a

message asking if you want to change the group’s assignment.

• Click Overwrite Assignments to proceed with changing their assignment. The group will be unassigned from

their prior homepage and reassigned to this homepage.

• Click Cancel to leave its existing assignment as is. The group will not be assigned to this homepage.
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If you remove all groups from the homepage, the Enable Homepage toggle will automatically become disabled. You

must assign at least one group to a homepage before you can enable it.

Preview

While you’re editing the homepage, click Preview in the top right corner to see a preview of what the homepage will

look like. This is superior to the preview shown next to the Search Banner section of the homepage editor because it

shows the entire homepage, not just the search banner.

When the preview opens, you’ll see a banner at the top of the screen to remind you that you’re looking at a preview.

While in preview mode you can navigate around in Alation to see what any given page looks like.

To enable or disable the homepage from preview mode, click the Enable Homepage toggle. See Enable Homepage

below for details on enabling a homepage.

Click Close Preview at the top of the screen when you’re done looking at the preview. You’ll be returned to the homepage

editor screen.

Enable Homepage

Click the Enable Homepage toggle in the top right corner to enable (or disable) the homepage. You must select at least

one user group under Audience Settings before you can enable the homepage.

When you enable a homepage, you’ll see a confirmation message. Click Enable to proceed with enabling the homepage.

If you enable a homepage for a user group that’s already assigned to another homepage, you’ll see a message asking if

you want to change the group’s assignment.

• Click Overwrite Assignments and Enable to proceed with changing their assignment. The group will be

unassigned from their prior homepage and reassigned to the homepage you’re enabling.

• Click Cancel to stop enabling the homepage. The homepage will not be enabled, and the group assignments will

not change.

Note: Homepages with no group assignments can’t be enabled.

Search Banner

The search banner is the topmost section of the homepage. You can customize the following features of the search

banner:

• Size (large, medium, or small)

• Background (color or image)

• Logo

• Headline (text and color)

When changing the search banner settings, a preview is available on the right side of the page.
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Size

Under the Search Banner section, find the Size heading, then select the desired size. The preview to the right will

update to show the effects of your choice.

• Large—This is the default. It includes the logo, headline, and search box centered on a large banner. The logo is

60 px in height.

• Medium—The logo is 40 px in height and appears in the top left corner. The banner is shorter.

• Small—The logo is 40 px in height and appears in the top left corner. The logo will be the one chosen on the

Branding page. The banner and headline are removed. The search box appears in the top toolbar like it does on

regular catalog pages.

Note: When you select the small banner, the Background, Logo, and Headline sections of the homepage editor

disappear. They aren’t relevant for the small banner.

Background

If you have chosen the medium or large search banner, you can find the Background heading under the Search Banner

section of the homepage editor.

Select whether you want to use your theme color or an image.

• Theme Color—This will use the theme color you have defined on the Branding page. See Add Your Company’s

Branding for help changing the theme color.

• Image (Upload)—If you select this, a dotted rectangle will appear. Drag and drop an image into the rectangle, or

click inside the rectangle to select an image from your hard drive.

Note: The image must be in JPEG, JPG, or PNG format and must be at least 1200 x 350 pixels in size. The

maximum file size is 5 MB.

The new banner image will appear on the homepage as soon as it’s finished uploading. Users may have to refresh

their screen to see the new image.

Note: If you have chosen the small search banner, this setting will not be present.

Logo

If you have chosen the medium or large search banner, you can find the Logo heading under the Search Banner section

of the homepage editor.

By default, the search banner uses the Alation logo. To change this, drag and drop an image into the dotted rectangle, or

click inside the rectangle to select an image from your hard drive.

Note: The image must be in SVG format and must be smaller than 500 KB.

The logo will be displayed at 60 px high with the large banner and 40 px high with the medium and small banners. SVG

files scale nicely at all sizes, but the design of the homepage is optimized for logos that are short and wide.
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The new logo will appear on the homepage as soon as it’s finished uploading. Users may have to refresh their screen to

see it.

The new logo is applicable only to the homepage. To change the existing catalog branding logo, go to Admin Settings >

Branding. See Add Your Company’s Branding for more help.

Note: If you have chosen the small search banner, this setting will not be present.

Headline

If you have chosen the medium or large search banner, you can find the Headline heading under the Search Banner

section of the homepage editor.

To change the headline text, hover over the current headline text and click the Edit icon.

To change the headline color, hover over the hex code and click the Edit icon. Be sure to choose a color that provides

good contrast against your chosen background.

Note: If you have chosen the small search banner, this setting will not be present.

1.1.4 Custom Content and Quick Links

To edit the Quick Links or add custom content to a homepage, you’ll have to prepare a configuration file in JSON format.

Step 1: Gather the Needed Information

It may be helpful to first gather the information needed to fill out the JSON file. Each section of the JSON file requires

certain data to function correctly. The following table describes what information is needed for each type of change.
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Section Required Information

Quick Links
• Link titles

• URLs

• Images (Choose from available object type images,

or upload custom images. See Use Custom Thumb-

nail Images.)

• Whether the link should open in a new tab (2022.2

and newer)

Custom Link Lists
• Link titles

• Link descriptions

• URLs

• Images (Choose from available object type images,

or upload custom images. See Use Custom Thumb-

nail Images.)

• Whether the link should open in a new tab (2022.2

and newer)

Object Preview Windows
• Object type: article, bi_report, or

tableau_sheet

• Object ID (OID) - Locate the OID in the

Alation URL of the object page. For

example, for an article with the URL

https://alationdata.com/article/878/business-

areas the OID is 878

Important: Some pages in Alation may be restricted by permissions. For example, articles and sources may be private.

If links to such objects are added to a homepage, some users will get an error when they click the links. We recommend

not adding links to restricted-access objects to the homepage.

Step 2: Download a JSON File

You can download an existing JSON file from Alation rather than trying to create one from scratch. There are two

options:

• Download the JSON file of an existing homepage. This way you can start with a JSON file you’ve already

completed and make any desired changes from there. You can get an existing homepage’s JSON in one of two

ways:

– On the Custom Homepages dashboard, click the three dots to the right of the homepage you want to copy.

Then click Download Active JSON File.

– On the Custom Homepages dashboard, click the Edit button of the homepage you want to copy. Then

scroll down and click the Download Active JSON File button.

• Download the generic JSON template. This gives a sample JSON that you can edit and fill in as desired. You can

get the JSON template in one of two ways:

– On the Custom Homepages dashboard, click the three dots to the right of the Alation Default Homepage.

Then click Download Active JSON File.
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– On the Custom Homepages dashboard, click the Edit button to the right of any homepage. Then click the

Download Blank Template button.

Step 3: Edit the JSON File

The JSON structure has two sections: action_links and admin_sections. action_links corresponds to the Quick Links.

admin_sections can be used to add custom link lists and object preview windows.

Important: The action_links and admin_sections objects must exist in the homepage.json file even if they

are empty. If the section is empty in the customized JSON, Alation will display the default configuration

for this section.

action_links

Quick Links

You can add any number of quick links and in any order in the JSON. The following table describes the link object in

the action_links section of the JSON file:
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Attribute Description Sample Value

title Provide the title to be displayed for

the link.

Browse Data Sources

img Provide the path to the image to be

used for the quick link. Use images

from the homepage image library,

which are available in the following

path:

• /static/img/homepage_-

images/static_actions/

BrowseDataSources.png

• /static/img/homepage_-

images/static_actions/

SearchTables.png

• /static/img/homepage_-

images/static_actions/

SearchBI.png

• /static/img/homepage_-

images/static_actions/

WriteAQuery.png

• /static/img/homepage_-

images/static_actions/

CreateAnArticle.png

/static/img/homepage_-

images/static_actions/

BrowseDataSources.png

navigateURL Provide the URL of the target page

associated with the tile. A relative

URL of an Alation page or an exter-

nal URL can be provided. URLs to

Alation pages require a backslash at

the beginning and end.

/sources/

openInNewTab Starting in 2022.2, optionally pro-

vide a value of true or false to indicate

whether the link should open in a new

tab. If this attribute is not present, the

link will open in the same tab.

true

Sample JSON for Quick Links:

{

"action_links": [

{

"title": "Browse Data Sources",

"img": "/static/img/homepage_images/static_actions/BrowseDataSources.png",

"navigateURL": "/sources/"

},

{

"title": "Search Tables",

"img": "/static/img/homepage_images/static_actions/SearchTables.png",

"navigateURL": "/search/?otype=table&q=",

"openInNewTab": false

}

]

}
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admin_sections

Custom Link Lists and Object Preview Windows

You can add any number of link lists and object preview windows in any order in the JSON.

Custom Link List

The following table describes the custom link list object in the admin_sections JSON structure. A custom link list

object contains several attributes and an array of link objects.

Attribute Description Sample Value

type Provide the type of link list. Only carousel is allowed. carousel

title Provide the title of the link list.

description Provide the description to be displayed for the link list.

tiles An array of link objects. See below for the link object description.
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Link

The following table describes the link object in the custom link list’s tiles array. Each link object represents a single

link inside a custom link list.

Attribute Description Sample Value

title Provide the title to be displayed for

the link.

Browse Data Sources

img Provide the path to the image to be

used for the quick link. Use images

from the homepage image library,

which are available in the following

path:

• /static/img/homepage_-

images/static_actions/

BrowseDataSources.png

• /static/img/homepage_-

images/static_actions/

SearchTables.png

• /static/img/homepage_-

images/static_actions/

SearchBI.png

• /static/img/homepage_-

images/static_actions/

WriteAQuery.png

• /static/img/homepage_-

images/static_actions/

CreateAnArticle.png

/static/img/homepage_-

images/static_actions/

BrowseDataSources.png

navigateURL Provide the URL of the target page

associated with the tile. A relative

URL of an Alation page or an exter-

nal URL can be provided. URLs to

Alation pages require a backslash at

the beginning and end.

/sources/

openInNewTab Starting in 2022.2, optionally pro-

vide a value of true or false to indicate

whether the link should open in a new

tab. If this attribute is not present, the

link will open in the same tab.

true

description Provide the description to be dis-

played for the link.
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Object Preview Windows

The following table describes the object preview window object in the admin_sections JSON structure.

Attribute Description Sample Value

otype Provide the type of supporting object.

The supported types are:

• article

• bi_report

• tableau_sheet

article

oid Provide the object ID of the object.

Locate the OID in the Alation

URL for the object page. For

example, for an article with the URL

https://alationdata.com/

article/878/business-areas,

the oid is the ID you find after

/article/, which is 878.

878

full_width Use optionally to display an object

preview at full-page width. When

this attribute is not included, the ob-

ject preview will appear at half-page

width (default).

true

type Specify the type of the object as

object_window_row.

object_window_row

Sample JSON for Link Lists and Object Preview Windows:

"admin_sections": [

{

"type": "carousel",

"title": "Curated by Your Admins",

"description": "Find links to helpful pages",

"tiles": [

{

"title": "Useful Content",

"img": "/static/img/homepage_images/colored_images/BGPurple.png",

"navigateURL": "/query/1/",

"openInNewTab": true,

"description": "This is the simplest query",

"expandDescriptions": true

},

{

"title": "An article about Docker",

"img": "/static/img/homepage_images/colored_images/BGYellow.png",

"navigateURL": "/article/4/",

"description": "Overview of Docker API",

"expandDescriptions": false

}

]

},

(continues on next page)
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(continued from previous page)

{

"type": "object_window_row",

"objects": [

{

"otype": "article",

"oid": 3

},

{

"otype": "article",

"oid": 4,

"full_width": true

}

]

}

]

Alation Analytics V2 Leaderboard on Homepage

Applies from version 2021.4

The Top Contributors report, also known as the Leaderboard, that is available on the Built In tab of the Alation Analytics

Dashboard can be embedded onto the Alation Homepage. The embedded view will always display the Showcase view

with the default filter settings. That is, it will show the top contributors for the last two months for all data catalog users.

Adding the Leaderboard requires that the Alation Analytics application is enabled and used in your Alation Catalog.

The Leaderboard data gets updated after every Alation Analytics ETL.

Before you add the Leaderboard, make sure that:

• The following feature toggles are enabled in Admin Settings > Feature Configuration:

– Alation 2020 Homepage
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– Alation Analytics V2

– Alation Analytics V2 Leaderboard

• Alation Analytics V2 data source should be initialized successfully and ETL should run on schedule.

To add the Leaderboard to the Homepage:

1. Add the following JSON object to the admin_sections object in the active JSON file and save the file. The

Leaderboard object can be inserted before the tiles object, after the tiles object but before the objects object,

or after the objects object. This position will define where it will appear on the Homepage—on top, in the

middle, or on the bottom of the customizable sections.

{

"type": "analytics_leaderboard_row",

"objects": ["top_contributors"]

},

Note: The leaderboard can only be added to the admin section and can be placed in any location within the

Admin Section. The order or position it is placed within the admin section will determine its order or position in

the UI or Homepage view.

Example:

In the example below, the Leaderboard object is inserted before the tiles object in the admin_sections object.

2. Upload the modified Active JSON file in the Upload Customized JSON File section.

3. Go to the Homepage and check that the Leaderboard is displayed.
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Remove the Leaderboard

If you want to remove the Leaderboard from the Homepage:

1. Download the Active JSON File.

2. Remove the Leaderboard JSON from the active JSON file.

{

"type": "analytics_leaderboard_row",

"objects": ["top_contributors"]

},

3. Upload the modified active JSON file in the Upload Customized JSON File section.

4. Go to Homepage and check that the Leaderboard is removed.

Use Custom Thumbnail Images

Along with the default images available in the Alation library, it is possible to use custom thumbnail images for Quick

Links and Custom Link Lists. To use custom thumbnail images:

1. Create an article in Alation with the custom images added to the body of the article and save it.

2. Right-click on an image and click Copy Image Address or Copy Image Location (name of the command depends

on the browser). This copies the full URL of the image, for example: http://alation-test.com/media/

image_bank/2020-08-31-20-08-32-637138-00-00-b6417d34-6b1c-4b05-bb22-77bf328c3baf.png

3. Use the copied address as the value of the img property of the objects action_links or tile objects admin_-

sections, for example:

"action_links": [

{

"title": "Browse Data Sources",

"img": "http://alation-test.com/media/image_bank/2020-08-31-19-54-24-349633-00-

00-1a65f9c7-7024-44e1-ab09-f7b85395dd47.png",

"navigateURL": "/sources/",

"otype": "sources"

}

]

Note: On the homepage, images are automatically resized and cropped to a square ratio to be displayed at the size

of 50x50 pixels. It is recommended to use bigger size images (for example, 100x100 pixels) for best appearance

on high resolution monitors.
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Step 4: Upload the JSON to Alation

1. If you aren’t on the homepage editor, go to the Custom Homepages dashboard, then click the Edit button of the

homepage you’re working on.

2. In the homepage editor, scroll down to the bottom of the page.

3. If you want to preserve the old file, you can download it now using the Download Active File button.

4. Drag and drop the JSON file into the dotted rectangle at the bottom of the page, or click inside the rectangle to

select the file from your computer.

The changes will take effect immediately when the file is done uploading.

1.1.5 Migrate from Role-Based Homepages

If you’re upgrading Alation to 2023.3.4 or later and currently have role-based homepages, each role-based homepage

will automatically be converted to a corresponding group-based homepage.

Note: Each Alation role has a corresponding built-in user group. If desired, you can continue to have role-based

homepages using the built-in user groups.

Migrating to 2023.3.5 and Later

When migrating to 2023.3.5, users only have one homepage available by default—their previous role-based homepage

that’s been migrated to a group-based homepage. If admins add more group-based homepages, users that have access to

multiple homepages will only see the one that was most recently changed. Admins can enable the ability for users to see

multiple homepages. See Multiple Homepages for help enabling this feature.

See the Homepage topic for more on switching between homepages and choosing preferred homepages.

Migrating to 2023.3.4

When migrating to 2023.3.4, users will have two homepages available—their previous role-based homepage that’s been

migrated to a group-based homepage, and the Alation Default Homepage. Users can switch between these homepages

at will. Their group-based homepage will be their preferred homepage to start, but they can choose another preferred

homepage.

See the Homepage topic for more on switching between homepages and choosing preferred homepages.

Important: There is a known issue in 2023.3.4 in which the migration mistakenly assigns the Alation Default Homepage

as the preferred homepage for some users. This has been fixed in 2023.3.5.
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1.2 Role-Based Homepages - 2022.3 to 2023.3.3

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2022.3 to 2023.3.3

1.2.1 Overview

The customizable homepage feature enables admins to customize the appearance and content of the Alation homepage.

For example, you can add your company’s branding, change the search banner, add custom links, and provide object

previews. By customizing the homepage, you can highlight unique catalog content for specific user roles and make it

easier to discover catalog information. This facilitates broader adoption of the Alation catalog.

In Alation versions 2022.3 to 2023.3.3, you can create unique homepages for different user roles in your organization.

When a user logs into Alation, they will see the homepage their role is assigned to.

Note: In Alation 2023.3.4 and later, you can create unique homepages for user groups, enabling dedicated homepages

for business units or organizations. See Group-Based Homepages - 2023.3.4 and Later.

To customize the Alation homepage, you must be a Server Admin or Catalog Admin.

Customization Options

You can make the following changes to a custom homepage:

• Customize the search banner

– Change the banner size

– Change the background color or background image

– Change the logo

– Change the headline text and color

• Edit the links in the Quick Links section

• Add new content sections to the bottom of the homepage, including:

– Custom link lists

– Object previews

– Alation Analytics V2 Leaderboard

Note: You can also add an alert banner to the homepage. You can only set one alert, and it appears on all homepages.

See Add Alert Banners to the Homepage for more information.
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1.2.2 Work with Homepages

You can use the Custom Homepages dashboard to create, edit, enable, disable, duplicate, and delete homepages. You

must be a Server Admin or Catalog Admin to work with custom homepages.

The Alation Default Homepage will always be available on the dashboard. It can’t be disabled, edited, or deleted. All

user roles that aren’t assigned to a role-based homepage will see the Alation Default Homepage.

On a new instance of Alation, all user roles will be assigned to the Alation Default Homepage to start off. You can

create new homepages and assign user roles to them as desired.

If you’re upgrading Alation to 2022.3 and you’ve already customized your homepage, the upgrade process will convert

it to a role-based homepage. It will be named “Migrated Homepage,” and every user role will be assigned to it.

To work with role-based homepages:

1. Click on the Settings gear icon in the top right corner.

2. Catalog Admins: A dropdown menu appears. Click Customize Homepage.

Server Admins: The Admin Settings page appears. Under the Catalog Admin section, click Customize

Homepage.

3. The Custom Homepages dashboard appears.

Note: Dashboard Sort Order

The dashboard is sorted first by the enabled state, with enabled dashboards at the top. Then it’s sorted by the last

updated date, with more recently updated dashboards at the top. You will see your homepages resort themselves

as you update them or change their enabled status.

4. You can now take one of the following actions to manage your homepages.

• Create a new homepage

• Enable or disable a homepage

• Edit a homepage

• Preview a homepage
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• Duplicate a homepage

• Download a homepage’s JSON file

• Delete a homepage

Create a New Homepage

To create a new homepage from scratch, click the + New Homepage button. Alation will create a new homepage and

immediately open the homepage editor. See Edit a Homepage’s Details below for help editing.

You can also start a new homepage by duplicating an existing homepage. See Duplicate a Homepage below.

Enable or Disable a Homepage

In the Enable column, click the toggle button for the homepage you want to enable or disable.

When you enable a homepage, you’ll see a confirmation message. Click Enable to proceed with enabling the homepage.

If you enable a homepage with a role that’s already assigned to another homepage, you’ll see a message asking if you

want to change the role assignment.

• Click Overwrite Assignments and Enable to proceed with changing their assignment. The role will be unassigned

from their prior homepage and reassigned to the homepage you’re enabling.

• Click Cancel to stop enabling the homepage. The homepage will not be enabled, and the role assignments will

not change.

Note: Homepages with no role assignments can’t be enabled.

Note: The Alation Default Homepage can’t be disabled.

Edit a Homepage

Click the Edit button to make changes to a homepage. The homepage editor will open. See Edit a Homepage’s Details

below for help editing each part of the homepage.

Note: The Alation Default Homepage can’t be edited.

Preview a Homepage

You can click the Preview button to see a preview of what the homepage looks like.

When the preview opens, you’ll see a banner at the top of the screen to remind you that you’re looking at a preview.

While in preview mode you can navigate around in Alation to see what any given page looks like.

To enable or disable the homepage from preview mode, click the Enable Homepage toggle. See Enable or Disable a

Homepage above for details on enabling a homepage.

Click Close Preview at the top of the screen when you’re done looking at the preview. You’ll be returned to the Custom

Homepages dashboard.
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Duplicate a Homepage

To make a copy of an existing homepage, click the three dots on the far right, then select Duplicate.

Alation will make a copy and immediately open the homepage editor so you can start editing the new copy. See Edit a

Homepage for details on how to edit each part of the homepage.

To go back to the Custom Homepages dashboard, click Homepages in the breadcrumbs menu near the top of the page.

Download a Homepage’s JSON File

Your custom homepage’s quick links, custom link lists, and object previews are defined by a JSON file. You can modify

which links and previews appear on your homepage by downloading and editing the JSON file.

Important: Modifying the JSON file can become complex, so use this option with caution.

To download the file, click the three dots on the far right, then select Download Active JSON File. The file will

immediately download to your computer.

You can edit the file and then upload it to any of your custom homepages. See Custom Content and Quick Links for help

with this process.
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Delete a Homepage

To delete a homepage, click the three dots on the far right, then select Delete Homepage.

A confirmation message will appear. Click Delete Homepage to confirm. The homepage will be deleted immediately.

Users that were assigned to the deleted homepage will default to seeing the Alation Default Homepage.

Note: The Alation Default Homepage can’t be deleted.

Note: The Alation Default Homepage can’t be deleted.

1.2.3 Edit a Homepage’s Details

The following sections provide the details of customizing each part of a homepage. Your changes are saved automatically

as you edit.

Title

Each homepage has its own title. The title is shown on the Custom Homepages dashboard to help identify each

dashboard. Untitled homepages will be listed as “Untitled Homepage [#]”. The title is not shown to catalog users when

visiting the homepage itself.

Audience Settings

Each role-based homepage can be assigned to one or more roles. When a user logs into Alation, they will see the

homepage their role is assigned to.

Click the Select Roles dropdown menu and select the roles you want to assign to this homepage. You can use the Select

All option to select all roles, or use the Clear link to deselect all roles. You must select at least one role before you can

enable the homepage.

If the homepage is currently enabled and you select a role that’s already assigned to another homepage, you’ll see a

message asking if you want to change the role assignment.

• Click Overwrite Assignments to proceed with changing their assignment. The role will be unassigned from

their prior homepage and reassigned to this homepage.

• Click Cancel to leave its existing assignment as is. The role will not be assigned to this homepage.

If you remove all roles from the homepage, the Enable Homepage toggle will automatically become disabled. You

must assign at least one role to a homepage before you can enable it.
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Preview

While you’re editing the homepage, click Preview in the top right corner to see a preview of what the homepage will

look like. This is superior to the preview shown next to the Search Banner section of the homepage editor because it

shows the entire homepage, not just the search banner.

When the preview opens, you’ll see a banner at the top of the screen to remind you that you’re looking at a preview.

While in preview mode you can navigate around in Alation to see what any given page looks like.

To enable or disable the homepage from preview mode, click the Enable Homepage toggle. See Enable Homepage

below for details on enabling a homepage.

Click Close Preview at the top of the screen when you’re done looking at the preview. You’ll be returned to the homepage

editor screen.

Enable Homepage

Click the Enable Homepage toggle in the top right corner to enable (or disable) the homepage. You must select at least

one role under Audience Settings before you can enable the homepage.

When you enable a homepage, you’ll see a confirmation message. Click Enable to proceed with enabling the homepage.

If you enable a homepage with a role that’s already assigned to another homepage, you’ll see a message asking if you

want to change the role assignment.

• Click Overwrite Assignments and Enable to proceed with changing their assignment. The role will be unassigned

from their prior homepage and reassigned to the homepage you’re enabling.

• Click Cancel to stop enabling the homepage. The homepage will not be enabled, and the role assignments will

not change.

Note: Homepages with no role assignments can’t be enabled.

Search Banner

The search banner is the topmost section of the homepage. You can customize the following features of the search

banner:

• Size (large, medium, or small)

• Background (color or image)

• Logo

• Headline (text and color)

When changing the search banner settings, a preview is available on the right side of the page.
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Size

Under the Search Banner section, find the Size heading, then select the desired size. The preview to the right will

update to show the effects of your choice.

• Large—This is the default. It includes the logo, headline, and search box centered on a large banner. The logo is

60 px in height.

• Medium—The logo is 40 px in height and appears in the top left corner. The banner is shorter.

• Small—The logo is 40 px in height and appears in the top left corner. The logo will be the one chosen on the

Branding page. The banner and headline are removed. The search box appears in the top toolbar like it does on

regular catalog pages.

Note: When you select the small banner, the Background, Logo, and Headline sections of the homepage editor

disappear. They aren’t relevant for the small banner.

Background

If you have chosen the medium or large search banner, you can find the Background heading under the Search Banner

section of the homepage editor.

Select whether you want to use your theme color or an image.

• Theme Color—This will use the theme color you have defined on the Branding page. See Add Your Company’s

Branding for help changing the theme color.

• Image (Upload)—If you select this, a dotted rectangle will appear. Drag and drop an image into the rectangle, or

click inside the rectangle to select an image from your hard drive.

Note: The image must be in JPEG, JPG, or PNG format and must be at least 1200 x 350 pixels in size. The

maximum file size is 5 MB.

The new banner image will appear on the homepage as soon as it’s finished uploading. Users may have to refresh

their screen to see the new image.

Note: If you have chosen the small search banner, this setting will not be present.

Logo

If you have chosen the medium or large search banner, you can find the Logo heading under the Search Banner section

of the homepage editor.

By default, the search banner uses the Alation logo. To change this, drag and drop an image into the dotted rectangle, or

click inside the rectangle to select an image from your hard drive.

Note: The image must be in SVG format and must be smaller than 500 KB.

The logo will be displayed at 60 px high with the large banner and 40 px high with the medium and small banners. SVG

files scale nicely at all sizes, but the design of the homepage is optimized for logos that are short and wide.
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The new logo will appear on the homepage as soon as it’s finished uploading. Users may have to refresh their screen to

see it.

The new logo is applicable only to the homepage. To change the existing catalog branding logo, go to Admin Settings >

Branding. See Add Your Company’s Branding for more help.

Note: If you have chosen the small search banner, this setting will not be present.

Headline

If you have chosen the medium or large search banner, you can find the Headline heading under the Search Banner

section of the homepage editor.

To change the headline text, hover over the current headline text and click the Edit icon.

To change the headline color, hover over the hex code and click the Edit icon. Be sure to choose a color that provides

good contrast against your chosen background.

Note: If you have chosen the small search banner, this setting will not be present.

1.2.4 Custom Content and Quick Links

To edit the Quick Links or add custom content to a homepage, you’ll have to prepare a configuration file in JSON format.

Step 1: Gather the Needed Information

It may be helpful to first gather the information needed to fill out the JSON file. Each section of the JSON file requires

certain data to function correctly. The following table describes what information is needed for each type of change.
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Section Required Information

Quick Links
• Link titles

• URLs

• Images (Choose from available object type images,

or upload custom images. See Use Custom Thumb-

nail Images.)

• Whether the link should open in a new tab (2022.2

and newer)

Custom Link Lists
• Link titles

• Link descriptions

• URLs

• Images (Choose from available object type images,

or upload custom images. See Use Custom Thumb-

nail Images.)

• Whether the link should open in a new tab (2022.2

and newer)

Object Preview Windows
• Object type: article, bi_report, or

tableau_sheet

• Object ID (OID) - Locate the OID in the

Alation URL of the object page. For

example, for an article with the URL

https://alationdata.com/article/878/business-

areas the OID is 878

Important: Some pages in Alation may be restricted by permissions. For example, articles and sources may be private.

If links to such objects are added to a homepage, some users will get an error when they click the links. We recommend

not adding links to restricted-access objects to the homepage.

Step 2: Download a JSON File

You can download an existing JSON file from Alation rather than trying to create one from scratch. There are two

options:

• Download the JSON file of an existing homepage. This way you can start with a JSON file you’ve already

completed and make any desired changes from there. You can get an existing homepage’s JSON in one of two

ways:

– On the Custom Homepages dashboard, click the three dots to the right of the homepage you want to copy.

Then click Download Active JSON File.

– On the Custom Homepages dashboard, click the Edit button of the homepage you want to copy. Then

scroll down and click the Download Active JSON File button.

• Download the generic JSON template. This gives a sample JSON that you can edit and fill in as desired. You can

get the JSON template in one of two ways:

– On the Custom Homepages dashboard, click the three dots to the right of the Alation Default Homepage.

Then click Download Active JSON File.
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– On the Custom Homepages dashboard, click the Edit button to the right of any homepage. Then click the

Download Blank Template button.

Step 3: Edit the JSON File

The JSON structure has two sections: action_links and admin_sections. action_links corresponds to the Quick Links.

admin_sections can be used to add custom link lists and object preview windows.

Important: The action_links and admin_sections objects must exist in the homepage.json file even if they

are empty. If the section is empty in the customized JSON, Alation will display the default configuration

for this section.

action_links

Quick Links

You can add any number of quick links and in any order in the JSON. The following table describes the link object in

the action_links section of the JSON file:
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Attribute Description Sample Value

title Provide the title to be displayed for

the link.

Browse Data Sources

img Provide the path to the image to be

used for the quick link. Use images

from the homepage image library,

which are available in the following

path:

• /static/img/homepage_-

images/static_actions/

BrowseDataSources.png

• /static/img/homepage_-

images/static_actions/

SearchTables.png

• /static/img/homepage_-

images/static_actions/

SearchBI.png

• /static/img/homepage_-

images/static_actions/

WriteAQuery.png

• /static/img/homepage_-

images/static_actions/

CreateAnArticle.png

/static/img/homepage_-

images/static_actions/

BrowseDataSources.png

navigateURL Provide the URL of the target page

associated with the tile. A relative

URL of an Alation page or an exter-

nal URL can be provided. URLs to

Alation pages require a backslash at

the beginning and end.

/sources/

openInNewTab Starting in 2022.2, optionally pro-

vide a value of true or false to indicate

whether the link should open in a new

tab. If this attribute is not present, the

link will open in the same tab.

true

Sample JSON for Quick Links:

{

"action_links": [

{

"title": "Browse Data Sources",

"img": "/static/img/homepage_images/static_actions/BrowseDataSources.png",

"navigateURL": "/sources/"

},

{

"title": "Search Tables",

"img": "/static/img/homepage_images/static_actions/SearchTables.png",

"navigateURL": "/search/?otype=table&q=",

"openInNewTab": false

}

]

}
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admin_sections

Custom Link Lists and Object Preview Windows

You can add any number of link lists and object preview windows in any order in the JSON.

Custom Link List

The following table describes the custom link list object in the admin_sections JSON structure. A custom link list

object contains several attributes and an array of link objects.

Attribute Description Sample Value

type Provide the type of link list. Only carousel is allowed. carousel

title Provide the title of the link list.

description Provide the description to be displayed for the link list.

tiles An array of link objects. See below for the link object description.

1.2. Role-Based Homepages - 2022.3 to 2023.3.3 3605



Alation User Guide

Link

The following table describes the link object in the custom link list’s tiles array. Each link object represents a single

link inside a custom link list.

Attribute Description Sample Value

title Provide the title to be displayed for

the link.

Browse Data Sources

img Provide the path to the image to be

used for the quick link. Use images

from the homepage image library,

which are available in the following

path:

• /static/img/homepage_-

images/static_actions/

BrowseDataSources.png

• /static/img/homepage_-

images/static_actions/

SearchTables.png

• /static/img/homepage_-

images/static_actions/

SearchBI.png

• /static/img/homepage_-

images/static_actions/

WriteAQuery.png

• /static/img/homepage_-

images/static_actions/

CreateAnArticle.png

/static/img/homepage_-

images/static_actions/

BrowseDataSources.png

navigateURL Provide the URL of the target page

associated with the tile. A relative

URL of an Alation page or an exter-

nal URL can be provided. URLs to

Alation pages require a backslash at

the beginning and end.

/sources/

openInNewTab Starting in 2022.2, optionally pro-

vide a value of true or false to indicate

whether the link should open in a new

tab. If this attribute is not present, the

link will open in the same tab.

true

description Provide the description to be dis-

played for the link.
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Object Preview Windows

The following table describes the object preview window object in the admin_sections JSON structure.

Attribute Description Sample Value

otype Provide the type of supporting object.

The supported types are:

• article

• bi_report

• tableau_sheet

article

oid Provide the object ID of the object.

Locate the OID in the Alation

URL for the object page. For

example, for an article with the URL

https://alationdata.com/

article/878/business-areas,

the oid is the ID you find after

/article/, which is 878.

878

full_width Use optionally to display an object

preview at full-page width. When

this attribute is not included, the ob-

ject preview will appear at half-page

width (default).

true

type Specify the type of the object as

object_window_row.

object_window_row

Sample JSON for Link Lists and Object Preview Windows:

"admin_sections": [

{

"type": "carousel",

"title": "Curated by Your Admins",

"description": "Find links to helpful pages",

"tiles": [

{

"title": "Useful Content",

"img": "/static/img/homepage_images/colored_images/BGPurple.png",

"navigateURL": "/query/1/",

"openInNewTab": true,

"description": "This is the simplest query",

"expandDescriptions": true

},

{

"title": "An article about Docker",

"img": "/static/img/homepage_images/colored_images/BGYellow.png",

"navigateURL": "/article/4/",

"description": "Overview of Docker API",

"expandDescriptions": false

}

]

},

(continues on next page)
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(continued from previous page)

{

"type": "object_window_row",

"objects": [

{

"otype": "article",

"oid": 3

},

{

"otype": "article",

"oid": 4,

"full_width": true

}

]

}

]

Alation Analytics V2 Leaderboard on Homepage

Applies from version 2021.4

The Top Contributors report, also known as the Leaderboard, that is available on the Built In tab of the Alation Analytics

Dashboard can be embedded onto the Alation Homepage. The embedded view will always display the Showcase view

with the default filter settings. That is, it will show the top contributors for the last two months for all data catalog users.

Adding the Leaderboard requires that the Alation Analytics application is enabled and used in your Alation Catalog.

The Leaderboard data gets updated after every Alation Analytics ETL.

Before you add the Leaderboard, make sure that:

• The following feature toggles are enabled in Admin Settings > Feature Configuration:

– Alation 2020 Homepage
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– Alation Analytics V2

– Alation Analytics V2 Leaderboard

• Alation Analytics V2 data source should be initialized successfully and ETL should run on schedule.

To add the Leaderboard to the Homepage:

1. Add the following JSON object to the admin_sections object in the active JSON file and save the file. The

Leaderboard object can be inserted before the tiles object, after the tiles object but before the objects object,

or after the objects object. This position will define where it will appear on the Homepage—on top, in the

middle, or on the bottom of the customizable sections.

{

"type": "analytics_leaderboard_row",

"objects": ["top_contributors"]

},

Note: The leaderboard can only be added to the admin section and can be placed in any location within the

Admin Section. The order or position it is placed within the admin section will determine its order or position in

the UI or Homepage view.

Example:

In the example below, the Leaderboard object is inserted before the tiles object in the admin_sections object.

2. Upload the modified Active JSON file in the Upload Customized JSON File section.

3. Go to the Homepage and check that the Leaderboard is displayed.
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Remove the Leaderboard

If you want to remove the Leaderboard from the Homepage:

1. Download the Active JSON File.

2. Remove the Leaderboard JSON from the active JSON file.

{

"type": "analytics_leaderboard_row",

"objects": ["top_contributors"]

},

3. Upload the modified active JSON file in the Upload Customized JSON File section.

4. Go to Homepage and check that the Leaderboard is removed.

Use Custom Thumbnail Images

Along with the default images available in the Alation library, it is possible to use custom thumbnail images for Quick

Links and Custom Link Lists. To use custom thumbnail images:

1. Create an article in Alation with the custom images added to the body of the article and save it.

2. Right-click on an image and click Copy Image Address or Copy Image Location (name of the command depends

on the browser). This copies the full URL of the image, for example: http://alation-test.com/media/

image_bank/2020-08-31-20-08-32-637138-00-00-b6417d34-6b1c-4b05-bb22-77bf328c3baf.png

3. Use the copied address as the value of the img property of the objects action_links or tile objects admin_-

sections, for example:

"action_links": [

{

"title": "Browse Data Sources",

"img": "http://alation-test.com/media/image_bank/2020-08-31-19-54-24-349633-00-

00-1a65f9c7-7024-44e1-ab09-f7b85395dd47.png",

"navigateURL": "/sources/",

"otype": "sources"

}

]

Note: On the homepage, images are automatically resized and cropped to a square ratio to be displayed at the size

of 50x50 pixels. It is recommended to use bigger size images (for example, 100x100 pixels) for best appearance

on high resolution monitors.
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Step 4: Upload the JSON to Alation

1. If you aren’t on the homepage editor, go to the Custom Homepages dashboard, then click the Edit button of the

homepage you’re working on.

2. In the homepage editor, scroll down to the bottom of the page.

3. If you want to preserve the old file, you can download it now using the Download Active File button.

4. Drag and drop the JSON file into the dotted rectangle at the bottom of the page, or click inside the rectangle to

select the file from your computer.

The changes will take effect immediately when the file is done uploading.

1.3 Customize Homepage - 2020.3 to 2022.2

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2020.3 to 2022.2

1.3.1 Overview

The Customizable Homepage feature enables Server Admins and, starting in 2022.1, Catalog Admins to customize the

Alation homepage using a number of configurable elements such as a logo, headline and background color of the search

banner, Quick Links, Custom Link Lists, and Object Preview Windows.

The Alation Catalog homepage can be customized to highlight specific Catalog content and to increase discoverability

of the Catalog information.

The default homepage includes the following sections:

• Search Banner: Features the Alation logo, headline, and a search box on a dark blue background (defaults to

Alation branding).

• Quick Links: A list of action links.

• Recently Visited/Starred/Watching: A list of catalog pages a user has visited, starred, or is watching.

A customized homepage can include the following additional custom sections:

• Alert Banner: An alert message with customizable appearance and text that appears directly below the search

banner. Available from 2022.1.

• Curated Link Lists: Lists of links configured to be present on the homepage (optional).

• Object Preview Windows: Preview windows for supported Alation objects configured to be present on the

homepage (optional).

Default Homepage:
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Customized Homepage:
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Customization options for the homepage sections are listed below:

Section Required Customizable

Search Banner Yes Yes

Quick Links Yes Yes

Recently Visited/Starred/Watching Yes No

Custom Content:

• Alert Banner (from 2022.1)

• Custom Link Lists

• Object Preview Windows

No Yes

Alation Analytics V2 Leaderboard

(from 2021.4)

No No

Note:
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The Recently Visited/Starred/Watching section cannot be modified.

You cannot change the order of the sections. It is always:

• Search banner on top

• Alert banner (if added) directly under the search banner (from 2022.1)

• Quick Links on the left under the search banner (and alert banner if added)

• Recently Visited/Starred/Watching on the right under the search banner (and alert banner if added)

• Curated Content (if added) under Quick Links and Recently Visited/Starred/Watching

It is not possible to hide the Quick Links or Recently Visited/Starred/Watching sections.

1.3.2 Customize Homepage

Homepage customization requires the role of the Server Admin or, starting in 2022.1, Catalog Admin.

• Catalog Admins: Click on the Settings gear icon in the top right corner. A dropdown menu appears. Click

Customize Homepage.

• Server Admins: Click on the Settings gear icon in the top right corner. The Admin Settings page appears. Under

the Catalog Admin section, click Customize Homepage.

The following sections provide the details of customizing each part of the homepage.

1.3.3 Theme Color

Starting in 2022.1, the Background Color setting has been renamed as the Theme Color and given its own section.

The theme color applies to icons and tab titles throughout the Catalog. It also affects the search banner’s background if

the search banner is configured to use the theme color.

To change the theme color:

1. In the Theme Color section, hover over the hex code and click the Edit icon next to it.

2. Enter the hex code of your brand color. A preview of the selected color will be available in the Preview section on

the right.

Note: Choosing a dark color provides better readability of the headline and icons throughout Alation.
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3. If the color you entered could make the headline difficult to read, a warning will appear advising you to change

the color.

1.3.4 Search Banner

The search banner is the topmost section of the homepage. The default homepage style and content is provided by

Alation. The following features of the search banner can be customized:

• Banner size (starting in 2022.2)

• Background color

• Background image (starting in 2022.1)

• Logo

• Headline text

• Headline color

After you have applied customizations, make them available for all users by clicking the Custom Homepage Banner

toggle. This switch can also be used to turn the customizations of the banner off. When it is in the OFF state, the

homepage uses the default design of the banner.

Banner Size

Starting in 2022.2, you can change the size of the search banner. The large banner makes the search box more prominent,

while the medium and small banners allow more homepage content to be visible. In the Background section, select the

desired size.

• Large—This is the default. It includes the logo, headline, and search box centered on the banner. The logo is 60

px in height.

• Medium—The logo is 40 px in height and appears in the top left corner. The banner is shorter.

• Small—The logo is 40 px in height and appears in the top left corner. The banner and headline are removed. The

search box appears in the top toolbar like it does on regular catalog pages.

Note: When you select the Small banner, the background color/image, logo, and headline sections disappear from the

homepage customization interface. They aren’t relevant for the small banner.
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Background Color or Image

You can configure the search banner with a custom background color or, starting in 2022.1, a background image.

Background Image in 2022.1 and Later

1. In the Background section, select Image.

2. If you select Image, a dotted rectangle will appear. Drag and drop an image into the rectangle, or click inside the

rectangle to select an image from your hard drive.

Note: The image must be in JPEG, JPG, or PNG format and must be a minimum of 1200 x 350 pixels in size.

3. A preview of the homepage will be available in the Preview section on the right. The new banner image will

appear on the homepage as soon as it’s finished uploading. Users may have to refresh their screen to see the new

image.

Background Color in 2022.1 and Later

1. In the Background section, select Theme Color.

2. See Theme Color above for instructions on changing the theme color.

Background Color from 2020.3 to 2021.4

1. Hover over the hex code in the Background Color section and click the Edit icon next to it.

2. Provide the hex code of your brand color. The provided color is applied to the search banner as well as icons and

tab titles throughout the catalog. A preview of the selected color will be available in the Preview section on the

right.

Note: Choosing a dark color provides better readability of the headline. The headline text color will always be

white.
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3. A warning message will be displayed to change the color, if the provided color makes the headline difficult to read.

Logo

The search banner displays the Alation logo by default. To change the logo:

1. If there’s already a logo uploaded, click the Remove button to remove the existing logo.

2. Drag and drop the new logo into the Logo area, or click inside the Logo area to select a logo file from your hard

drive.
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Note: The image must be in SVG format and must be smaller than 500 KB.

The logo will be displayed at 60 px high with the large banner and 40 px high with the medium and small banners.

SVG files scale nicely at all sizes, but the design of the homepage is optimized for logos that are short and wide.

3. A preview of the selected logo will be available in the Preview section on the right. The new logo will appear on

the homepage as soon as it’s finished uploading. Users may have to refresh their screen to see it.

The new logo is applicable only to the homepage. To change the existing catalog branding logo, go to Admin Settings >

Catalog Admin section > Branding.
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Headline

The headline is the text that appears directly above the logo and the search bar when you have chosen a large or medium

search banner. If you’ve chosen a small search banner, the headline text no longer appears.

You can change the text of the headline as desired. Starting in 2022.2 you can change the headline color. This also

affects the color of the icons on the right side of the top toolbar.

To change the headline text:

1. In the Headline section, hover over the headline text and click the Edit icon.

2. Enter your custom headline text into the box.

To change the headline color:

1. In the Headline section, hover over the hex code and click the Edit icon.

2. Enter the desired hex code. Check the Preview to the right to see what it will look like. Be sure to choose a color

that provides good contrast against your chosen background.

1.3.5 Alerts Banner

Available from 2022.1

Alation provides a customizable alerts banner that appears on the homepage, right below the search banner. You can

choose one of four banner styles and enter custom text to provide messaging to your Alation users.

Starting in 2022.2, users can dismiss the alert. It will reappear as soon as any kind of change is made to the alert content

or style.

To enable and configure the alerts banner:

1. Catalog Admins: Click on the Settings gear icon in the top right corner. A dropdown menu appears. Click Alerts.

Server Admins: Click on the Settings gear icon in the top right corner. The Admin Settings page appears. Under

the Catalog Admin section, click Alerts.

2. In the Message box, enter the desired text. Your changes are saved automatically.

Note: Starting in 2022.2, you can apply rich text formatting with the provided toolbar. In 2022.1, formatting is

not supported.

3. Select a Style.

4. In the Turn ON / OFF section, click the toggle button to enable or disable the alert banner.

1.3.6 Quick Links and Custom Content

It is possible to change the Quick Links menu and include other custom content into the homepage. The Quick Links

and the custom content sections are based on a homepage configuration file in the JSON format. You can download the

current JSON file from the homepage settings page and then re-upload the customized file after making your changes.

Prior to making any changes to the homepage JSON file, gather the required information for the homepage sections:

decide whether you want to replace the default quick links, what to showcase in each custom link list, and which articles

or BI reports to include as object preview windows. It may be helpful to gather all of the required links and assets

needed in a spreadsheet or a text document so that you can easily assemble the JSON file when you are ready to update

the homepage.
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Section Required Information

Quick Links
• Link titles

• URLs

• Images (Choose from available object type images,

or upload custom images. See Use Custom Thumb-

nail Images.)

• Whether the link should open in a new tab (2022.2

and newer)

Custom Link Lists
• Link titles

• Link descriptions

• URLs

• Images (Choose from available object type images,

or upload custom images. See Use Custom Thumb-

nail Images.)

• Whether the link should open in a new tab (2022.2

and newer)

Object Preview Windows
• Object type:

– article

– bi_report

– tableau_sheet

• Object ID (OID) - Locate the OID in the Ala-

tion URL of the object page. For example, for

an article with the URL: https://alationdata.

com/article/878/business-areas the oid is

the ID you find after /article/ which is 878

Once all the required information is available, perform the following steps to update the JSON:

1. On the Home Pages settings page, under Custom Content, click Download Active File to customize the existing

contents or click Download Blank Template to download an empty JSON file template.

2. Modify the JSON of the respective sections based on the instructions in the sections below.

The JSON structure has two sections: action_links and admin_sections. action_links corresponds to the Quick Links.

admin_sections can be used to add custom link lists and object preview windows.

Important: The action_links and admin_sections objects must exist in the homepage.json file even if they

are empty. If the section is empty in the customized JSON, Alation will display the default configuration

for this section.
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action_links

Quick Links

You can add any number of quick links and in any order in the JSON. The following table describes the link object in

the action_links section of the JSON file:
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Attribute Description Sample Value

title Provide the title to be displayed for

the link.

Browse Data Sources

img Provide the path to the image to be

used for the quick link. Use images

from the homepage image library,

which are available in the following

path:

• /static/img/homepage_-

images/static_actions/

BrowseDataSources.png

• /static/img/homepage_-

images/static_actions/

SearchTables.png

• /static/img/homepage_-

images/static_actions/

SearchBI.png

• /static/img/homepage_-

images/static_actions/

WriteAQuery.png

• /static/img/homepage_-

images/static_actions/

CreateAnArticle.png

/static/img/homepage_-

images/static_actions/

BrowseDataSources.png

navigateURL Provide the URL of the target page

associated with the tile. A relative

URL of an Alation page or an exter-

nal URL can be provided. URLs to

Alation pages require a backslash at

the beginning and end.

/sources/

openInNewTab Starting in 2022.2, optionally pro-

vide a value of true or false to indicate

whether the link should open in a new

tab. If this attribute is not present, the

link will open in the same tab.

true

Sample JSON for Quick Links:

{

"action_links": [

{

"title": "Browse Data Sources",

"img": "/static/img/homepage_images/static_actions/BrowseDataSources.png",

"navigateURL": "/sources/"

},

{

"title": "Search Tables",

"img": "/static/img/homepage_images/static_actions/SearchTables.png",

"navigateURL": "/search/?otype=table&q=",

"openInNewTab": false

}

]

}

3622 Chapter 1. Customizable Homepage



Alation User Guide

admin_sections

Custom Link Lists and Object Preview Windows

You can add any number of link lists and object preview windows in any order in the JSON.

Custom Link List

The following table describes the custom link list object in the admin_sections JSON structure. A custom link list

object contains several attributes and an array of link objects.

Attribute Description Sample Value

type Provide the type of link list. Only carousel is allowed. carousel

title Provide the title of the link list.

description Provide the description to be displayed for the link list.

tiles An array of link objects. See below for the link object description.
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Link

The following table describes the link object in the custom link list’s tiles array. Each link object represents a single

link inside a custom link list.

Attribute Description Sample Value

title Provide the title to be displayed for

the link.

Browse Data Sources

img Provide the path to the image to be

used for the quick link. Use images

from the homepage image library,

which are available in the following

path:

• /static/img/homepage_-

images/static_actions/

BrowseDataSources.png

• /static/img/homepage_-

images/static_actions/

SearchTables.png

• /static/img/homepage_-

images/static_actions/

SearchBI.png

• /static/img/homepage_-

images/static_actions/

WriteAQuery.png

• /static/img/homepage_-

images/static_actions/

CreateAnArticle.png

/static/img/homepage_-

images/static_actions/

BrowseDataSources.png

navigateURL Provide the URL of the target page

associated with the tile. A relative

URL of an Alation page or an exter-

nal URL can be provided. URLs to

Alation pages require a backslash at

the beginning and end.

/sources/

openInNewTab Starting in 2022.2, optionally pro-

vide a value of true or false to indicate

whether the link should open in a new

tab. If this attribute is not present, the

link will open in the same tab.

true

description Provide the description to be dis-

played for the link.
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Object Preview Windows

The following table describes the object preview window object in the admin_sections JSON structure.

Attribute Description Sample Value

otype Provide the type of supporting object.

The supported types are:

• article

• bi_report

• tableau_sheet

article

oid Provide the object ID of the object.

Locate the OID in the Alation

URL for the object page. For

example, for an article with the URL

https://alationdata.com/

article/878/business-areas,

the oid is the ID you find after

/article/, which is 878.

878

full_width Use optionally to display an object

preview at full-page width. When

this attribute is not included, the ob-

ject preview will appear at half-page

width (default).

true

type Specify the type of the object as

object_window_row.

object_window_row

Sample JSON for Link Lists and Object Preview Windows:

"admin_sections": [

{

"type": "carousel",

"title": "Curated by Your Admins",

"description": "Find links to helpful pages",

"tiles": [

{

"title": "Useful Content",

"img": "/static/img/homepage_images/colored_images/BGPurple.png",

"navigateURL": "/query/1/",

"openInNewTab": true,

"description": "This is the simplest query",

"expandDescriptions": true

},

{

"title": "An article about Docker",

"img": "/static/img/homepage_images/colored_images/BGYellow.png",

"navigateURL": "/article/4/",

"description": "Overview of Docker API",

"expandDescriptions": false

}

]

},

(continues on next page)

1.3. Customize Homepage - 2020.3 to 2022.2 3625



Alation User Guide

(continued from previous page)

{

"type": "object_window_row",

"objects": [

{

"otype": "article",

"oid": 3

},

{

"otype": "article",

"oid": 4,

"full_width": true

}

]

}

]

Use Custom Thumbnail Images

Along with the default images available in the Alation library, it is possible to use custom thumbnail images for Quick

Links and Custom Link Lists. To use custom thumbnail images:

1. Create an article in Alation with the custom images added to the body of the article and save it.

2. Right-click on an image and click Copy Image Address or Copy Image Location (name of the command depends

on the browser). This copies the full URL of the image, for example: http://alation-test.com/media/

image_bank/2020-08-31-20-08-32-637138-00-00-b6417d34-6b1c-4b05-bb22-77bf328c3baf.png

3. Use the copied address as the value of the img property of the objects action_links or tile objects admin_-

sections, for example:

"action_links": [

{

"title": "Browse Data Sources",

"img": "http://alation-test.com/media/image_bank/2020-08-31-19-54-24-349633-00-

00-1a65f9c7-7024-44e1-ab09-f7b85395dd47.png",

"navigateURL": "/sources/",

"otype": "sources"

}

]

Note: On the homepage, images are automatically resized and cropped to a square ratio to be displayed at the size

of 50x50 pixels. It is recommended to use bigger size images (for example, 100x100 pixels) for best appearance

on high resolution monitors.
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Upload to Alation

Scroll down to the bottom of the Home Pages settings page. Under 3. Upload Customized JSON File, drag and drop

the JSON file into the designated area or click in the area to select the file from your computer. The newly included

changes will be instantly applied to the homepage.

Alation Analytics V2 Leaderboard on Homepage

Applies from version 2021.4

The Top Contributors report, also known as the Leaderboard, that is available on the Built In tab of the Alation Analytics

Dashboard can be embedded onto the Alation Homepage. The embedded view will always display the Showcase view

with the default filter settings. That is, it will show the top contributors for the last two months for all data catalog users.

Adding the Leaderboard requires that the Alation Analytics application is enabled and used in your Alation Catalog.

The Leaderboard data gets updated after every Alation Analytics ETL.

Before you add the Leaderboard, make sure that:

• The following feature toggles are enabled in Admin Settings > Feature Configuration:

– Alation 2020 Homepage

– Alation Analytics V2

– Alation Analytics V2 Leaderboard

• Alation Analytics V2 data source should be initialized successfully and ETL should run on schedule.

To add the Leaderboard to the Homepage:

1. Add the following JSON object to the admin_sections object in the active JSON file and save the file. The

Leaderboard object can be inserted before the tiles object, after the tiles object but before the objects object,

or after the objects object. This position will define where it will appear on the Homepage—on top, in the

middle, or on the bottom of the customizable sections.
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{

"type": "analytics_leaderboard_row",

"objects": ["top_contributors"]

},

Note: The leaderboard can only be added to the admin section and can be placed in any location within the

Admin Section. The order or position it is placed within the admin section will determine its order or position in

the UI or Homepage view.

Example:

In the example below, the Leaderboard object is inserted before the tiles object in the admin_sections object.

2. Upload the modified Active JSON file in the Upload Customized JSON File section.

3. Go to the Homepage and check that the Leaderboard is displayed.

Remove the Leaderboard

If you want to remove the Leaderboard from the Homepage:

1. Download the Active JSON File.

2. Remove the Leaderboard JSON from the active JSON file.

{

"type": "analytics_leaderboard_row",

"objects": ["top_contributors"]

},
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3. Upload the modified active JSON file in the Upload Customized JSON File section.

4. Go to Homepage and check that the Leaderboard is removed.

1.3.7 Enable or Disable the Alation Homepage

If the homepage is not required, you can disable it and use the older version of the homepage. Once you disable the

Alation Homepage, the user cannot see the co-branded search or navigate to the Quick Links and the Recently Visited

pages.

To enable or disable the homepage:

Go to Admin Settings > Feature Configuration > Enable the 2020 Alation Homepage.
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CHAPTER

TWO

ADMINISTRATOR SETTINGS

The Admin Settings page is available to users with the Server Admin role. This is an admin portal for managing your

Alation instance.

Pages that permit catalog customization can also be accessed by Catalog Admins who do not see the system settings.

The Admin Settings page provides:

• User, group, and role management

• LDAP authentication setup

• Email service setup

• System management (logging, reporting, enabling and disabling features, changing system settings)

• User activity, system tasks, and system health monitoring

• Catalog customization (access to custom fields, templates, and catalog sets)

• Managing Lexicon

To open the Admin Settings page, sign in to Alation with Server Admin privileges. In the upper-right corner of the

main toolbar, click the Admin Settings icon. This opens the Admin Settings page. Admin settings are grouped in four

categories:

• Server Admin

• Catalog Admin

• Monitor

• Alation Analytics

Find the section you need and click the page name to open the corresponding tab:
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2.1 Manage Users

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Server Admins can manage users on the Users tab of the Admin Settings page.

Available actions:

• Enable signup moderation

• Manage signup requests

• View existing users

• View license information

• Confirm user emails

• Assign roles

• Suspend user accounts

2.1.1 Users Tab Overview

Information on the Users tab is organized in three sections:

• User Signup Requests

• Licensed Users

• Suspended Users
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User Signup Requests

This table will only be filled if user signup moderation is enabled on your Alation instance. It lists users who signed up

for access and are waiting to be approved.

As a Server Admin, you can:

• Activate a user with a specific role

• Reject the request

Licensed Users

This table lists all active Alation users. When a specific role is assigned to a user, the corresponding license seat

gets consumed. When a user’s role is changed, the previously assigned license seat will be released, but the seat that

corresponds to the newly assigned role will be consumed. The license consumption dashboard on the License tab will

be recalculated.

System Users

Applies to 2023.3 and newer

Applies only to Alation Cloud Service on the cloud native architecture

System users represent OAuth client applications. Each client application has one system user. The sole purpose of a

system user is to determine which Alation APIs can be used by the client application.

System users are managed by the client application on the Settings > Authentication page and can’t be edited or

managed on the Users page.

• System users are automatically created when an OAuth client application is created.

• The system user’s Alation role can be changed by editing the client application.

• If the client application is ever deleted, the system user will be suspended and will no longer appear on the Users

settings page.

For more information about OAuth client applications, including how system users are managed, see Authenticate API

Calls with OAuth 2.0.

Suspended Users

This table lists all suspended users. A suspended user cannot log in to Alation, and their license seat is freed.

You can reactivate a suspended user restoring their access to Alation with a specific role.

Filtering and Sorting

The content in all tables on the Users tab can be filtered and sorted.
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Filtering

Filtering applies to the columns Name & Username and Email. To filter, start typing in the filter field on top of the

table:

The table will update displaying the users whose name, username, or email match the text you have typed. If filtering is

applied to a table, you will see the (filtered) indicator at the bottom of the table next to the number of results:

Sorting

Tables can be sorted by columns. A sortable column will display the Sort indicator on hover-over:

Click the name of the column you want to sort by. When sorting is applied, the column will display a Sorted icon,

descending or ascending next to its name:
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Number of Rows per Page

Tables use pagination. You can select the number of rows to be displayed on one page. To change the number of rows

per page, click the <N> per page list at the bottom of a table and in the list that opens, select the number you prefer:

2.1.2 Enable Signup Moderation

If necessary, you can enable Admin approval for new user sign-ups.

Note: From version 2021.1, it is possible to enable automatic suspension and activation of users accounts

based on custom group membership. When this option is turned on, the default role and the User Signup

Moderation Preference are deactivated. For details, see Use Custom Groups to Assign User Roles.

If moderation of new sign-ups is enabled, each new user who signs up for an Alation account has to be approved by a

Server Admin before they can log in. Server Admins will receive an email notification when a new user has requested

an account with Alation and can proceed to confirm or reject the new account.

By default, signup moderation is disabled.

To enable or disable sign-up moderation,

1. Click User Signup Moderation Preference on the top right of the User Signup Requests table. This will take

you to the Authentication tab of the settings page.

2. Under User Signup Moderation Preference, find the switch Require Server Admin’s approval before new

accounts become active.

3. Toggle the switch on to enable new account moderation or toggle it off to disable it.

4. Click View User Signup Requests to go back to the Users tab:
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Manage Signup Requests

New signup requests will appear in the User Signup Requests table on the Users tab if signup moderation is enabled:

Enable Signup Moderation.

Emails of the new signups will appear as unconfirmed and will be marked with the Unconfirmed Email indicator icon.

You can either activate the user or reject the request. The users you activate will receive a notification email and will be

able to confirm their email and log in to Alation:
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Activating Users

To activate a single user,

1. Find the user in the User Signup Requests table then click Activate As on the right. This will open a list of

available roles:

2. Click a role you want to assign to the user. This user will be activated with this role, and their name will be moved

to the Licensed Users table. Newly activated users will be notified using email. They will be able to confirm

their email and log in to Alation:

2.1. Manage Users 3637



Alation User Guide

Bulk-activation

You can activate all pending requests at once. To bulk-activate the requests, click Activate All Pending Users on the

top right of the User Signup Requests table and in the confirmation dialog that opens, confirm the action. All new

users will be activated with the Viewer role but you can change the role of each individual user if necessary.

Rejecting Signup Requests

You can reject new signup requests if the requestors are not authorized to access the Alation catalog of your organization.

To reject,

1. Find the user in the User Signup Requests table and click Reject on the right.

2. Confirm your action in the confirmation dialog that opens. The signup request will be rejected.

2.1.3 View Existing Users

All active users in your Alation instance will be listed in the Licensed Users table. Use filtering and sorting on the table

to find a specific user.

Each active user consumes a specific type of license depending on the role they are assigned. To learn more about

licenses, see Licenses.

Viewing Role information

To view information about all available roles and their correlation with functional areas, click Compare User Roles on

the top right of the Licensed Users table. An information pop-up with open that gives an overview of Alation roles.

2.1.4 Confirm Emails

This applies if the signup moderation is disabled.

When a new user signs up for an Alation account, they cannot log in until they have confirmed the email address they

provided in the signup form. They will receive an email from Alation requesting to confirm their email. When they

confirm it by clicking a link in the email message, their account will be confirmed and they will be able to log in and

start working in Alation.

Bypass Email Confirmation

A Server Admin can force email confirmation for a user. To confirm an email for a user who signed up,

Find the user in the Licensed Users table. Unconfirmed emails are indicated with a warning icon. Hover over this

warning icon and in the popup that opens, click Bypass Email Confirmation to confirm the email for a user. After you

have confirmed it, the user will able to log in:
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2.1.5 Assign Roles

You can assign a role to a user when you activate them or you can change the role assignment for active users. By

default, all new users who sign up are added with the default Viewer role.

Note:

• In V R7 (5.12.x) the default role cannot be changed.

• From release 2020.3, the default role can be configured by a Server Admin on the Authentication Tab.

To assign a role to a user,

1. Find the user in the Licensed Users table.

2. In the User Role column, click the role name to open the list of available roles:

3. In this list, click the role you would like to assign to this user. It will be assigned and displayed in the User Role

column for this user. Users will be automatically placed into the respective built-in Group that corresponds to

their role.

Note: From version 2021.1, it is possible to turn on auto-assignment of roles based on custom group membership

when authentication is set to LDAP. For details, see Use Custom Groups to Assign User Roles.
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Reassign Roles

You can change the role for a user. To reassign the role, click the current role and in the roles list that opens, click a

different role, and confirm your choice.

2.1.6 Suspend Users

There is no ability to delete a user from Alation. Instead, a user must be suspended. By default, a Server Admin must

suspend a user manually.

To suspend a user, assign the Suspended status to them. Suspended users will not be able to log in to Alation.

The Alation objects that a suspended user created or contributed to will remain in Alation and can be managed by Server

Admins. The suspended user will be marked as Inactive in their Profile and as GONE if their name is selected in any of

the Catalog fields.

Suspended user names will be moved to the Suspended Users table. You can reactivate a suspended user:

1. Find the user in the Suspended Users table.

2. For this user, click Activate as. . . on the right to open the list of available roles and click the role you would like

to reactivate the user with. The user will be activated with this role and returned to the Licensed Users table.

Note: From version 2021.1, it is possible to enable automatic suspension and activation of users accounts based on

custom group membership. For details, see Use Custom Groups to Manage User Suspension and Activation.

2.1.7 Revoke API Tokens

Applies from release 2020.3

A Server Admin can view API Tokens created by a specific user and revoke any of the existing tokens. If API tokens

exist for a user, then this is indicated by the Revoke Tokens link in the User Tokens column of the Licensed Users

table. For users who do not have any active tokens, this column will contain the word “None”.

To revoke API tokens from a user,

1. In the Licensed Users table, find the user from whom you want to revoke the API Access. You can use the filter

field on top of the table to locate the user:

2. In the User Tokens column, click Revoke Tokens for this user. The Revoke Token dialog will open:
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3. In the Revoke Token dialog, you can see the list of all Refresh tokens created by the user. Select the checkboxes

for the token(s) you want to revoke and click Revoke.

4. Confirm the revocation. The selected tokens will be revoked and assigned the status Revoked. Users will not be

able to access the Alation APIs using these tokens.

Note: Revocation of a token does not lock the ability of the user to create new API tokens if this user

is an active user on the instance.

2.2 User Profiles Tab: Bulk User Account Creation

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In Alation, it is possible to bulk-create user accounts. This functionality is available to Server Admins on the User

Profiles tab of the Admin Settings page. To bulk-load accounts, you will need a CSV file with user data that follows a

specific format. If the data has non-ASCII characters, it should be encoded in UTF-8.

Some user upload capabilities depend on the Alation version:

• In releases up to V R6 (5.10.x), new users loaded from the CSV file will be auto-assigned the Standard User role.

• Starting with V R7 (5.12.x), you can specify roles in the CSV source file.

Note: If you have previously loaded a custom attribute named role, note that it will be renamed to

attribute_role in V R7 to avoid confusion with the required attribute role that is added in this

release. Starting with V R7, use the built-in attribute role to update roles using the CSV upload.

• Starting with 2021.1, the role attribute can only be used in the CSV file if role assignment using custom groups is

turned off: Use Custom Groups to Assign User Roles.
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2.2.1 Alation CSV Format for User Loading

Column Required? Value Description

user Yes alphanumeric

less than 30 characters

unique across all rows

Values in this column will

be loaded as user names

In versions before 2021.2,

the number of characters in

a username is limited to 30.

From version 2021.2, the

username character limit

is increased to 150 charac-

ters*.

display_name Yes alphanumeric Values will be loaded as

users’ display names

email Yes email Values will be loaded as

users’ emails

title Yes alphanumeric Values will be loaded as

users’ titles

role Yes alphanumeric available starting from V

R7 (5.12.x).

The role of the user:

• server_admin

• catalog_admin

• source_admin

• composer

• steward

• viewer

password No alphanumeric This column can be in-

cluded to set initial pass-

words for new users. It can-

not be used to update pass-

words of existing users.

Password is optional be-

cause users will log in with

their corporate directory

password. Alation does

not store passwords in case

it is integrated with LDAP

or SAML providers.

* From 2021.2, the username character limit is increased to 150 characters. The truncated usernames (more than 30

characters) will be automatically migrated. To disable the migration refer to Disable the Username Migration.

Example:

"user","display_name","email","title"

"John Doe","John the Curator","john.doe@alation.com","The Guru"

"Jane Doe","Jane the Steward","jane.doe@alation.com",""

Note: For LDAP or SAML authentication, a user account in Alation will only be created at the time people log in with
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their corporate credentials. However, a Server Admin may need to perform pre-configuration that involves user accounts

before users start to log in. For example, Admins may need to set up Data Source managers in advance. This is where

bulk-loading user accounts from a CSV file may come handy. Also, if accounts are pre-loaded, it will be possible for

users to do @mentions in Conversations tagging those people who have not logged in yet.

Bulk-Creating User Accounts

1. In the Server Admin section of the Admin Settings page, the User Profiles link.

2. Follow the instructions on the page to prepare the CSV file. You can download a CSV with the currently existing

user profiles as an example by clicking Download the current user profiles as a template:

3. Upload the created CSV file using the Drag & Drop or Click to Upload widget. Alation will upload the file

and validate its content. It will also do a diff of the values that changed. The profiles that match already existing

users will have a link in the user column that will open the user’s profile. Existing values that are going to be

overwritten by this upload will be highlighted in green:
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4. Click Confirm to upload the CSV. User profiles will be uploaded to Alation:

User DB Accounts Mapping

Server Admins can map Alation user accounts onto users’ existing DB accounts. To do the mapping,

1. In the Server Admin section of the Admin Settings, click the User Profiles link.

2. Find the User DB Accounts section and follow the instructions on the page to map the accounts.
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2.3 Authentication Tab

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Server Admins can set or change the site authentication mechanism. This is typically completed during the initial

configuration of your Alation system, however, changes can be applied at any time.

On the Authentication tab, you can configure and test the parameters for LDAP authentication and select and save the

authentication type. Starting in 2023.3, for Alation Cloud Service customers on the cloud native architecture, you can

also manage OAuth client applications and rotate signing keys.

Alation supports the following types of authentication for logging into the Alation application:

• Built-in this is the default authentication with a login and password created by a user. Users can sign up for an

account on the login screen and log in after confirming their email.

• LDAP requires configuration. You can configure LDAP authentication on the Authentication tab, test it, select

LDAP as the active authentication method. For details about LDAP configuration, see User Authentication with

LDAP.

• SAML requires configuration and cannot be configured in Alation UI. Selecting and saving this value on the

Authentication tab only serves informational purposes. SAML authentication should be configured and applied

using the Alation backend. For details about SAML configuration, see Configure Authentication with SAML from

Alation Shell.

2.3.1 User Signup Moderation Preference

Allows for turning signup moderation on and off. See Enable Signup Moderation.

2.3.2 Default User Role for New Accounts

Informs which role is currently the default. The default role is the role that all new users are assigned when they sign up

for an account.

From release 2020.3, the default role can be configured. To set a default role, select a role from the role dropdown list

and Save:
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The default role applies to all new users and all authentication methods (built-in, LDAP, or SAML):

• New users who sign up using built-in authentication will be assigned the default role;

• New users who log in using LDAP authentication will be assigned the default role;

• New users who sign up using SAML authentication will be assigned the default role.

The default role assignment can be changed for each individual user on the Admin Settings > Server Admin > Users tab.

See Manage Users.

2.3.3 Use Custom Groups to Manage User Suspension and Activation

From version 2021.1, it is possible to enable automatic suspension and activation of users accounts based on custom

group membership. When this option is turned on, the default role and the User Signup Moderation Preference will be

deactivated. For details, see Use Custom Groups to Assign User Roles.

2.3.4 OAuth Client Applications

Applies to 2023.3 and newer

Applies only to Alation Cloud Service on the cloud native architecture

In this section, you can create and edit OAuth client applications for the purpose of authenticating against Alation APIs.

See Authenticate API Calls with OAuth 2.0 for more information.
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2.3.5 Signing Keys

Applies to 2023.3 and newer

Applies only to Alation Cloud Service on the cloud native architecture

In this section, you can rotate signing keys for your OAuth client applications. See Rotate the Signing Key for more

information.

2.4 Authentication Configuration Methods for External Systems

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2022.3

For the data sources that support authentication with external systems, Server Admins can create the required authenti-

cation configurations on the Admin Settings > Authentication page.

2.4.1 Create a New Configuration

We recommend performing this configuration after completing the preliminary configuration steps in the relevant

external systems. Configurations can be created for the AWS IAM, OAuth, Azure Keyvault, and AWS Secrets Manager

authentication methods.

To create a new configuration:

1. Prepare the information from your external system. Most of the required information can be found in the settings

of authentication applications created for Alation. See the sections below for information about the required and

optional fields:

• AWS IAM

• OAuth

• Azure Keyvault

• AWS Secrets Manager

2. In Alation, go to Admin Settings > Authentication.

3. At the bottom of the page, locate the section Authentication Configuration Methods for External Systems.
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Note: If any configurations already exist, you’ll see them listed in the table under Authentication

Configuration Methods for External Systems. If they were created on the Alation server backend

in a previous release, the columns Created At, Created By, Updated By, and Updated At will

contain the value Not Set. These fields only capture the changes made in the user interface. For new

configurations created in the user interface, these columns will be populated. For the configurations

created on the server backend, the Updated At column will be populated if edits are made to the

configuration in the user interface.

4. Click the Add Configuration button to the right of the section title to expand the list of options and then click the

name of the appropriate plug-in. The corresponding settings page will open in a new browser tab.

5. On the configuration method editor page, fill in the appropriate information.

Note: When creating a new configuration, you can switch between the plug-in types using the Method

list. After saving a configuration, the Method field becomes read-only.

6. After populating the fields, click Save to save the configuration. If you get an error while saving, see the

Troubleshooting section for help.
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7. Refresh the Authentication page. The new configuration will be displayed in the table.

8. Continue the configuration in the data source settings. You will need to associate your specific data source with

the configuration you created under Authentication Configuration Methods for External Systems. The steps

to configure a data source depend on the database type. Follow the relevant connector documentation to complete

this configuration.

Troubleshooting

Something Went Wrong

In some rare cases, you may see the Something went wrong error on the Authentication page or in the configuration

editor when saving a configuration.

This error may indicate that AuthService has been stopped. To resolve this issue, check the status of AuthService and

restart it. For information about starting AuthService, see, for example, Enable AuthService.
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Changes Unsaved

The Changes unsaved error message may appear after clicking the Save button on the configuration editor page.

This error means that some fields do not pass validation. Make sure you enter the values in the required format.

AWS IAM

Use this section to review the information you will need to provide in the Alation user interface when configuring

authentication for your data source with AWS IAM.
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Field Required? Description

Config Name Yes A name for the configuration that is

being created. The Config Name

value will be used to identify and

manage the corresponding configura-

tion on the Alation server.

• Config Name cannot be edited

after saving the configuration.

• Config Name should be

unique.

• Do not use any of the reserved

config names. See Reserved

Config Names below.

• Config Name should not be

present in the excluded_-

configs_in_auth_ui

alation_conf parameter. See

Blocking Config Names below.

continues on next page
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Table 1 – continued from previous page

Field Required? Description

STS Duration Yes The lifetime of the temporary creden-

tials generated by the AWS STS ser-

vice (in seconds). You can provide a

value from 900 seconds (15 minutes)

up to the maximum of 43200 seconds

(12 hours).

Region Yes The AWS region of the AWS account

used for authentication. This field is

a list containing all supported AWS

regions.

Cred Type No Type of authentication to use when

the AWS AssumeRole API opera-

tion of the authentication flow as-

sumes a role.

Supported values:

• instance_profile — Use

instance_profile when

configuring extraction from

AWS data sources. This

choice relies on permissions

associated with the EC2

instance role.

• credentials — Use

credentials when con-

figuring authentication for

Compose. This choice relies

on the IAM user credentials.

SAML authenticate request XML No The request XML to be used for

SAML authentication.

Multi role flow No Indicates if multiple roles may be re-

turned in the SAML response. Se-

lected by default.

Encode Relay State No Indicates if the relay state needs to

be encoded.

Redirect URL No The redirect URL for the identity

provider. Mandatory if the config-

uration is used for SAML authentica-

tion.

This should be a valid URL.

Entity Id No A string value that represents the En-

tity ID used in the <Issuer> element

of the <AuthNRequest>. This value

is usually used when the same Ala-

tion instance is authenticated against

different IdP endpoints.

Uses the default of https://www.

alation.com if this field is not pop-

ulated.

This value should be a valid URL.
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OAuth

Use this section to review the information you will need to provide in the Alation user interface when configuring

authentication for your data source with Azure AD using the OAuth protocol.
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Field Required? Description

Config Name Yes A name for the configuration that is

being created. The Config Name

value will be used to identify and

manage the corresponding configura-

tion on the Alation server.

• Config Name cannot be edited

after saving the configuration.

• Config Name should be

unique.

• Do not use any of the reserved

config names. See Reserved

Config Names below.

• Config Name should not be

present in the excluded_-

configs_in_auth_ui

alation_conf parameter. See

Blocking Config Names below.

Client Id Yes The client ID of the Azure AD appli-

cation.

Client Secret Yes The client secret of the Azure AD

application.

Scope Yes The scope of the request. Some

examples can be openid, email,

profile, and offline_access.

Subject No This field indicates which claim in

the token should be used as username,

for example: unique_id or name.

Token Buffer time No Buffer time to check the token valid-

ity before it expires so that the token

can be refreshed before expiration.

Set in minutes.

Default: five minutes (5).

Allowed values: one through ten min-

utes (1 - 10).

Grant Type No Grant types:

• auth_code — Default. The

default value is used if the

field is not populated. Use

this grant type if you are creat-

ing a configuration for a user-

initiated authentication flow,

such as authentication to a data

source from Compose.

• credentials_flow — Use

this grant type if you are creat-

ing a configuration for authen-

tication on the database for ex-

traction of metadata.

continues on next page
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Table 2 – continued from previous page

Field Required? Description

PKCE Verifier No Enable or disable Proof Key for

Code Exchange in your authentica-

tion flow.

Default: enabled.

Authorize Endpoint URL Yes The Authorize Endpoint URL for the

identity provider. This should be a

valid URL.

Redirect URL Yes Redirect URL for the identity

provider. This should be a valid

URL.

Token Endpoint URL Yes Token URL for the identity provider.

This should be a valid URL.

User Info Endpoint URL Yes User Info Endpoint URL for the iden-

tity provider. This should be a valid

URL.

Azure Keyvault

Use this section to review the information you will need to provide in the Alation user interface when configuring

authentication for extraction from your data source with Azure AD and Azure Keyvault.
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Field Required? Description

Config Name Yes A name for the configuration that is

being created. The Config Name

value will be used to identify and

manage the corresponding configura-

tion on the Alation server.

• Config Name cannot be edited

after saving the configuration.

• Config Name should be

unique.

• Do not use any of the reserved

config names. See Reserved

Config Names below.

• Config Name should not be

present in the excluded_-

configs_in_auth_ui

alation_conf parameter. See

Blocking Config Names below.

Client Id Yes The client ID value of the Azure AD

application.

Client Secret Yes The client secret value of the Azure

AD application.

Tenant Id Yes The tenant ID value of the Azure AD

application.

Vault URL Yes The URL to access the Azure key

vault. This should be a valid URL.

AWS Secrets Manager

Applies from 2023.1.5

Use this section to review the information you will need to provide in the Alation user interface when configuring

authentication for extraction from your data source with AWS Secrets Manager.
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Field Required? Description

Config Name Yes A name for the configuration that is

being created. The Config Name

value will be used to identify and

manage the corresponding configura-

tion on the Alation server.

• Config Name cannot be edited

after saving the configuration.

• Config Name should be

unique.

• Do not use any of the reserved

config names. See Reserved

Config Names below.

• Config Name should not be

present in the excluded_-

configs_in_auth_ui

alation_conf parameter. See

Blocking Config Names below.

Region Yes The AWS region of the AWS account

used for authentication. This field is

a list containing all supported AWS

regions.

Authentication Type Yes Type of authentication to use.

Supported values:

• iam_user— User credentials

must be provided and the user

should have read access to

AWS Secrets Manager.

• iam_role:

– the role attached to EC2

will assume the given

role that has access to

AWS Secrets Manager.

– (User + Role) The given

role will be assumed on

behalf of a user if the cre-

dentials of the user: AWS

Access Key``and

``AWS Secret Key

are provided.

AWS Access Key Yes, if authentication type is IAM

User.

AWS Access Key

AWS Secret Key Yes, if authentication type is IAM

User.

AWS Secret Key

Role ARN Yes, if authentication type is IAM

Role.

Amazon Resource Name (ARN) of

the role to be assumed.

External ID Yes, if authentication type is IAM

Role.

External ID passed during the As-

sume Role operation. The external

ID is needed to avoid the confused

deputy problem*.

continues on next page

3658 Chapter 2. Administrator Settings



Alation User Guide

Table 4 – continued from previous page

Field Required? Description

STS Duration Yes, if authentication type is IAM

Role.

The lifetime of the temporary creden-

tials generated by the AWS STS ser-

vice (in seconds). You can provide a

value from 900 seconds (15 minutes)

up to the maximum of 43200 seconds

(12 hours).

* See this AWS documentation for more information on the confused deputy problem.

Reserved Config Names

On the Alation server, there are Config Names that are reserved and cannot be used when creating new configurations.

These values are stored in these two alation_conf parameters:

• alation.authentication.oidc.authservice_plugin_config = oauth_login_config

• alation.authentication.oidc.authservice_plugin_test_config = oauth_login_test_config

Blocking Config Names

It is possible to block the creation of new configurations with specific names in the user interface or to hide existing

configurations with specific names from the user interface. To prevent a configuration with a specific name from being

created or visible, use the parameter alation.authentication.excluded_configs_in_auth_ui in alation_conf.

The configurations with the names added to the list of values of this parameter, will not be visible in the Authentication

Configuration Methods for External Systems table. Also, users will not be able to create a new configuration with

any of the listed names.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

On how to use alation_conf, see Using alation_conf . The Django server restart is required if the value of alation.

authentication.excluded_configs_in_auth_ui is changed.

alation_supervisor restart web:*

2.4.2 View or Edit a Configuration

You can view and edit the settings of existing configurations. To view or edit a configuration:

1. In the Authentication Configuration Methods for External Systems table, click View/Edit for the configuration

you want to view or edit. The configuration editor page will open in a new browser tab.

2. Edit the values as necessary.

Note: The fields Methods and Config Name cannot be changed.

3. Click Save.
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2.4.3 Delete a Configuration

It is possible to delete existing configurations. Currently, Alation does not validate if the configuration that is being

deleted is in use in the application. Before deleting a configuration, make sure it is not associated with any data sources

by checking the settings of your data sources. To delete:

1. In the Authentication Configuration Methods for External Systems table, click Delete for the configuration

you want to delete.

2. In the delete confirmation dialog that pops up, click Delete to confirm your action. The configuration will be

deleted.

2.5 Manage Access to Alation Using LDAP Filters

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Enabling LDAP-based authentication in Alation allows users to automatically create a new account in Alation by logging

in with their LDAP credentials. To prevent unlicensed users from creating accounts in Alation, admins may configure

Alation to only allow login attempts from users who match an LDAP filter (for example, they belong to one or more

LDAP groups).

You can configure LDAP filters in Admin Settings > Authentication. If you have not yet enabled LDAP authentication,

refer to User Authentication with LDAP.
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Near the bottom there is a box labeled Filter. Enter an LDAP search string into this box to limit users who may log into

Alation using LDAP.

Sample filter expressions:

• Check for membership in an AD group - “Finance”:

(memberOf=cn=Finance,cn=Groups,dc=alation,dc=com)

• Check for membership in AD groups “Finance” or “Sales”:

((memberOf=cn=Finance,cn=Groups,dc=alation,dc=com)(memberOf=cn=Sales,cn=Groups,

dc=alation,dc=com))

• Check for nested membership in an AD ancestor group - “Europe”:

(memberOf:1.2.840.113556.1.4.1941:=cn=Finance,cn=Groups,dc=alation,dc=com)

Caveats:

1. Alation accounts are not created for all users in the group. Alation accounts are created when a user first logs

into Alation.

2. If a user is removed from the LDAP group, they will not be immediately logged out of Alation. When their

current session expires (default expiration is two weeks, but can be configured) their next login attempt will fail.

3. If a user is removed from the LDAP group, they are not automatically suspended.

4. With LDAP filtering on, consider disabling account moderation (first checkbox on the User settings tab), because

LDAP is already restricting who may create a new account.

2.6 Manage Groups

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

A group is a set of members who perform similar tasks in Alation or belong to the same department in an organization.

Alation has 2 types of groups:

• Built-In Groups

• Custom Groups

Groups can be managed by users with the Server Admin or Catalog Admin roles.

To access the Admin Settings > Groups page:

1. If you are a Catalog Admin, click the Settings menu on top right and then click Groups:
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2. If you are a Server Admin, go to the Admin Settings page and click Groups in the Catalog Admin section:

2.6.1 Built-In Groups

Built-in groups are available by default and cannot be removed. They directly correspond to the Alation roles:

• In releases up to V R6 (5.10.x): the built-in groups are Server Admins and Catalog Admins.

• Starting with V R7 (5.12.x), there are 6 built-in groups: Server Admins, Catalog Admins, Source Admins,

Composers, Stewards, Viewers.

Each built-in group includes users with the respective Alation role as members. When the role of a user is changed, it is

reflected in their membership in a built-in group: the user is automatically placed into the built-in group that corresponds

to their new role.
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Both Server Admins and Catalog Admins can view built-in groups.

From release V R7 (5.12.x), the built-in groups cannot be edited. They are updated automatically when Alation users

are assigned roles.

2.6.2 Custom Groups

Custom groups are either created by Server or Catalog Admins or created automatically as the result of SCIM sync.

Note: SCIM groups are available from version 2021.3

Groups that are Defined in Alation or Defined in LDAP can be created manually by admins:

• Custom group is defined in Alation: when a custom group is defined in Alation, group members can be added

manually from user accounts that exist in Alation.

• Custom group is defined in LDAP: when a custom group is defined in LDAP, it is configured to use the DN of

the corresponding group in the LDAP directory of the organization to sync the group members between Alation

and the LDAP directory. LDAP groups should be configured when Alation uses the LDAP authentication method

and users and groups in Alation and in the LDAP directory need to be in sync.

Groups that are Defined in SCIM are created automatically when SCIM integration is enabled on the Alation instance

and Groups are pushed from the IdP over SCIM. SCIM integration requires that the authentication method in Alation

should be SAML. Also see SCIM Groups.

Create Custom Groups Defined in Alation

1. Log in to Alation as a Server or Catalog Admin and go to the Groups page in Settings.

2. On the Groups page, scroll down to the Custom Groups section.

3. Click the Add Group link on the right. A new untitled group in the Edit mode will appear under Custom Groups.

4. Click on the Group Name field and type a name.

5. By default, the Defined in field is set to Alation. Leave the default value.

6. Release 2021.1 and later: map an Alation role onto the group using the Mapped to list. Mapping a role onto the

custom group is optional if you are using the default method of role assignment. However, it is required if you are

going to enable role assignment using custom groups. This action is available to Server Admins only, and will

appear as disabled to a Catalog Admin.

Note: For details on role assignment using custom groups, see Use Custom Groups to Assign User

Roles.

7. Click Save. The custom group is created. After the group information has been saved, you can add group

members.
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Add Members to a Custom Group

1. In the Custom Group section of the Groups page, select the group defined in Alation to which you want to add

members.

2. Click the Plus icon next to Members. The Search Users dialog will open.

3. Enter the first few characters of the username and click the search icon. Then click the appropriate user to add

them as a member of the group.

Remove Members from a Custom Group

1. In the Custom Group section of the Groups page, select the group defined in Alation from which you want to

remove a member.

2. Mouse over the name of the user to reveal the Delete icon to the right of the name.

3. Click the Delete icon to remove the member from the group.
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Create Custom Groups Defined in LDAP

For information on creating LDAP-defined Custom Groups in Alation, see Configure LDAP Groups.

Edit a Custom Group

1. To edit a Custom Group, click the Edit icon next to the Group name.

2. Update the information of the Custom Group.

3. Click Save. The information of the Custom Group gets updated and saved.

Map Groups Onto Roles

Applies from release 2021.1

The group-role mapping is optional for the default method of role assignment. By default, Server Admins assign roles

on a per-user basis on the Admin Settings > Users page.

The group-role mapping is required when the Use Custom Groups to assign user roles is enabled: Use Custom Groups

to Assign User Roles.

To map the group onto a role:

1. When editing a custom group, use the Mapped to list to map this group onto an Alation role:
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2. Save the changes to the group.

3. If there are already members in this group and the Use Custom Groups to assign user roles setting is already

enabled, then Alation will update the role assignments of the group members. Refresh the page to see the changes

in role assignment reflected in the built-in groups.

Delete a Custom Group

1. To delete a Custom Group, click the Delete icon adjacent to the Group name.

2. Confirm the deletion of the group.

2.7 SCIM Groups

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 2021.3

Alation has 3 types of Custom Groups. A Group type is defined by how Group members are added to the Group and can

be:

• Defined in Alation

• Defined in LDAP

• Defined in SCIM

Unlike groups defined in Alation or LDAP Groups, SCIM Groups cannot be manually created by Alation admins. They

are auto-created when the Alation server and an external IdP are synchronized over the SCIM API. SCIM Groups can

only exist if an Alation instance uses SAML as the authentication method with SCIM integration enabled and Groups

have been pushed to Alation from the IdP.
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SCIM Groups cannot be created, updated or deleted in Alation. Changes to SCIM Groups, such as adding or removing

group members, are performed in the IdP and pushed to Alation from the IdP by an automatic process. The properties

of SCIM Groups that an Alation admin can update are the Alation role mapped onto the Group and the Group name.

For detailed information about using SCIM, see Enable SCIM Integration for User and Group Management.

2.8 Group Profile Page

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Group Profile page allows the Server Admin or the Catalog Admin to make changes to the Catalog data of Group

objects and other users can view the details of the Groups. The Group Profile page contains such Group details as Group

Name, Members, Object References, Article References, and Tags.

The Group Profile page can be opened:

1. From the Manage Groups page in Admin settings

2. By clicking on the Group reference anywhere in the Catalog.

Catalog and Server admins can go to the Group Profile page from the Manage Groups page in Admin settings >Catalog

Admin > Groups. Hovering over a group name reveals a set of icons, including the Open Page icon:

Click the Open Page icon to go to the Group Profile page of a group.
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2.8.1 Editing Group Page

Catalog or Server Admins can edit the Group information such as title, email, tags and members.The following actions

can be performed by the Server Admin or Catalog Admins in a Custom Group:

Note: For Built-In Groups, admins cannot make changes to the available information. Only

Tags can be added or removed.

1. Hover your mouse over the title and click the Edit Icon to modify the Group title.

2. Hover your mouse over the email field and click the Edit Icon to add or modify the email ID. You can select the

Send notifications to group email checkbox to send email notifications to the email group if any changes are made

to the data quality flags of the object.

3. Click the Add Tags button to add tags to the Group or you can remove the Tag.

Note: Group Title and email ID fields display the recent values used when it is modified. Click

the Use button to reuse the details from the edit history.
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Expected actions that each user can/cannot perform on different group types are as follows:

User Group Can perform Cannot perform

Server Admin/Catalog Ad-

min

Built-in Groups
• Add/remove tags • Update Group Name

or email

• Add/remove Mem-

bers

Server Admin/Catalog Ad-

min

Custom Alation Group
• Add/remove tags

• Update Group Name

or email

• Add/remove Mem-

bers

Nil

Server Admin/Catalog Ad-

min

Custom LDAP Group
• Add/remove tags

• Update Group Name

or email

• Add/remove Mem-

bers

Source Admin/Compose

/Steward/Viewer

All Groups
• Add/remove tags • Update Group Name

or email

• Add/remove Mem-

bers
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Members

Members tab displays the list of members added in the Group. Admins can view the details of each member.

1. Click the Add Members button to add new members to the Group.

2. Click the Remove button to remove a Member from the Group.

3. You can sort the columns of the Members Tab with the Sort icon.

4. Set the number of records to be displayed in the table from the drop list.

5. Click on any Member to view the details of the member.

Object References

Object References tab displays the list of Objects to which the Group is added for specific roles.

1. Click on any Object to view the details of the Object.

2. Use the Sort icon to sort the Reference Type column.
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3. This list will display the recent 1000 Object references for which the user has permission to view. Click the

searching for the object which opens the Full Page Search to find the older Object References.

Article References

The Article References tab displays the list of Articles when the group is assigned to specific roles.

1. Click on any Article to view the details of the Article.

2. Use the Sort icon to sort the Reference Type column.

3. The displayed list are the recent Article References. Click the searching for the object which opens the Full

Page Search to find the older Article References.

2.9 Configure LDAP Groups

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

When Alation is configured to use LDAP authentication, you can create groups that use the Group type Defined in

LDAP. LDAP Groups will be auto-synchronized with the groups in the LDAP Directory of your organization. Alation

users who belong to the corresponding group in your LDAP directory, will be placed into the corresponding LDAP

Group in Alation, based on Group DN that is specified in the configuration of the Group.

Note: Using LDAP Groups in Alation requires that Bind DN should be set in the LDAP settings on the Authentication

tab to enable searching for groups. Before you set up LDAP Groups in Alation, make sure that the Bind DN has been

specified. See User Authentication with LDAP.

To create LDAP Groups in Alation,

1. Log in to Alation as a Server Admin or a Catalog Admin and go to the Groups page:
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2. Hover over Custom Groups to reveal the Add Group link on the right:

3. Click Add Group. This will add a new custom group in the Edit mode:

4. In the Group Name field, specify a name for the group you are creating.
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5. From the Defined in list, select LDAP:

6. The Alation group requires a full Distinguished Name (DN) of the corresponding LDAP group. For exam-

ple: cn=Engineering,ou=Groups,dc=alation,dc=com. Specify the DN in the Group DN field:

7. Click Test to test the group configuration.

8. Release 2021.1 and later: map an Alation role onto the group using the Mapped to list. Mapping a role onto the

group is optional if you are using the default method of role assignment. However, it is required if you are going

to enable role assignment using custom groups. This action is available to Server Admins only, and will appear as

disabled to a Catalog Admin.

Note: For details on role assignment using custom groups, see Use Custom Groups to Assign User

Roles.

10. Click Save to save the group.

When a new user logs in to Alation for the first time authenticating against your LDAP server, their group membership

in Alation will be automatically updated and the corresponding LDAP-based group will show this user in the list of

members.
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2.9.1 Details on LDAP Group Sync in Alation

Alation creates a flat list of members for a group.

Note: If an organization has groups and subgroups, Alation drills down to the level of a subgroup to find all users of

the group and populates the list of members.

Alation supports two methods to determine group membership. This is configurable on the Authentication tab:

• Search group for all members Alation queries the LDAP Server to get attributes of the group DN specified.

Members of the group are inferred by processing the member DNs in the “memberOf” attribute (or whichever is

configured as the Membership Attribute) on the group.

• Search members for group This is the default option to find members of a group. Alation constructs a filter to

query the LDAP server for getting all members who belong to a group. Alation checks if the member DN matches

the “memberOf” (or whichever is configured as the Membership Attribute).

The Admin can either leave the default option or use Search group for all members option.

2.9.2 Group Membership Updates

Alation queries the LDAP server every 15 minutes (default) to periodically update the details of group membership. In

addition, group membership is updated every time a group Defined in LDAP is re-saved in the UI or when a user logs in

to Alation using LDAP authentication.

You can use the dedicated alation_conf parameter to change the frequency of the auto-sync. Replace the default value

15 with any suitable number of minutes.

Release 2021.3 and Newer

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. Set the value:

alation_conf user_group_management.sync_from_directory_provider.ldap.group_

sync_period -s <value_in_minutes>

Example:

alation_conf user_group_management.sync_from_directory_provider.ldap.group_

sync_period -s 20
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3. Restart Web:

alation_supervisor restart web:*

Releases V R7 - 2021.2.x

1. SSH to the host and enter the Alation shell:

sudo /etc/init.d/alation shell

2. Set the value:

alation_conf alation.authentication.ldap.group_sync_period -s <value_in_

minutes>

Example:

alation_conf alation.authentication.ldap.group_sync_period -s 20

3. Restart Web:

alation_supervisor restart web:*

2.9.3 Error Logging

Paths in this section are given inside the Alation Chroot: can be accessed from the Alation shell.

Issues with the periodic LDAP group sync are logged in:

• /opt/alation/site/logs/celery-default_error.log

Trace and debug information related to issues with LDAP login or configuration can be found in:

• /opt/alation/site/logs/alation-error.log

• /opt/alation/site/logs/alation-debug.log

• /opt/alation/site/logs/alation-info.log

2.9.4 Known Issues

After saving a group defined in LDAP (on the Groups page), the “<number of users> not in Alation” line does not

currently appear until a page refresh is done or the page is subsequently loaded.

2.9.5 Cache Membership

The LDAP group member relationship in Alation is stored similar to regular Alation groups and users, which means this

information is cached. You may see a delay in users appearing in their respective groups or in changes to be applied.

This delay would typically be about 15 minutes (or the refresh time you have configured) that is required for searching

and synchronizing group members between the systems.
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2.10 Use Custom Groups to Assign User Roles

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.1

Server Admins can choose to automatically manage user role assignment using Custom Groups when:

• LDAP is the authentication method (available from release 2021.1)

• SAML is the authentication method (available from release 2021.3)

By default, new Alation users are auto-assigned a default role when they log in to Alation for the first time. A Server

Admin must change the role manually in order to grant users the necessary privileges if their role should be other than

default. For Alation instances with LDAP or SAML authentication, instead of the manual role assignment (default),

an admin can activate assignment of roles using custom groups. This mode of role assignment can be turned on in

Admin Settings > Groups with the Use Custom Groups to assign user roles setting.

Note: The default role can be selected in Admin Settings > Authentication. Roles can be manually

assigned in Admin Settings > Users. For details, see Assign Roles.

Turning on assignment of user roles using custom groups is accompanied by a number of changes to the user administration

process in the Alation Catalog. Alation will begin to automatically assign roles to users based on their membership in a

custom group. Server Admins will not be able to manually assign roles to individual users as role assignment will be

fully governed by custom group membership. In the Alation UI:

• Changing roles for each individual user in Admin Settings > Users will no longer be available.

• Assignment of roles via the CSV upload will not be possible.

• It will not be possible to change the authentication method in Admin Settings > Authentication. It can only be

changed after the Use Custom Groups to assign user roles setting is turned off.

• Users without a custom group will be assigned the default role defined in Admin Settings > Authentication.

Note: The default role is assigned only when the auto-suspension option is turned off. Auto-suspension

is an additional configuration option that can be enabled in Admin Settings > Groups in order to

further automate the process of role assignment. If auto-suspension is on, the default role will not be

assigned. Auto-suspension is only available if the authentication method is LDAP. See Use Custom

Groups to Manage User Suspension and Activation for more details.

• Users who are found in two custom groups mapped onto different roles will receive the role with higher permissions.

• If a user is removed from a custom group, they will be assigned the default role or suspended if auto-suspension

is enabled.

• Role assignment using custom groups works for all types of custom groups: Defined in LDAP, Defined in Alation,

and Defined in SCIM.
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2.10.1 Enable Role Assignment Using Custom Groups

Requires the role of Server Admin

1. Sign in to Alation and go to the Admin Settings > Groups page.

2. Create the required number of custom groups and map them onto Alation roles. If custom groups already exist,

map the existing groups on to the Alation roles. You can create both LDAP-defined and Alation-defined groups.

Although role assignment using custom groups can only be enabled if LDAP is selected to be the authentication

method, it will work for both types of custom groups.

On how to create custom groups and map them onto roles, see:

• Custom Groups

• Map Groups Onto Roles

3. Make sure that at least one custom group is mapped onto the Server Admin role and that this group already has

at least one active user. After role assignment using custom groups is enabled, users who do not belong to any

custom group will be auto-assigned the default role. Having a custom group with active Server Admins is crucial

if you are going to switch between the role assignment methods.

4. After mapping custom groups onto roles and after you have made sure there are active users in the group mapped

onto the Server Admin role, click the toggle Use Custom Groups to assign user roles:

5. This reveals an info-box that recommends to proceed with caution as you are changing the way roles will be

managed in Alation:
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6. Click Save changes in the bottom right corner of the warning box. A confirmation dialog will open:

7. Click Confirm Changes and in the next pop-up that opens, click Done. It usually takes a few minutes for the

changes to apply. During this time, Alation will update all user profiles based on their membership in a custom

group and will assign the role mapped onto the group. Users who are not members of any custom group will be

assigned the default role. Also, note the changes to the user management process that will take effect:

• It will not be possible to assign roles manually in Admin Settings > Users

• It will not be possible to assign roles using the upload of user profiles in a CSV file

• It will not be possible to change the authentication method in Admin Settings > Authentication.

8. Refresh the groups page to see the updated role assignments also reflected in the built-in groups.
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2.10.2 Turn Off Role Assignment Using Custom Groups

To disable role assignment using custom groups, turn off the toggle Use Custom Groups to assign user roles. This

returns Alation to the default role assignment method when roles are assigned to individual users on the Admin Settings

> Users tab by a Server Admin.

When you disable role assignment using custom groups:

• Assignment of roles on the Admin Settings > Users tab and by uploading user profiles from a CSV file becomes

available.

• The authentication method in Admin Settings > Authentication can be changed.

• Users who were previously assigned roles via custom groups will keep their role assignment.

• New users who initially log in to Alation will be assigned the default role. A server admin can grant a different

role to a user on the Admin Settings > Users tab.

2.10.3 Use Custom Groups to Manage User Suspension and Activation

In addition to role assignment using custom groups, an admin can enable the option of using custom groups to manage

user suspension and activation. This functionality is only available when the authentication method is LDAP.

With Use Custom Groups to manage user suspension and activation turned on, Alation will further automate the

role assignment process. Revoking access from users who are removed from LDAP groups and granting access to users

newly added to LDAP groups will not require manual intervention from an admin. If a user is removed from an LDAP

group in the AD database, this user will be automatically suspended from Alation. If a new user is added to an LDAP

group, then they will be able to log in to Alation with the necessary role, without having to contact an admin to be

granted the required access. Enabling the option to use Custom Groups to manage user suspension and activation causes

the following changes to the user management process:

• Server Admins will not be able to suspend or activate users manually on the Admin Settings > Users page.

• Signup Moderation will be disabled in Admin Settings > Authentication

• The default role will no longer apply and will be disabled in Admin Settings > Authentication.

• All users who are not in a custom group mapped to a role will be suspended.

• Suspended and pending users who belong to a custom group that is mapped to a role will be re-activated.

Important: With Use Custom Groups to manage user suspension and activation enabled, a user cannot log in to

Alation unless they belong to a Custom Group with an Alation role mapped onto this group.

To enable the option Use Custom Groups to manage user suspension and activation:

1. In Admin Settings > Groups, toggle on the switch Use Custom Groups to manage user suspension and

activation. This reveals an info-box that recommends to proceed with caution as you are changing the admin

steps to suspend and activate users:
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2. Click Save changes. Alation will update the status of all existing users and apply the changes to the user

management process.

Examples

Let’s look at a number of examples in Alation UI.

1. The screenshot below illustrates a case when Use Custom Groups to manage user suspension and activation

is disabled. Let’s focus on the following users:

• Riemann: user is active and belongs to a custom group Data Scientists that is mapped to the

Composer role

• Boyle: user is active, has the role of a Server Admin but does not belong to any custom group

• Gauss: user is currently suspended, but in the LDAP directory, this user belongs to a group that

also exists in Alation as a custom LDAP group.

2. When Use Custom Groups to manage user suspension and activation is disabled, in Admin Settings >

Authentication, the User Signup Moderation Preference setting and the default Alation role can be changed:
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3. After Use Custom Groups to manage user suspension and activation is turned on, the status of the users will

change:

• Boyle: user is auto-suspended because he is not a member of a custom group with an Alation role

mapped onto it

• Gauss: user is auto-reactivated and placed into the custom group that corresponds to his LDAP

group

• Riemann: no changes

4. After Use Custom Groups to manage user suspension and activation is turned on, in Admin Settings >

Authentication, User Signup Moderation Preference and the default Alation role become disabled:
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2.10.4 Turn Off Using Custom Groups to Manage User Suspension and Activation

To disable the option Use Custom Groups to manage user suspension and activation, turn off the corresponding

toggle on the Admin Settings > Groups page and save the changes:

Alation will return to the default way of suspending and activating users:

• Alation will stop automatically suspending all users who do not belong to a custom group that is mapped to a role.

• Alation will stop automatically activating pending users and suspended users who belong to a custom group that

is mapped to a role.

• Default role selection will be enabled on the Admins Settings > Authentication page and the default role will be

applied to any new unassigned users.

• Signup moderation can be enabled in Admins Settings > Authentication.

• Admins will be able to manually suspend users in Admins Settings > Users.

Important: Users who were previously suspended or activated by this feature will stay suspended or activated. Ad
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admin must manually reactivate or suspend these users, if necessary.

2.11 Email Server Tab

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

On the Email Server tab, users can:

• Select the Built-In SMTP Server option as their Email Server configuration

• Set up the Corporate SMTP Server

• Configure Email Interactions

For details on email server setup, see Email Server Configuration.

2.12 Bulk Utility

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Bulk Utility is a beta feature that allows Server Admins and Catalog Admins to create, edit, and delete objects via

file upload. Currently, three scenarios are fully supported:

• Migrating articles to glossary terms

• Bulk creation or editing of glossary terms

• Bulk creation or editing of articles

Bulk edit or creation of any other object type is not supported.
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2.12.1 Enable the Bulk Utility

The Bulk Utility is available to Server and Catalog Admins once a Server Admin has enabled the Bulk Utility feature

flag on the Feature Configuration page:

2.12.2 Access the Bulk Utility

Server Admins can access the Bulk Utility tool from the Admin Settings page:

Both Server Admins and Catalog Admins can also access the Bulk Utility tool by appending /bulk-utility/ to the end of

the catalog URL. The utility appears as a generated Article within Alation:
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The Article is named “Bulk Utility (user.name)”, where “user.name” is the user who accessed the page. The article is

set to private; only other Catalog and Server Admins can see it.

Warning: Do not change the permission settings! This ensures that this feature is used only by you—other users

will have their own copy of the article with permissions set for them.

2.13 License

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Users with the Server Admin role can view the license consumption information on the License tab of the Admin

Settings page. Alation has three levels of user license, which map to user roles as follows:

• Creator License: For all three admin roles (Server, Catalog, and Data Source), Stewards, and Composers.

• Explorer License: For those having the Explorer role, who need to run query forms or work in spreadsheets

2.13. License 3685



Alation User Guide

directly using Alation Connected Sheets. The Explorer license is available from Alation version 2023.1 on Alation

Cloud Service deployments on cloud-native architecture.

• Viewer License: For those who use the catalog for information only.

The License dashboard under Admin Settings displays detailed license consumption information for your catalog

instance:

From Alation release 2023.3, new customers on Alation’s cloud-native architecture will see a different license dashboard:

The new dashboard provides greater transparency into the number of licenses of each type (Creator, Explorer, and

Viewer) that are currently used and are currently available. For Creator licenses, you can click Creator license allocation
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by role to see how the licenses are allocated to the roles Composer, Steward, Source Admin, Catalog Admin, and Server

Admin:

The dashboard also provides information on the usage of data objects, which can also be broken out by object type:
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For customers who began using Alation’s cloud-native architecture before version 2023.3, this new dashboard is hidden
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behind a feature flag. Contact your account manager if you want to have your account upgraded to the new entitlement

service.

2.13.1 License Term & Expiration

• Days Used counter: visualizes the number of days the license is in use and the number of days left until its

expiration date. The Alation license file has such internal property as Date Issued. This is the date from which

Alation counts the Days Used metric.

• License details, such as Expiration Date, License Name, and Site ID.

2.13.2 User Role Assignments

• Users current number of active users on the instance.

• Admins, Composers, Stewards, Explorers, and Viewers counters display the number of each type of seat that is

allocated, consumed, or still free. The labels you see on these counters will indicate if the limit on the seats of

each type is reached:

– N allocated number of seats provided under this license

– N left remaining number of seats

– Limit Reached all seats of this type are assigned to users, including the additional grace seats

Note: The Alation license may include a certain grace number of seats of each type. When all available seats, including

the grace seats, are assigned, the counter will indicate that the license limit is reached by displaying the Limit Reached

indicator. Until then, you may see the indicator 0 left. 0 left means that although the soft limit of seats purchased is

reached, there are some grace seats still available.

2.13.3 Actions

On the Licenses tab, you can:

• Upload a new license file

• View the user roles chart

• Conveniently navigate to the Users tab of the Admin settings

Upload a License File

You can upload a new license file on the Licenses tab. To upload a new license file, click Upload License File. . . on the

upper right and in the upload file dialog that opens, select the license file and click Open. Alation will validate the file

and upload it.
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Compare User Roles

To view the details for the Alation roles,

1. Click Compare User Roles.

2. In the Compare User Roles pop-up that opens, you can view the information about the functional areas each role

can access. Hover over the Info icon to view more details about each functional area.

3. Click Close to close the pop-up.

Navigate to Users Tab

Click the Manage Users link to navigate to the Users tab of the Admin Settings. The Users tab allows you to manage

user accounts on the Alation instance:
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2.14 Manage Encryption Keys

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

For all customer-managed Alation deployments, encryption keys are generated and stored internally in Alation, and the

Encryption Key Rotation page allows you to regenerate those keys manually. This is described in Rotate Encryption

Keys Manually.

For Enterprise Alation Cloud Service deployments, encryption keys are by default generated and rotated automatically.

However, users may provide their own encryption keys using the Bring Your Own Encryption Key feature.

2.14.1 Rotate Encryption Keys Manually

You can rotate encryption keys on the Admin Settings page. Regular key rotation is a recommended practice to achieve

compliance with data security requirements at an organization.

This requires the role of Server Admin.

Important:

1. It is recommended to take a backup before starting Key Rotation by following steps in Create Backups Manually.

2. The initial key rotation process requires additional disk space (1.5 times the size of the internal database rosemeta).

3. Consider taking another backup after key rotation has finished. This may be a fail-safe if you may need to restore

Alation from a backup before the next scheduled backup takes place. This backup will have the new encryption

keys and will help avoid re-keying the data.

To rotate keys,

1. Sign in to Alation as a Server Admin and click the Admin Settings icon on the upper right to open the Admin

Settings page. In the Server Admin section, click Encryption Key Rotation. This will open the Encryption Key

Rotation tab:

2. Under Key Rotation, click Start Key Rotation and in the confirmation dialog that opens, click Confirm:
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Important: Do not stop, start, or restart any Alation services until key rotation is complete.

Stopping and starting services while key rotation is in progress may result in data corruption in the

internal Postgres database.

3. Confirmation will initiate a key rotation job that you can monitor under Key Rotation Job History:

Note that the key rotation job cannot be scheduled. The key rotation schedule has to be managed outside Alation.

2.14.2 Bring Your Own Encryption Key

Alation Enterprise Edition supports Bring Your Own Encryption Key (BYOK), which allows you to use your own

Amazon Web Services (AWS) KMS Key Management Service account to generate cloud encryption keys.

The BYOK option is used for increased security, allowing full control over the keys that are used to encrypt or decrypt

data. With BYOK, you provide the encryption key that is used for encryption of data in the Alation Catalog.

This feature is enabled by default on Alation Cloud Service Enterprise Edition deployments with cloud-native architecture.

Administration of the BYOK requires the Alation Server Admin role.
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Limitations

There are some limitations to the BYOK functionality, including:

• Once your KMS key is enabled for an instance, it cannot be reversed to using Alation’s KMS key. Be sure to

exercise caution before enabling your KMS key.

•

Important: If BYOK is enabled, your KMS key service must be available and responding at all times to ensure

proper functioning of the Alation Catalog. If the key is deleted or the key service is down, your Alation instance

could become inoperative.

• There is some transient data related to Query Log Ingestion (QLI) which will be stored as encrypted using

Alation’s KMS key, even with BYOK enabled.

Initial Preparation from Your AWS Account

From your AWS Account, do the following:

1. Create an IAM Role with the name AlationBYOKRole.

Note: The role name must be exactly the same, including upper and lower case as the role name is case sensitive.

This is so the Alation service account does not try to access any other role in your account, as there is a strict

permission policy applied on the service account role to only assume the role with this specific name. See Creating

a role to delegate permissions to an IAM user - AWS Identity and Access Management for more information.

2. Create a KMS Key that you want to use for encrypting data inside Alation.

Note: Alation requires this to be a symmetric key that is enabled. Having the key enabled allows Alation to

use the KMS key for cryptographic operations. See Creating keys - AWS Key Management Service for more

information.

Onboarding the AWS Managed Key to Alation

To onboard the AWS KMS Key to Alation, do the following:

1. In Alation, click the Settings icon in the upper right corner of the home page.

2. Click Server Admin > Encryption Key Rotation. The Bring Your Own Key page opens:
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3. Under Provider Name, ensure that AWS KMS is selected.

4. Under Provider Region, select the appropriate region.

5. Under Key ARN, enter the Amazon Resource Name (ARN) for your generated key.

6. Under Assume Role ARN, enter the Amazon Resource Name (ARN) for your AlationBYOKRole.

7. Click the link for permission policy snippet to open the snippet:
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8. Copy the snippet and in the AWS Console paste the snippet into the permissions policies for your AlationBYOKRole

(substitute your actual Key ARN for the placeholder in the snippet):

This ensures that the AlationBYOKRole can access the KMS Key and perform the following operations on it:
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"kms:Encrypt",

"kms:Decrypt",

"kms:ReEncrypt*",

"kms:GenerateDataKey",

"kms:DescribeKey",

"kms:DeleteImportedKeyMaterial",

"kms:ConnectCustomKeyStore"

9. In Alation, click the link for trust policy snippet to open the snippet:

10. Copy the snippet and in the AWS Console paste the snippet into the trust policies for your AlationBYOKRole:
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This allows your Alation service account to assume the role AlationBYOKRole. The ExternalId value must be

exchanged and agreed upon by Alation and your AWS account. Each Alation customer gets a unique ID that

is automatically generated on Alation, and you can find this ID within the trust snippet. This ExternalID value

should be included in the Trust Policy that you set up in your AWS account for the role AlationBYOKRole. This

is done for increased security and to prevent vulnerabilities such as the “confused-deputy problem”.

When the required setup on your AWS account is complete, validate that Alation can access the KMS Key.

1. Click the Test button. When validation is complete, you will see a confirmation stating Alation is successful in

accessing the KMS Key.

2. Click Save. A confirmation dialog displays, warning that the action is not reversible and reminding you of some

of the limitations noted above.

Note: If the key is in a different region from the Alation service, there can be increased latency for normal

operations on the Alation Catalog that could involve encrypting or decrypting data, for example, Data Profiling.
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3. Click Continue to import the KMS Key into Alation. When the import is complete, a confirmation displays that

your data will be encrypted using your encryption key.
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2.15 Feature Configuration

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.1

Note: In releases prior to 2021.1, the Feature Configuration page was known as Labs.

Feature Configuration is a section in Admin Settings where you can enable and disable Alation features. It is visible

to users with the Server Admin role.

To open Feature Configuration,

1. Sign in to Alation as a Server Admin and click the Admin Settings icon on the upper right to open the Admin

Settings page:
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2. Under Server Admin, click Feature Configuration to open the Feature Configuration page:

3. In the list of features, find the functionality you want to enable or disable. Click the corresponding toggle to enable or

disable a feature. Note that some features cannot be disabled after they are turned on:

4. Changes on the Feature Configuration page must be saved. Click Save changes on the upper right of the page to

save the changes:
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5. In the Save confirmation dialog that opens, confirm your action by clicking Save Configuration. The feature will

be enabled (or disabled):

Some features cannot be disabled. This will be indicated in the feature description next to the feature toggle. For

example:

After you have enabled such a feature, the toggle will become inactive eliminating the ability to turn the feature off:
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2.16 Enable Document Hubs, Glossaries, and Terms

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Glossaries and Terms were first introduced in Alation version 2022.2. To enable Glossaries and Terms, you have to

enable two flags on the Feature Configuration page. In version 2023.5, these flags were renamed in preparation for the

release of Document Hubs, and an additional feature flag specific to Document Hubs was added. Document Hubs are

officially in the public preview phase in Alation version 2024.1.

See below for an explanation of the flags related to Document Hubs, Glossaries, and Terms for each version of Alation.

• Version 2024.1 and Newer

• Version 2023.3.5

• Versions 2022.2 to 2023.3.4

Feature flags can be enabled by a Server Admin on the Feature Configuration tab of the Admin Settings page. See the

Feature Configuration topic for help enabling feature flags.

2.16.1 Version 2024.1 and Newer

Document Hubs extend and build on the existing functionality for Glossaries, so Document Hubs use some of the same

feature flags. These feature flags have been renamed to refer to Document Hubs instead of Glossary Terms.

Glossaries Already Enabled

If you’ve already been using glossaries and terms, the feature flag Document Hubs 2: Show Glossary Hub should

already be enabled. The flag Document Hubs 1: Setup may or may not be enabled, as it’s irrelevant once Document

Hubs 2 is enabled.

To enable Document Hubs, use the feature flag Document Hubs 3: Enable Hub Creation (Public Preview).

When you enable Document Hubs, there will be no functional changes to your existing glossaries and terms. Since

Document Hubs extend and build on the existing functionality for Glossaries and Terms, the Glossary Hub is already

considered a document hub. Glossaries are considered to be folders, and terms are considered to be documents.

Glossaries Not Enabled

Three feature flags control the enablement of Document Hubs. These flags are disabled by default.

• Document Hubs 1: Setup

When enabled along with Document Hubs 3: Enable Hub Creation (Public Preview):

– Server Admins and Catalog Admins can use the features to define document hub templates, folders, and

documents. No changes are visible to other users until you enable Document Hubs 2: Show Glossary Hub.

– Any existing Glossary Hub content will be converted into Document Hubs.

When enabled without Document Hubs 3: Enable Hub Creation (Public Preview):

– Server Admins and Catalog Admins can use the features to define term templates, glossaries, and terms

without the newer Document Hubs functionality. No changes are visible to other users until you enable

Document Hubs 2: Show Glossary Hub.
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• Document Hubs 2: Show Glossary Hub

This flag should be enabled once you have defined your document hub templates or term templates and your

initial set of documents or terms. Once this flag is enabled:

– The document hubs you’ve created, including your glossary hub, will become visible to all users.

– Stewards and other users with appropriate permissions can define folders and documents.

– If you haven’t previously enabled Glossaries and Terms, any previous glossaries you may have created using

articles are relabeled as Article Groups.

• Document Hubs 3: Enable Hub Creation (Public Preview)

When enabled along with Document Hubs 1: Setup, Server Admins and Catalog Admins can use the features to

define document hub templates, folders, and documents.

When enabled along with Document Hubs 2: Show Glossary Hub, your document hubs will become visible to

all users.

Once Document Hubs are enabled, you can create and configure document hubs.

Document Hub, Glossary, and Term Configuration

Two additional feature flags control the behavior of Document Hubs, Glossaries, and Terms:

• Document Hubs 4: Performance Improvement. This flag, when enabled, provides substantial performance

improvement when listing documents. The flag is enabled by default.

• Document Hubs 5: Document Total Count. This enables the document count in Document Hubs. If you have

thousands of documents, we recommend that you leave this flag disabled as it can significantly increase load

times.

2.16.2 Version 2023.3.5

Two feature flags control the enablement of Glossaries and Terms. Both flags are disabled by default.

Note: Although these flags refer to Document Hubs, they also control Glossaries and Terms. Document Hubs extend

and build on the existing functionality for Glossaries, so Document Hubs use some of the same feature flags.

Document Hubs 1: Setup (previously named Glossary Terms Setup). This flag enables the features that allow Server

Admins and Catalog Admins to define term templates, glossaries, and terms. No changes are visible to other users until

you enable Document Hubs 2: Show Glossary Hub.

Document Hubs 2: Show Glossary Hub (previously named Glossary Terms GA). This flag should be enabled once

you have defined your term templates and your initial set of glossaries and terms. Once this flag is enabled:

• Your Glossary Hub will become visible to all users.

• Stewards and other users with appropriate permissions can define terms and glossaries.

• Any previous glossaries you may have created using articles are relabeled as Article Groups.

Important: We do not recommend enabling the flag Document Hubs 3: Enable Hub Creation (Public Preview) in

version 2023.3.5. Please upgrade to 2024.1 or newer before enabling this flag.
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Document Hub and Glossary Term Configuration

Two additional feature flags control the behavior of Document Hubs, Glossaries, and Terms:

• Document Hubs 4: Performance Improvement (previously named Glossary Terms Performance Improvement).

This flag, when enabled, provides substantial performance improvement when listing terms. The flag, disabled by

default, was introduced in Alation 2023.3.1. From Alation 2023.3.3, it is enabled by default.

• Document Hubs 5: Document Total Count (previously named Glossary Terms Total Count). This enables the

terms count on the Glossary Hub. If you have thousands of terms, we recommend that you leave this flag disabled

as it can significantly increase load times.

2.16.3 Versions 2022.2 to 2023.3.4

Two feature flags control the enablement of Glossaries and Terms. Both flags are disabled by default.

Glossary Terms Setup. This flag enables the features that allow Server Admins and Catalog Admins to define term

templates, glossaries, and terms. No changes are visible to other users until you enable Glossary Terms GA.

Glossary Terms GA. This flag should be enabled once you have defined your term templates and your initial set of

glossaries and terms. Once this flag is enabled:

• Your Glossary Hub will become visible to all users.

• Stewards and other users with appropriate permissions can define terms and glossaries.

• Any previous glossaries you may have created using articles are relabeled as Article Groups.

Glossary Term Configuration

Two additional feature flags control the behavior of Glossaries and Terms:

• Glossary Terms Performance Improvement: This flag, when enabled, provides substantial performance

improvement when listing terms. The flag, disabled by default, was introduced in Alation 2023.3.1. From Alation

2023.3.3, it is enabled by default.

• Glossary Terms Total Count: This enables the terms count on the Glossary Hub. If you have thousands of terms,

we recommend that you leave this flag disabled as it can significantly increase load times.

2.17 Compose Settings Tab

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Compose Settings section of the Admin Settings allows Server Admins to configure global Compose settings for:

• Whether to use Compose Web or Compose Desktop

• Whether to automatically connect to data sources when opening a new Compose tab

• Whether to allow query execution deferral

• Whether to allow query results to be exported

• Whether to allow comments inside variables

• Whether to trim extra spaces for fixed length char types

• Whether to wrap fields in quotes for exports and downloads
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• How long to wait for a response to various requests (database connection, default schema, cancel, and explain)

• How long to wait before ingesting executed statements

• Maximum result size

The Compose Settings section provides an explanation for each setting. This tab is only visible to Server Admins.

Compose itself has separate settings that each Compose user can configure individually to fine-tune their Compose

experience. To access these personal Compose settings, go to Compose, then click the Settings menu in the top right

corner.

2.18 Software Updates Tab

Warning: The Software Updates tab is a legacy page. Do not use this page to configure updates. Alation updates

are done manually following release-specific update instructions.

For general information on the update process, see Update Alation.

To access the Software Updates tab in versions V R3 and above,

1. Sign in to Alation as Server Admin, and in the upper-right corner of the screen, click the Admin Settings icon to

open the Admin Settings page.

2. In the Server Admin section click Software Updates to open the Software Updates tab:
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Update Option Description

Automatically install updates This option requires that your instance should be connected to the Alation

Customer Portal.

When you select this option, you will need to specify a time window for

the update. The update will be initiated by the system as soon as it is

available and during the time you have reserved. This process does not

require an admin’s involvement.

A two-hour window is recommended, during which your data catalog

will be unavailable to end-users.

Check for updates but let me choose

when to install them

This option requires that your instance should be connected to the Alation

Customer Portal, too.

With this option selected, you will be informed on the new update avail-

ability and the build number. When you decide to update, you can

schedule a time window. The update will be run by the system during the

specified time interval. This process requires that you monitor the update

availability and schedule the time interval after the update is available.

A two-hour window is recommended, during which Alation will be

unavailable to end-users.

Don’t check for updates With this option selected, the update process will not be managed by the

system. You will be able to update Alation manually when you deem it

appropriate and without actively using the connection to Customer Portal.

When a new update becomes available, Alation issues email notifications

to all system admins. The new build will be supplied for your instance by

the Alation team and will be available for download from the Customer

Portal.

2.19 Reporting Usage

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version V R3 (5.6.x)

Alation requests you to make sure that your usage information is uploaded to the Alation cloud server periodically.

Up-to-date usage data is paramount to product development and customer support to maintain the highest quality of the

product and provide users with the best catalog experience. This data must be reported at least monthly or more often if

your instance is in heavy use.

Usage data reporting can be addressed on the Reporting tab of the Admin Settings section. There are three ways to

upload your usage stats:

• automatic

• using the web browser

• manual

Reporting tab:
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2.19.1 Automatic Uploading

Automatic uploading is the default process that does not require any manual action from admins. Alation will try to

automatically establish connection to its cloud server and report usage. If there are no network issues, this process will

automatically upload the data daily.

To check on the state of automatic uploading,

1. On the main toolbar, click the Admin Settings button and on the Admin Settings page that opens, in the Server

Admin section, click Reporting. The Reporting tab will open.

2. Under Automatic Reporting, check the connection status.

Status Description

Connection Successful Automatic uploader is working

Connection Failed Alation cannot reach its cloud being uploaded. If you encounter this

problem, troubleshoot by completing the network setup instructions and

unblocking the ports required for Alation to report usage automatically.

For details on network setup, see the Installation Guide.

If Alation fails to connect to your server to collect data automatically, we request you take action and upload in an

alternative way using the web browser.
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2.19.2 Uploading in Web Browser

If you encounter problems setting up automatic reporting, we recommend uploading the data using the web browser.

This option will become available when automatic reporting network connection fails.

This functionality does not work in Safari. Use other available browsers.

Upload Alternatives: Upload in Web Browser:

The browser upload automatically transmits usage stats to Alation cloud server using your browser and using your

internet connection. To upload in web browser,

1. Under Upload Alternatives on the Reporting tab, select the Upload in Web Browser tab.

2. Click Start in the bottom right corner to get started. You will be guided through the next steps: follow instructions

in the interface to perform the upload.

Important: Do not navigate away from this page or close this browser tab while Alation is uploading usage data. Leave

it open until uploading is complete. You can open other tabs in the browser, but the one currently uploading the data

must remain open and on this particular page in Alation.

Alation notifies you about the successful upload.

Note: If you know or suspect that you may have a large volume of usage data, perform the uploading one more time

because the oversized volume may have reached the upload limit and have only been uploaded in part. The browser-based

upload can only transmit average-sized chunks of data to avoid network failure issues.
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2.19.3 Uploading Manually

If upload using the browser fails, Troubleshoot Upload in Web Browser or perform a manual upload.

Upload Manually tab:

This procedure requires that you switch between the Alation application and the Customer Portal.

To upload manually,

1. In Alation, on the Reporting tab of the Admin Settings section, under Upload Alternatives, select the Upload

Manually tab. It has instructions on how to upload manually. You will return to this page later after downloading

the sync key from Customer Portal.

2. Now, in a different browser tab, log in to Customer Portal and select the instance you will be uploading for. The

page with instance details will open.

3. Still in Customer Portal, scroll down the page and find section Report Usage Data to Alation. Click Download

Sync Key:

4. After the key is downloaded, return to Alation.

5. This time in Alation, on the Reporting > Manual Upload tab: in section 1. Prepare for Download, click Upload

Sync Instructions, select sync key file you have downloaded from Customer Portal then upload it to Alation:
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6. After the sync key is uploaded, Alation will begin preparing your usage data. This process may take two to 10

minutes depending on the volume of the data.

7. As soon as the usage data file is prepared, still in Alation, click Download Latest Usage Data in section 2.

Download Data to download the file.

8. Now return to the Customer Portal and click Upload Latest Usage Data button to upload the usage data file you

have downloaded from Alation.

CUSTOMER PORTAL: upload data:

9. Still in Customer Portal, upon completing the upload, click Download the Verification Key to download this key.

10. Return to Alation (Reporting > Manual Upload) and in section 3. Verify Upload, click Upload Verification

Key to upload the key to Alation. After the upload is verified, you will have successfully uploaded usage data to

Alation.
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2.19.4 Troubleshoot Upload in Web Browser

Issue Solution

Connection step fails This may happen when even your browser cannot reach

the Alation Customer Portal. Open a new tab and see if

you can get to https://customerportal.alationdata.com.

If you fail, check your internet connection and make

sure your company firewall is not blocking you from

accessing the Customer Portal.

Get Key fails due to incorrect This may happen if your license

Site ID is out of date. To fix, log in to the Customer Portal and

select your instance. Scroll to the bottom of the page

and download the latest license for your system. Visit

/instance/ on your Alation server to upload the latest

license to your Alation server.

Upload Data fails or browser tab In some cases, the browser you

freezes are using may not be able to stream the data to the Cus-

tomer Portal. If you experience browser tab slowness

or the tab freezes entirely, we recommend you perform

manual upload.

Upload verification fails In some cases, the upload cannot be verified. This may

happen due to data corruption while uploading using

the browser.

2.20 Logging Tab: Sending Encrypted Logs

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version V R5 (5.9.x)

You need the role of the Server Admin to be able to send logs to Alation.

Alation will encrypt the logs you choose and create a bundle to be uploaded to the Customer Portal.

To prepare logs,

1. Go to Admin Settings > Logging
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2. This page includes instructions on how to send logs to Alation. In the date picker, select the time period for which

you want to view the logs. The Logs table will update to display all the logs found at /opt/alation/site/logs and

dated in the selected time period.

3. Select the checkboxes of the logs you want to bundle. The estimated size of all the log files you select will be

summed up in the Estimated Size field above the table.

4. Click Prepare. Alation will collect, encrypt, and package the selected logs.

5. Click Download to download the logs package to your machine.

6. Rename the downloaded file to include the name of your organization. For example: Organization_-

Name-yyyymmdd (where yyyymmdd stands for date).

7. Log in to Customer Portal and upload the logs package by clicking Upload Your Log Data Here. You will see a

notification that confirms that upload was completed successfully.

2.20.1 Related Topics

Logs Overview

2.21 Misc Tab

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

The Misc tab has the following options:

• Parser Logs: Prepare parser logs for download. You can download plaintext logs for your own review and

encrypted logs to be sent to Alation. This can be an important assist to the Alation team if an issue needs

investigation.

• Plot.ly Integration: A toggle to enable or disable Plot.ly integration. Plot.ly is a web-based data visualization tool

that can be used to create and share plots from Alation query results.

• Query Scheduling: A toggle to enable or disable Query Scheduling, which allows users to schedule automatic

query runs at defined intervals.

3712 Chapter 2. Administrator Settings

https://customerportal.alationdata.com


Alation User Guide

• Sidebar Reports Tile View: A toggle to enable or disable previews of a selection of reports in the Reports section

of the sidebar.

• Sidebar Keyboard Shortcuts: A toggle to enable or disable the sidebar keyboard shortcuts.

• Archive processed QLI data: Archive processed Query Log Ingestion data to save disk space.

2.22 Add Your Company’s Branding

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

You can add your company’s logo and brand color to Alation to make the Alation experience feel more like your

company. Your logo will appear on the login screen and the top left corner of Alation pages, including homepages that

are configured to use a small search banner. Your brand color will be used for icons and tab titles throughout the catalog.

It also affects the search banner’s background on homepages where the search banner is configured to use the theme

color.

Note: In versions 2020.3 to 2022.2, brand color was part of customizing the homepage. See Customizing the

Homepage - 2020.3 to 2022.2 for details.

To add your company logo and brand color to Alation:

1. Catalog Admins: Click on the Settings gear icon in the top right corner. A dropdown menu appears. Click

Branding.

Server Admins: Click on the Settings gear icon in the top right corner. The Admin Settings page appears. Under

the Catalog Admin section, click Branding.
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2. To add your brand color, click on the hex code under Theme Color. Type in the hex code of your brand color and

press Enter. You can see a preview of the selected color on the right.

3. To add your logo, drag and drop an image into the dotted rectangle under Your Logo, or click inside the rectangle

to select an image from your hard drive.

Note: The image must be in SVG format, have a transparent background, and be less than 5 MB in size. The

logo should use appropriate colors and opacity settings for appearing on a white background.

4. Under Vertical Positioning, you can use the slider to adjust the position of your logo in the top toolbar.

5. Use the toggle under Turn Co-Branding On / Off to make your changes visible to Alation users.

2.23 Add Alert Banners to the Homepage

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from 2022.1

Alation provides a customizable alerts banner that appears on the homepage, right below the search banner. You can

choose one of four banner styles and enter custom text to provide messaging to your Alation users.

Starting in 2022.2, users can dismiss the alert. It will reappear as soon as any kind of change is made to the alert content

or style.

To enable and configure the alerts banner:

1. Catalog Admins: Click on the Settings gear icon in the top right corner. A dropdown menu appears. Click Alerts.

Server Admins: Click on the Settings gear icon in the top right corner. The Admin Settings page appears. Under

the Catalog Admin section, click Alerts.

2. In the Message box, enter the desired text. Your changes are saved automatically.

Note: Starting in 2022.2, you can apply rich text formatting with the provided toolbar. In 2022.1, formatting is

not supported.

3. Select a Style.

4. In the Turn ON / OFF section, click the toggle button to enable or disable the alert banner.

2.24 Manage Scheduled Queries

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from 2023.1

Server Admins can view and manage all scheduled queries using the Scheduled Query Dashboard. The dashboard

empowers Server Admins to balance system resources consumed by scheduled queries and manage “ghost” queries

whose owners have left the company. From the dashboard, you can:

• View the current schedule and other details.
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• Change the schedule.

• Cancel the next run.

• Disable the schedule.

• Change the access level for the query and assign a new owner.

The ability to schedule queries and use the Scheduled Queries dashboard can be enabled or disabled by a Server Admin.

See Enable or Disable Query Scheduling for instructions.

2.24.1 Open the Scheduled Query Dashboard

Only Server Admins have access to the Scheduled Query Dashboard. To open the Scheduled Query Dashboard:

1. Click the Settings gear icon in the top right corner of Alation. The Admin Settings page opens.

2. In the Monitor section, select Scheduled Query Dashboard.

Note: If scheduled queries have been disabled, the dashboard will not open. See Enable or Disable Query

Scheduling for help enabling this feature.

2.24.2 Dashboard Overview

The Scheduled Query Dashboard contains several columns with details about all scheduled queries in Alation. The

column order can be changed. You may need to scroll the dashboard to the right to see all the columns.

The columns are:

• Query Title—The curated name of the query. Click the link to go to the query catalog page.

• Data Source—The data source that the query will run against. Click the link to go to the data source catalog

page.

• Owner—The owner of the query. Click the link to go to the owner’s user profile.

• Owner Status—Query owner’s account status, which can be either User Suspended or User Active.

• Schedule—Summary of the query’s current schedule.

• Next Run—Time at which the query will next run.

• Status—The current status of the query’s schedule.

– Ready—The query ran successfully on its last scheduled run, and it’s ready to run at the next scheduled

time.
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Note: If you canceled the next run, the schedule status is still Ready. It will simply skip one scheduled run

and execute on the next one.

– Running—The query is currently running.

– Disabled—The query’s schedule is currently disabled.

• (. . . )—Action menu where you can change the schedule, cancel the next run, enable or disable the schedule, and

change who has access to the query.

2.24.3 Dashboard Controls

Refresh

You can refresh the information in the dashboard at any time by clicking the Refresh button at the top of the dashboard.

The dashboard won’t show any changes until you refresh.

Filter

To filter for a specific query, enter a search term in the Filter table field at the top of the dashboard. The dashboard

automatically filters down to queries whose title matches the search terms.

Sort

To sort, hover the mouse over the column headings. Arrows will appear next to headings you can sort by. Click a heading

to sort by that heading. By default, the dashboard is sorted by query title.

Arrange Columns

To rearrange or remove the dashboard’s columns, click the Column Organization button just below the dashboard

title. To remove a column, clear the checkmark next to its name. To rearrange the columns, click and drag the column

name up or down.

Paginate

If you have a lot of scheduled queries, use the pagination controls at the bottom of the dashboard to show additional

queries.

2.24.4 Change the Schedule

You can change a query’s schedule from the dashboard. For the schedule to take effect, it must be enabled. See Enable

or Disable the Schedule below.

To change a query’s current schedule:

1. Find the desired query in the dashboard, then click the three dots (. . . ) on the far right side of the dashboard.

2. Select Change Schedule Settings. The Scheduled Settings dialog opens.

3. Choose whether you want to use the simple or advanced scheduler:
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• Simple Scheduler—You can choose to run the query:

– Hourly at a chosen minute within the hour

– Daily at a chosen time of day

– Weekly on a chosen day of the week and time of day

– Monthly on a chosen date and time

• Advanced Scheduler—You can define a complex schedule using a cron expression. See Cron Expressions

for help writing a cron expression. Once you’ve entered an expression, click Preview Schedule to see a

plain English explanation of the expression.

Important: A query schedule that’s too frequent may impact system performance. We recommend

that the time between the query’s runs should be at least double the query’s average execution time.

4. Click Save when you’re done. An email will automatically be sent to the query owner to notify them of this

change.

2.24.5 Cancel the Next Run

You can cancel the next scheduled run of the query without changing its overall schedule. It will resume running on

schedule after skipping the next run. If the query is currently running, the current run will be canceled instead. If the

query’s schedule is disabled, you can’t cancel the next run.

To cancel a query’s next scheduled run:

1. Find the desired query in the dashboard, then click the three dots (. . . ) on the far right side of the dashboard.

2. Select Cancel Next Run. A confirmation message appears.

3. Click the Cancel Next Run button to confirm. The Next Run column is updated to show when the query will

now run next. An email will automatically be sent to the query owner to notify them of this change.

2.24.6 Enable or Disable the Schedule

You can enable and disable a query’s schedule from the dashboard.

1. Find the desired query in the dashboard, then click the three dots (. . . ) on the far right side of the dashboard.

2. If the query is currently enabled:

a. Click Disable Schedule. A confirmation message appears.

b. Click the Turn off Schedule button to confirm.

If the query is currently disabled:

a. Click Enable Schedule. A confirmation message appears.

b. Click the Turn on Schedule button to confirm. An email will automatically be sent to the query owner to

notify them of this change.
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2.24.7 Change Query Access

As users come and go, you may need to change a query’s owner or update who can access the query. Before you change

access settings on a query, make sure you understand the query access levels.

To change a query’s owner or other access settings:

1. Find the desired query in the dashboard, then click the three dots (. . . ) on the far right side of the dashboard.

2. Select Change Permission. The Sharing & Access dialog appears.

3. See Change Access to a Query for more details about changing access levels.

2.25 Monitor Component Health

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation monitors the health of its components to determine whether they are running and working correctly. The status

of these functional checks is available to Server Admins in the Monitor section of the Admin Settings page.

2.25.1 Enable Health Checks

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To enable health checks, you need sudo access to the host server.

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Set the feature flag by running the following command:

/opt/alation/ops/actions/alationadmin/enable_datadog

This configuration will make the Health Checks tab visible in Alation.

2.25.2 View Alation Health Status

To check on the health of your Alation instance:

1. Sign in to Alation as a Server Admin, and in the upper-right corner of the main toolbar, click the Admin Settings

icon. The Admin Settings page will open.

2. In the Monitor section, click Health Checks. The Health Checks tab will open.
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2.25.3 Components Monitored

Alation monitors the performance of the following components:

Component Health Check Description

Alation Analytics V2 (if en-

abled)

Postgres Connection* Checks if a connection to Alation Analytics’ inter-

nal Postgres database can be established.

RabbitMQ Connection Checks if a connection to Alation Analytics’ Rab-

bitMQ component can be established.

Connector Response Checks if Compose Connector is responding to

requests.

Elasticsearch Shards Checks if all Shards are active in Elasticsearch

Connection Checks if the agent can connect to Elasticsearch to

collect metrics.

Postgres Query Period Checks the running time of queries (threshold: 60

min). It is unhealthy for a query to run longer than

60 min and may be indicative of a problem. If the

threshold of 60 min is exceeded, the check will

throw a warning.

Connection Checks if connection to Postgres is successful.

TaskServer Alive Checks if connection to TaskServer is alive.

Redis Connection Checks if connection to Redis can be established.

* Alation Cloud Service instances on our cloud-native architecture don’t include the Alation Anaytics Postgres health

status, because in these instances Postgres is a fully managed relational database service.

For more details on Alation components, see Alation Architecture.

2.25.4 Statuses

The Health Check tab will display one of the three statuses on each of the checks and a clarifying status message:

• Success—The component is performing correctly.

• Warning—The component is running with issues. Refer to the warning message for details.

• Failure—There are errors in performance of the component. Refer to the error message for details and trou-

bleshooting clues.
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2.26 Monitor Tasks

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from Alation V R3 (5.6.x)

Alation provides ability for Server Admins to monitor the background tasks being processed by the backend server -

directly in UI without referring to database tables or logs.

Tasks are granular functions executed by the Alation backend server. Jobs - series of functions - such as Data Profiling

or Metadata Extraction, may execute one or more tasks. There are multiple queues of tasks on the server, and each

queue can be processed by one or more workers. Occasionally, tasks may run for an excessive period of time consuming

resources and causing other tasks to get stuck in the queue without moving into processing. Alation Admins can step

in and resolve this situation by informing themselves on the status of existing tasks and terminating stuck tasks in the

Monitor section of the Admin Settings.

Note: Task termination is part of advanced administrative functionality that should be used sparingly and only if a

long-running task causes problems. Terminating tasks manually is a short-term solution in a situation when there may

be an underlying problem with task processing.

Monitor provides both details on task properties and a capability to revoke overlong tasks so that other tasks can move

from the queued state into processing.

To manage tasks,

1. Go to Admin Settings.

2. Find the Monitor section (on the right):

• To view details about active tasks, click Active Tasks.

• To view completed and canceled tasks, click Completed Tasks. The task list will open with all available

information on the selected task category.
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2.26.1 Manage Active Tasks

Viewing Active and Upcoming Tasks

Active and upcoming tasks can be viewed in the Active Tasks section of the Monitor:

Task Property Description

Task Name The name of the task (tasks are named as the corresponding internal

function)

Status Active Tasks that are currently being processed by workers.

Queued Tasks that are still waiting in the queue.

Scheduled - Tasks that are scheduled by the system to run at a specific

time and have an estimated time of arrival. Note that this is backend

server’s internal scheduling mechanism that is different from the schedul-

ing of such data source jobs as Metadata Extraction, Data Profiling, and

Query Log Ingestion. These jobs are scheduled by Admins in Alation, but

their respective tasks will be added to the queue with the status Queued.

Num Tasks The number of tasks with the same name. Tasks with identical names

can be differentiated by their ID. If Num Tasks is greater than one, the

corresponding table row will have the Full List button.

To display particular Task IDs, click Full List.

Queue The name of the queue that holds a particular task. Knowing the name

of the queue can be useful for finding logs on that task.

For example, if the queue name of the task is FastQueue, then logs on

this task will be in the FastQueue log file: celery-fastqueue_error.log.

Start Time Time the task began processing

Terminating a Task

To terminate a single task, click Terminate. To terminate one of the tasks with the same name, click Full List, choose

the specific task by its ID, and click Terminate for that task. Only the tasks running for an excessive period of time

should be terminated.

Termination will stop the task and enable queued tasks to run if they were delayed in the queue.

Terminated tasks will be moved to the Completed Tasks section of the Monitor and will appear in the Completed and

Canceled Tasks table with the status Canceled.
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Terminating a Job

When you terminate a task successfully, the corresponding job will be terminated as well. Major jobs and their respective

tasks in Alation are:

Job Corresponding Task Name

Data Profiling profile_tables

Metadata Extraction adbc_extract_metadata

Query Log Ingestion import_query_log

These jobs can be viewed in the Job History section of their respective tabs on the Data Source Settings page. If you

need to stop a stuck or overlong job, you can terminate the corresponding active task.

Example

Suppose you are running a Metadata Extraction (MDE) job on a Data Source and notice that it is taking longer than

usual and blocking other tasks. To stop the job, you can terminate the corresponding adbc_extract_metadata task.

After terminating the task, you will see that the MDE Job History table is updated to show that a specific MDE job is

stopped and has now the status FAILED.

2.26.2 View Completed Tasks

Completed and terminated tasks can be viewed in the Completed Tasks section of the Monitor:

Task Property Description

Task Name The name of the task (tasks are named as the corresponding internal

function)

Queue The name of the queue that holds a particular task. Knowing the name

of the queue can be useful for finding logs on that task. For example, if

the queue name of the task is FastQueue, then logs on this task will be

in the FastQueue log file: celery-fastqueue_error.log

Status Completed Tasks that are completed successfully.

Canceled Tasks that are terminated by the user.

Queued Time Time the task was queued

Start Time Time the task began processing

Finished Time Time the task finished processing

2.26.3 Find Out Task ID

To find out the Task ID and its full name, mouse over the name of the specific task in the Active and Upcoming Tasks

table or Completed and Canceled Tasks table. The Task Details info box having these details will appear.
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2.26.4 Refresh the Task List

To view the latest state of the tasks, mouse over the table title Active and Upcoming Tasks on the Active Tasks tab or

Completed and Canceled Tasks on the Completed Tasks tab to reveal the Refresh button on the right. Click it to

refresh the table and update its content.

2.26.5 Identify a Problem Task

Most tasks are processed fast except for the major ones produced by the Metadata Extraction, Data Profiling, and Query

Log Ingestion jobs. It is not recommended to terminate tasks unless you suspect or know there is a problem with a

particular task and it is stuck for a long time.

To estimate how much time a task usually takes to complete,

1. Refer to the Completed and Canceled Tasks table on the Completed Tasks tab of the Monitor.

2. Estimate the average of Finish time - Start time to get an understanding of the normal task processing time

before you conclude that a task is taking longer than usual and terminate it.

To understand the typical queue times, estimate the time difference between the time when the job was queued and when

it ran by estimating the average of Start time - Queued time for all tasks. The normal time in queue varies based on the

number of Celery workers and the number of concurrent jobs.
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2.26.6 Troubleshooting

Known Issues

Issue Possible Cause Solution

Failed to terminate tasks Either the task is already revoked or

task is already completed.

Check these cases:

• The task may have been com-

pleted before it was revoked.

Most tasks will run quickly.

Refresh the Completed Tasks

table to see if this task is

already there as either Com-

pleted or Canceled.

• Despite the attempt at termi-

nation, the task still appears

in the Active Tasks table. Re-

fresh the Active Tasks table.

All tasks are in queued state for a long

time

Celery component of backend may

not be running

Restart the Celery workers:

• Open alation_django_-

shell

• Run alation_supervisor

start celery:*

Admin terminated an active task, but

it is still listed as active in the Active

Tasks table

It may be a different instance of the

task with the same name.

Check Task IDs of the terminated

and active task. If Task IDs of the

terminated and the active tasks are

the same, it may be a bug.

2.26.7 Tips on Log Collection

Logs on every task can be obtained from the Celery queue logs. To find logs of a specific task, check the Celery log for

the queue name of that task. For example, if the queue name of the task is FastQueue, then go to /opt/alation/logs/

directory and check the celery-fastqueue_error.log file to find information on the task in question.
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THREE

ADDITIONAL CONFIGURATION

This section describes how to configure various Alation controls by changing the alation_conf file or by using the

alation shell, among other user interface and configuration file options.

3.1 Using alation_conf

Customer Managed Applies to customer-managed instances of Alation

To configure specific features in Alation, you may sometimes need to work with alation_conf.

alation_conf is a file that stores most of the Alation application configuration settings. alation_conf is also a utility

you can use to work with the alation_conf file. Using the alation_conf utility requires server-side admin access to the

Alation application.

Note: alation_conf includes critical information. Use discretion when making changes to alation_conf. Always follow

the steps that Alation recommends. If you make unneeded or incorrect changes, it can cause irrecoverable damage to the

Alation application.

3.1.1 Accessing alation_conf

To use alation_conf, you must first access the Alation server and enter the Alation shell.

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

You are now in the Alation shell. This gives you access to alation_conf. See below for help interacting with alation_conf.
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3.1.2 Getting Help

To output documentation on alation_conf usage, run one of the following commands:

alation_conf -h

or

alation_conf --help

3.1.3 Viewing Values

All Parameters

To view the value of all parameters, run alation_conf inside the Alation shell:

alation_conf

Note: Be aware that alation_conf is a very long file. You may wish to use one of the options below.

Searching and Filtering

You can search alation_conf for parameters that match a search term. To do this, enter alation_conf followed by the

search term. This is a good way to view all the parameters related to one of Alation’s components.

Example:

(env)[alation]$ alation_conf postgres

alation.cluster.postgres_state = ready

customer.agent.postgres_log_directory = /var/log/postgresql/

tableau.permissions.extraction_conf.postgres_query_batch_size = 1000

alation.postgresql.full_scan = True

alation.postgresql.auto_scan.enabled = False

alation.postgresql.auto_scan.scheduled_minute = 0

alation.postgresql.auto_scan.scheduled_hour = 4

alation.postgresql.auto_scan.scheduled_day = sun,mon,tue,wed,thu,fri,sat

Note: Many parameters related to Postgres are named with “pgsql” rather than “postgres.”
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Specific Parameters

You can also view the value of a specific parameter. To do this, enter alation_conf followed by the full name of the

parameter.

Example:

(env)[alation]$ alation_conf alation.postgresql.auto_scan.enabled

alation.postgresql.auto_scan.enabled = False

Verbose Output

To get extra help with parameters, use the -v argument. Verbose output may give you details such as:

• The data type of the value

• What the value is for

• Allowed values

• What services you’ll have to restart after changing the value

The output may include other information, depending on the parameter.

Example:

(env)[alation]$ alation_conf alation.postgresql.auto_scan.enabled -v

type: <class 'bool'>

comment: Schedule automated scan_postgres run

require_restart: True

whitelist: True

JSON Output

For automation purposes, it may be helpful to get the value of parameters in JSON format. To do this, use the -j

argument.

Example:

(env)[alation]$ alation_conf alation.postgresql.auto_scan.enabled -j

{"alation.postgresql.auto_scan.enabled": false}

3.1.4 Setting a Value

Warning: alation_conf has critical information. If you make unneeded or incorrect changes, it can cause

irrecoverable damage to the Alation application.

To set a value for a parameter, use the -s option:

alation_conf <fully.qualified.Parameter.name> -s <value>

Example:
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alation_conf alation.install.base_url -s 'https://34.26.27.85'

Encrypted Values

Starting from version 5.8.x, you can use the -se option to set an encrypted value with a prompt and hidden entry.

alation_conf <fully.qualified.attribute.name> -se

You’ll be prompted with the message Please enter your value:. Enter the new value. This only applies to encrypted

attributes.

Example:

(env)[alation]$ alation_conf alation.authentication.ldap.bind_password -se

Please enter your value:

3.1.5 Clearing a Value

To clear value for a parameter, use the -c option:

alation_conf <fully.qualified.attribute.name> -c

3.1.6 Deploying Changes

Some changes to alation_conf take effect immediately. In some cases, you must take an extra step to deploy changes

before they take effect. Deploying a change copies it to other configuration files in the Alation application. You will

always be instructed when you need to deploy changes.

Alation uses Chef Solo to deploy changes inside the Alation chroot.

Some changes can be deployed with specific commands. This is helpful when configuring a specific component of

Alation. For example, to deploy only the Postgres configuration, you can run the following command:

alation_action deploy_conf_postgres

To deploy all configuration changes at once, run the following command:

alation_action deploy_conf_all

Any services affected by the configuration change need to be manually restarted. In each specific case, the instruction

will explain which component requires a restart.

See Alation Actions for more details about restarting services.
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3.2 Obfuscate Literals in View SQL

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 2023.1.2

A view is a table object sub-type in Alation. Views are extracted during metadata extraction and represented with catalog

pages under a data source. The type of an Alation object is documented in the Type field under the Properties group of

fields.

During metadata extraction from a data source, Alation also extracts the SQL query that was used to create the view.

The view query is displayed on the catalog page of a view object, on the Overview tab > section View SQL (bottom of

page).

If necessary, you can apply obfuscation of SQL literals to view queries. This setting can be applied to data sources

cataloged using native (built-in) connectors, Custom DB, and OCF connectors. By default, SQL literals in view queries

under View SQL are displayed.

The Obfuscate Literals setting is available on the General Settings tab of a data source settings page. However, when

enabled on the General Settings tab only, it will apply to queries available for this data source but not to view SQL. To

also apply it to view SQL, you need to additionally modify an alation_conf parameter on your Alation instance.

The complete configuration requires Server Admin with access to the backend of the Alation server.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

Important: The steps below must be performed in the given order. First, enable the setting on the data source, and

next, enable the parameter.

To apply literals obfuscation to view SQL:

1. In Alation, open the settings page of your data source.

2. Go to the General Settings tab.

3. Turn on the Obfuscate Literals toggle.

4. Use SSH to connect to your Alation server.

5. Enter the Alation shell.

sudo /etc/init.d/alation shell

6. Use the alation_conf parameter alation.feature_flags.enable_obfuscating_view_sql to apply obfus-

cation to view SQL. The default value of this parameter is False, which means the literals are displayed. To hide

them, set the parameter to True.

alation_conf alation.feature_flags.enable_obfuscating_view_sql -s True

No restart is required.

In the Alation user interface, the SQL literals will now be obfuscated in the View SQL section of the view catalog page.
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If you want SQL literals in the View SQL section to be available in the user interface, set the alation_conf parameter

alation.feature_flags.enable_obfuscating_view_sql to False.
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3.3 Enable Alation Analytics Top Contributors Report

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from version 2021.3

Server Admins can display an additional report — Top Contributors — on the Alation Analytics Dashboard for admins

to get an insight into which users contribute to the catalog the most. The Top Contributors report will become available

on the Built In tab of the dashboard.

To enable the report:

1. In Alation, go to Admin Settings > Feature Configuration.

2. Locate the feature switch Alation Analytics V2 Leaderboard - List of top ten contributors.

3. Toggle the switch on and save the changes.

The Built In tab and the Top Contributors report should appear on the Alation Analytics Dashboard.

3.4 Editing /etc/hosts

Customer Managed Applies to customer-managed instances of Alation

You may need to edit /etc/hosts in the Alation chroot to add DNS records on the Alation server.

Every time you enter the Alation shell, Alation copies the /etc/hosts file from the host system into the Alation chroot.

Because of this, you shouldn’t edit /etc/hosts in the Alation chroot. If you do, your changes will be overridden next

time you enter the Alation shell.

Note: /etc/hosts isn’t managed by alation_conf.

To edit /etc/hosts, follow these steps:

1. Use SSH to connect to the Alation server.

2. Edit /etc/hosts on the host system. Save your changes.

3. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

This will automatically copy /etc/hosts to the Alation chroot.

4. Exit the Alation shell.

exit
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3.5 Enable Table Privacy

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2020.4

The Table Privacy feature is disabled by default and can be activated by a Server Admin with Alation shell access using

the alation_conf command and the parameter alation.granular_object_privacy.enabled.

Default: False (feature disabled).

Set to True to enable.

When the alation.granular_object_privacy.enabled parameter is set to True, the Settings page is available

for every Table object in the Catalog.

To set a new value,

1. SSH to the Alation server.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. To see the current value:

alation_conf alation.granular_object_privacy.enabled

4. To set a value:

alation_conf alation.granular_object_privacy.enabled -s True

5. Restart web:

alation_supervisor restart web:*

3.5.1 Other Relevant Parameters

You can additionally set a number of other parameters when you enable the Table Privacy feature.

Hide Ingested Queries

alation.privacy.hide_statement_templates: hides ingested query data from Alation.

Ingested queries during QLI and queries ingested from Compose produce Statement Template objects displayed on the

History page under the Queries tab on the catalog page of a Schema and Table objects. Table privacy is not enforced for

Statement Templates, and they may expose Private table names if object permissions for a user are not aligned. Setting

this parameter to True hides the History link from the Queries tab of the Schema and Table Catalog page making the

ingested query data unavailable to users.

Note that the parameter applies to all data sources and all table objects.
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Unpublished Query Visibility

Applies to releases 2020.4 to 2022.4

Note: Starting in 2023.1, the visibility of unpublished queries behaves differently. See Unpublished Query Access for

more information.

Parameter alation.catalog.unpublished_query_visibility_level works for unpublished queries created in Compose. By

default, Alation users can see both published and unpublished queries:

• Published queries on Public data sources

• Unpublished queries on Public data sources

• Published queries on Private data sources that they have access to as Viewers or Data Source Admins

• Unpublished queries on Private data sources that they have access to as Viewers or Data Source Admins that were

shared for them by query owners.

If an unpublished query uses a Private table in a Public data source, this unpublished query may expose Private table

information.

You can use this parameter to more rigidly control the visibility of unpublished queries in Alation.

• alation.catalog.unpublished_query_visibility_level

The alation.catalog.unpublished_query_visibility_level parameter accepts values:

– visible: unpublished queries on Public data sources are visible (default)

– not_visible: unpublished queries on Public data sources are hidden

– per_ds: allows to specify data sources for which to hide the unpublished queries. Requires the

parameter alation.catalog.unpublished_query_visible_ds_ids_csv to be set too.

After editing this parameter, rebuild the search index.

• alation.catalog.unpublished_query_visible_ds_ids_csv

The parameter alation.catalog.unpublished_query_visible_ds_ids_csv is dependent on

the parameter alation.catalog.unpublished_query_visibility_level. It only needs to be

set if alation.catalog.unpublished_query_visibility_level = per_ds.
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As the value, accepts a comma-separated list of data source IDs.

Default: not set

After editing this parameter, rebuild the search index.

Note: If you set both the parameters at one time:

• alation.catalog.unpublished_query_visibility_level

• alation.catalog.unpublished_query_visible_ds_ids_csv

then the search index only needs to be rebuilt once after you have set both the required values.

To set the parameter values,

1. SSH to the Alation server.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. To see the current value:

alation_conf alation.catalog.unpublished_query_visibility_level

4. To set new values:

alation_conf <parameter name> -s <value>

Example:

alation_conf alation.catalog.unpublished_query_visible_ds_ids_csv -s 456,45,1

5. Rebuild the search index:

alation_action rebuild_es_index

Note: This command kicks off the rebuild_index task. The rebuild_index task completion time depends on the

Rosemeta size and may take hours on large instances. You can monitor the task status in Admin Settings > Monitor >

Active Tasks.

3.5.2 Other Considerations Relevant to Table Privacy

• The Lineage diagram, the Filters tab, and the Joins tabs do not filter out Private table objects in 2020.4.

• Compose does not stop users from executing queries on tables the users do not have access to in the Catalog

if they have permissions to access these tables on the database. It is recommended to make sure that the DB

permissions on table objects are aligned with the Catalog table access permissions.

• It is recommended that users should not publish or share Compose queries that use Private tables.
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3.6 Deferred Query Execution

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.4

Deferred query execution is a feature of Alation that improves system stability when many queries are being run. With

deferred query execution, Alation will run queries from all users at the same time until the number of running queries

exceeds a certain threshold. Once the threshold is exceeded, Alation will start to queue queries. Queued queries will be

executed in a first in, first out manner until the number of running queries drops below the threshold.

Starting in 2022.3, deferred query execution is enabled by default and configured automatically. Upgrading to 2022.3

will automatically enable the feature and set the threshold and related settings to optimal default values. This will

overwrite any custom values you may have configured for deferred query execution.

In 2022.2 and older versions, deferred query execution must be enabled and configured by a Server Admin with access

to the Alation shell. See below for instructions.

3.6.1 Actions Affected by Deferred Query Execution

Deferred query execution affects the following actions:

• Running queries: all actions under the Run menu in Compose

• Running and exporting queries: all actions under the Export menu in Compose

• Scheduled query execution

• Refreshing Excel Live Reports

• Running Query Forms from the Catalog

When a concurrency threshold is reached by the system, Compose users will see a Query queued message:

On the Results pane, the deferred state will be indicated with the Queued status with the clock icon and a timestamp

indicating that the time the execution batch was deferred:
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After query execution is launched, the UI will update accordingly and the Launching query. . . message and then the

Running status of the query will be displayed.

For query forms, the Run button will display the Running state and the Statement will show that the form has been

queued. A queued form will be executed when resources are released:

3.6.2 Shared Connections and Concurrency Settings for a Data Source

Deferred query execution is a global setting and applies to all data sources. The concurrency and shared connection

settings that may be configured for a specific data source do not prevent or affect query queuing.

For example, the data sources that are added using native (built-in) connectors or using Custom DB, have two Compose

Connection Sharing options in their settings under General Settings > Compose Connections > Compose Connection

Sharing:

• Shared connections across tabs (default)

• Separate connection per tab

These settings do not affect deferred query execution as queuing does not depend on the number of connections.

The Custom DB data source type has an additional concurrency setting on the Custom Settings tab of the Settings page:

• Enable concurrent queries (disabled by default)

This setting does not affect deferred query execution either. A single user can still have their query queued because the

threshold is met due to other users running queries or because they themselves are running too many queries.
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3.6.3 Configuring Deferred Query Execution

Version 2022.3 and Later

In version 2022.3 and later, deferred query execution is enabled and configured automatically. Contact Alation Support

for help adjusting your settings, if needed.

Version 2022.2 and Earlier

In version 2022.2 and earlier, deferred query execution must be configured and enabled manually using the steps below.

On these versions, consider enabling deferred query execution if:

• Your instance has a large number of active Compose users who run queries simultaneously.

• Users report performance degradation in Compose during peak hours:

– Performance may deteriorate when there is connection resource contention and Compose is unable to process

all user query requests because connection resources are exhausted.

– Frequent disk access also slows down Compose responsiveness to all users.

Step 1: Define Concurrency Thresholds

The amount of resources that can be used for simultaneous query execution and other server processes is stored in the

alation_conf parameters uwsgi.processes and uwsgi.threads. The default values are:

• uwsgi.processes = 10

• uwsgi.threads = 2

The total number of available uWSGI processes is the number of processes times the number of threads: 10 X 2 = 20.

Note: It is not recommended to change these defaults unless instructed by Alation Support in a specific

troubleshooting scenario.

Based on these defaults, you can allocate some processes for concurrent query execution. If the value you set is exceeded,

Alation will begin to queue query executions. They will be queued and run as soon as resources become available.

You’ll need to define the following settings:

• Maximum query concurrency: This parameter determines the number of queries that are allowed to run

simultaneously before they start to get queued. This affects all types of queries: Compose, query forms, scheduled

queries, exports, and Excel Live reports.

– Recommended value: Set to a number that equals 70% of the total number of available processes. With

the default values of uwsgi.processes and uwsgi.threads, you can set it to 14.

• Maximum export concurrency: This parameter further limits the number of exports and Excel Live reports that

are allowed to run simultaneously before they start to get queued. This parameter only takes effect if its value

is lower than the maximum query concurrency. If not set, or if set to a value higher than the maximum query

concurrency, exports and Excel Live reports will use the value set for maximum query concurrency instead.

– Recommended value: Set to a number that equals to 30% of the total number of available processes. With

the default values of uwsgi.processes and uwsgi.threads, you can set it to 6.

• Minimum polling interval: This parameter determines how long Alation waits to check with the server to see if

a query is queued, running, or complete. The value is in milliseconds.
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– Recommended value: With the default values of uwsgi.processes and uwsgi.threads, set to 15000

(15 seconds). You can decrease this value so polling occurs more often if you have more processes. For

example, with 4 threads and 40 processes, you could set this value to 3000 (3 seconds). If you have changed

the default number of threads and processes, please check with Alation Support to determine an appropriate

value for the minimum polling interval.

Step 2: Enter the Alation Shell

Concurrency thresholds are set in alation_conf. To use alation_conf, you must first access the Alation server and enter

the Alation shell.

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

Step 3: Set the Concurrency Thresholds

The way you set the concurrency thresholds depends on your Alation version. See the appropriate instructions below for

your Alation version.

For versions 2021.4.8 and later:

Set the dedicated parameters for maximum query and export concurrency as determined in step 1.

alation_conf alation.connector.managed_execution.max_query_concurrency -s 14

alation_conf alation.connector.managed_execution.max_export_concurrency -s 6

Important: These dedicated parameters will override any values set by the connector.extra_flags parameter.

For versions 2021.4.7 and earlier:

Add the -Dconnector.max_query_concurrency and the -Dconnector.max_export_concurrency values to the

alation_conf parameter connector.extra_flags.

Important: The connector.extra_flags parameter may already have some existing values set. You

need to append the new values. Do not overwrite the existing values.

1. Check the current values of connector.extra_flags:

alation_conf connector.extra_flags

This will print the current values to the console.

2. Set the new values. Note the space after the first single quote and before the first value. Make sure your value

string includes this space.

alation_conf connector.extra_flags -s ' -Dconnector.max_query_concurrency=14 -

Dconnector.max_export_concurrency=6'

Example of adding new values to existing values:
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alation_conf alation.connector.managed_execution.max_query_concurrency -s ' -Dconnec

tor.max_query_concurrency=14 -Dconnector.max_export_concurrency=6 -Djavax.net.ssl.tr

ustStorePassword=changeit'

Stay in the Alation shell.

Step 4: Set the Minimum Polling Interval

Still in the Alation shell, set the value for the minimum polling interval as determined in step 1.

alation_conf alation.query_exec.polling.min_interval -s 15000

Stay in the Alation shell.

Step 5: Deploy alation_conf and Restart the Connector

Still in the Alation shell, deploy the changes to alation_conf and restart the Connector component.

alation_action deploy_conf_all

alation_supervisor restart java:connector

Stay in the Alation shell.

Step 6: Enable Deferred Query Execution

After setting the thresholds, enable deferred query execution:

1. Still in the Alation shell, use alation_conf again and set the parameter alation.query_exec.deferral.

enabled to True:

alation_conf alation.query_exec.deferral.enabled -s True

No restart is required after changing this value.

2. Exit the Alation shell:

exit

Enabling Deferred Query Execution in the UI

Alternatively, you can turn deferred query execution on and off in the Alation UI in Admin Settings > Compose Settings.

Use the feature toggle Allow Query Execution Deferral in order to enable or disable it. However, the concurrency

thresholds cannot be set in the Alation UI and require backend access to the Alation server.
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If the concurrency thresholds are configured but deferred query execution feature is disabled, the thresholds will still

apply and query executions will be queued anyway. However, users will not see the Query queued message in the

Compose UI. Queries will remain in the Launching query state until resources become available.

If the concurrency thresholds are not set but deferred query execution is enabled, then the feature will have no effect on

the system and query executions will not be queued. If you enable deferred query execution, make sure the concurrency

thresholds have been set.

3.7 Managing Space: Monitor Postgres Table Size

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Alation can monitor the size of the internal Postgres tables relative to the available disk space. When the size of the tables

that are monitored nears a critical threshold, Alation will send out email alerts to all Server Admins of the instance.

By default, Alation monitors one table, data_storage_blobaccesspostgres, which stores query results of queries

executed in Compose. This table tends to grow over time as it stores each individual result. Increase in the size of this

table is proportional to the number of queries run by users in Compose. According to the default settings, Alation runs

the table size check daily and will send out alerts if the data_storage_blobaccesspostgres table reaches 80% of the

space of the /data drive.

More tables can be added to the list of tables monitored for their size if needed.

The list of tables, thresholds, and alerts can be configured using a group of dedicated parameters in alation_conf.

See the table below for a summary of all the parameters:
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alation.monitor_pg_disk_usage.enabled

Enables or disables the table size check on the Alation

server.

True or False

Default: True (enabled)

alation.monitor_pg_disk_usage.check.in_minutes

Minute of the hour for which the table size check is sched-

uled, in Cron syntax.

Value range is from 0 to 59 (minute of the hour)

Default: 0

0means the check will run at 00 minutes of the scheduled

hour.

alation.monitor_pg_disk_usage.check.in_hours

Hour of the day for which the table size check is in Cron

syntax.

Value range is from 0 to 24 (hour of the day)

Default: 0

0 means the check runs at 12:00 AM.

alation.monitor_pg_disk_usage.check.in_day_of_the_week

Day of the week on which the table size check is to run,

in Cron syntax.

Value range is from 0 to 6, where:

• 0 = Sunday

• 1 = Monday

• 2 = Tuesday

• 3 = Wednesday

• 4 = Thursday

• 5 = Friday

• 6 = Saturday

Default: *

* means all days. The check runs daily at the scheduled

time.

alation.monitor_pg_disk_usage.threshold.table_size_percent_of_free_space

A percentage threshold value which, when set, is used

to validate if any of the tables listed in tables_to_-

monitor go beyond the percentage of the remaining free

space available on the disk.

Value range is 0 to 100 (percent)

Default: 80

The check is performed if the value is > 0.

0 means the threshold based on percentage is not set.

Email alerts will be sent to Server Admins if any single

table breaches the threshold.

alation.monitor_pg_disk_usage.threshold.table_size_in_mb

A numeric threshold value in megabytes which, when

set, will validate if any of the tables listed in tables_-

to_monitor go beyond the threshold size limit.

Value is number of megabytes

Default: 0

0 means the threshold based on space in megabytes is

not set.

The check is performed if the value is > > 0.

Email alerts will be sent to Server Admins if any single

table breaches the threshold.

alation.monitor_pg_disk_usage.threshold.aggregated_table_size_percentage

A percentage value, which, when set, will validate if

the total size of all monitored tables goes beyond the set

percentage limit of disk size.

Value is in percent, 0 - 100

Default: 80

The check is performed if the value is > 0.

Email alerts will be sent to Server Admins if the threshold

is breached

alation.monitor_pg_disk_usage.tables_to_monitor

Comma-separated list of table names to monitor Defaults to one table: data_storage_blobaccesspostgres
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3.7.1 Disable or Enable Table Size Monitoring

Use the parameter alation.monitor_pg_disk_usage.enabled to disable or enable the table size check on the

Alation server:

1. SSH to the Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Using alation_conf, set the value to False to disable or to True to enable the check:

alation_conf alation.monitor_pg_disk_usage.enabled -s False

4. Restart the Celery component:

alation_supervisor restart celery:*

Note: Restarting the Celery component will make the Alation UI unavailable for a few seconds. If

this action is performed when users are actively using the Alation UI, they may notice the short pause.

Users will need to refresh their browser page after the Celery restart is complete.

3.7.2 Customize the Schedule of the Table Size Check

To customize the schedule of the table size check, use the parameters:

• alation.monitor_pg_disk_usage.check.in_day_of_the_week

• alation.monitor_pg_disk_usage.check.in_hours

• alation.monitor_pg_disk_usage.check.in_minutes

By default, the schedule is set to daily at 00:00 AM.

Example

To configure the table size check to run every Saturday at 3:55 PM, an admin needs to perform the following steps:

1. SSH to the Alation host

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Use alation_conf to set the following values:

• To set the day of the week to Saturday:

alation_conf alation.monitor_pg_disk_usage.check.in_day_of_the_week -s 6

• To set the hour of the day to 3 PM:

alation_conf alation.monitor_pg_disk_usage.check.in_hours -s 15

• To set the minute of the hour to 55:
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alation_conf alation.monitor_pg_disk_usage.check.in_minutes -s 55

No restart of Alation services is required.

3.7.3 Set the Table Size Thresholds

Use the following three parameters to set space thresholds for monitoring:

• alation.monitor_pg_disk_usage.threshold.table_size_percent_of_free_space

• alation.monitor_pg_disk_usage.threshold.table_size_in_mb

• alation.monitor_pg_disk_usage.threshold.aggregated_table_size_percentage

You can set one or all of these parameters. If all parameters are set, the check will calculate the result based on each

of the thresholds. If a threshold is breached, Server Admins will receive a separate alert about each of the specified

thresholds.

To set a threshold:

1. SSH to the Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Use the alation_conf command to set the required threshold, for example:

alation_conf alation.monitor_pg_disk_usage.threshold.table_size_percent_of_

free_space -s 50

No restart of Alation services is required.

3.8 Managing Space: Purge Query Results

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2021.4

Alation server admins can use the alation_action purge_execution_results action to purge query execution

results and free some space.

Actions described in this section require access to the Alation server.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.
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3.8.1 Understanding Query Execution Results Storage

Compose query execution results are stored in the data_storage_blobaccesspostgres table of the internal Alation

database. The storage rules are based on two alation_conf parameters:

• alation.query_exec.results_auto_persist_bytes

• alation.query_exec.results_expiration_time

alation.query_exec.results_auto_persist_bytes

This parameter configures storing query results that are smaller than the parameter value perpetually.

From version 2021.4, the default value is 0 MB. This means that no queries will be stored in Alation forever unless they

are explicitly saved by users on the Results tab in Compose or on the Execution Results page in the catalog. Query

results that are not saved by users are only stored for a specific time period that is set by the second parameter, alation.

query_exec.results_expiration_time. No small execution results will accumulate over time potentially leading

to storage space issues.

Note: The default value in version 2021.3 and earlier versions was 1 MB. By default, results smaller than 1

MB were stored permanently.

alation.query_exec.results_expiration_time

This parameter configures storing query results that are larger than alation.query_exec.results_auto_persist_-

bytes in Alation for the duration of the time period specified as the parameter value. The default value is seven days,

set in minutes (10080 minutes). This means that query results that are not explicitly saved by users are stored in Alation

for seven days and then purged automatically.

3.8.2 Determining Current Execution Result Storage Size

You can retrieve the current size of the query execution result data from the internal Alation database table data_-

storage_blobaccesspostgres:

1. SSH to the Alation server.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Use the alation_psql command to access the internal Alation database.

alation_psql

4. Run the following query to determine the total size of the data_storage_blobaccesspostgres table. The query

will return the table size in MB.

SELECT pg_size_pretty( pg_total_relation_size('data_storage_

blobaccesspostgres') );

5. Exit the Postgres shell.
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\q

6. Exit the Alation shell.

exit

3.8.3 Purging Execution Results

You can use the alation_action purge_execution_results action to purge the query execution results storage

and free some space. The script clears query execution results data from the data_storage_blobaccesspostgres

table in the internal Alation database for a time range specified by the user.

The alation_action purge_execution_results action works in 2 modes: 'Scan' or 'Purge'. Begin with

scanning the volume of results set data. Then you can purge the results data if space is an issue.

Mode 1: Scanning for Records to Purge

The 'Scan' mode is used to find how much space can potentially be reclaimed. Use the steps below to scan for query

execution result data that can be purged from data_storage_blobaccesspostgres:

1. SSH to the Alation server.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Change user to alation.

sudo su alation

4. Use the alation_action purge_execution_results command.

alation_action purge_execution_results

5. Respond to all prompts. Pressing Enter skips to the next prompt and applies the default value. The following

prompts will be displayed:

• Enter the start date from which data is to be removed: Specify the start date of the time range

that you want to scan. The input to this prompt is required and cannot be skipped. Use the format

yyyy-mm-dd to specify the date.

• Enter the end date till which data is to be removed: Specify the end date of the time range that

you want to scan. The input to this prompt is required and cannot be skipped. Use the format

yyyy-mm-dd to specify the date.

• Enter the batch size: For the 'Scan' mode, leave the default value by pressing Enter.

• Do you want to Scan or Purge? Type 'Scan' to use this script for scanning.

• Log file path: specify the path to the output file or press Enter to accept the default value. By

default, the output file will be written to /opt/alation/site/logs/ inside the Alation shell, but you can

specify a different location. The name of the output file will be similar to purge_execution_-

results_2021-11-12T11:29:55.607535.txt

Example:
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(env) PROD [alation@ip-10-13-49-1 /]$ alation_action purge_execution_results

Enter the start date from which data is to be removed (format : yyyy-mm-dd)

: 2021-01-01

Enter the end date till which data is to be removed(format : yyyy-mm-dd) :

2021-10-31

Enter the batch size (in days, default is 10):

Do you want to Scan or Purge? (default is 'Scan'): 'Scan'

Log file path (Default is: /opt/alation/site/logs/):

Scan revealed 900 records that can be removed and recover a total of 20.0MB

Scan complete, set to `Purge` mode to proceed with the purge

6. View the scan output to determine if the data should be purged. Then, if needed, proceed with purging the data.

If not, exit the Alation shell.

exit

Mode 2: Purging Records

Use the 'Purge' action with caution. It purges all query results for a specified time period, including the results saved

in the catalog by users. Some results saved in the catalog may still be in use and referenced in articles or other objects.

After purging, a warning will be displayed to users in both Compose and the catalog to inform them that a result set they

are trying to view is no longer available.

Warning: On version 2021.4, the purge action requires a downtime of the Alation server. Plan

this activity during a period when a downtime is possible and warn your users that Alation will be

temporarily unavailable. The length of the downtime depends on the amount of results data that you

will be purging; however, the purging action affects one internal table and should not take a long time.

In version 2022.1 and later versions, the downtime is not required.

Use the steps below to purge query execution result data from the data_storage_blobaccesspostgres table:

1. SSH to the Alation server.

2. Enter the Alation shell.

sudo /etc/init.d/alation shell

3. Change user to alation:

sudo su alation

4. Run the alation_action purge_execution_results action.

alation_action purge_execution_results

5. Respond to all prompts. Pressing Enter skips to the next prompt and applies the default value. The following

prompts will be displayed:

• Enter the start date from which data is to be removed: Specify the start date of the time range

that you want to scan. The input to this prompt is required and cannot be skipped. Use the format

yyyy-mm-dd to specify the date.
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• Enter the end date till which data is to be removed: Specify the end date of the time range that

you want to scan. The input to this prompt is required and cannot be skipped. Use the format

yyyy-mm-dd to specify the date.

• Enter the batch size: Result set data volume can be very large. Purging all data at once would be

taxing on the system. Alation will purge the data in batches specified in this prompt.

• Do you want to Scan or Purge? Type 'Purge' to use this script for purging.

• Log file path: specify the path to the output file or press Enter to accept the default value. By

default, the output file will appear in /opt/alation/site/logs/ inside the Alation shell, but you can

specify a different location.

Example:

(env) PROD [alation@ip-10-13-49-1 /]$ alation_action purge_execution_results

Enter the start date from which data is to be removed (format : yyyy-mm-dd)

: 2021-01-01

Enter the end date till which data is to be removed(format : yyyy-mm-dd) :

2021-10-31

Enter the batch size (in days, default is 10):

Do you want to Scan or Purge? (default is 'Scan'): 'Purge'

Log file path (Default is: /opt/alation/site/logs/):

. . .

Batch processing completed. Overall time taken : 0:00:00 - Overall space

saved : 20.0MB

Purge complete.

Disk space will not be released by the operating system until a `VACUUM

FULL`

has been run in your Postgres database.

6. Depending on your Alation version, perform additional steps to return disk space to the operating system.

Version 2022.1 and Later

1. Still as user alation in the Altion shell, run the following command:

repack_table public.data_storage_blobaccesspostgres

Progress will be indicated by the following message:

INFO: repacking table "public.data_storage_blobaccesspostgres"

2. After repacking the table, you can check its size by running the query given below. Enter the

Postgres shell.

alation_psql

3. Run the query.

SELECT pg_size_pretty( pg_total_relation_size('data_storage_

blobaccesspostgres') );

4. Exit the Postgres shell.

\q
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5. Exit the Alation shell:

exit

Version 2021.4

Warning: The steps below will cause Alation to be temporarily unavailable.

1. Exit from the user alation. You will proceed as user alationadmin.

exit

2. Stop Alation.

alation_action stop_alation

3. Start Postgres.

alation_action start_postgres

4. Enter the Postgres shell.

alation_psql

5. Run VACUUM FULL on the data_storage_blobaccesspostgres table.

VACUUM FULL data_storage_blobaccesspostgres;

6. When the VACUUM action is completed, you can check on the table size by running the query given

below:

SELECT pg_size_pretty( pg_total_relation_size('data_storage_

blobaccesspostgres') );

7. Exit the Postgres shell.

\q

8. Restart Alation.

alation_action restart_alation

9. Exit the Alation shell:

exit
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3.9 Manage Access to Data Export and Download

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation provides the ability to export and download data from your connected data sources. To help you comply with

security requirements at your organization, Alation also provides the ability to manage user access to the export and

download features in Alation.

Access can be controlled in these ways:

• Server Admins can enable and disable the ability to export for all data sources.

• Data Source Admins can enable and disable the ability to both export and download for individual data sources.

– Starting in 2023.3.1, access to export and download for a given data source can be granted to specific users

or groups.

These concepts and processes are described below.

• Export and Download Features

• Manage Access to Export for All Data Sources

• Manage Access to Export and Download for an Individual Data Source

• Combining Both Options for Disabling Exports and Downloads

3.9.1 Export and Download Features

Export and download together cover several features located throughout Alation that let you save data from Alation to

your computer.

Export

Export refers to the ability to run a query and save the results directly to your local computer. This is available through

the Export button in Compose:

It includes all export options in the Export button’s drop-down menu:

• Run & Export Full Query

• Run & Export Current Statement

• Run & Export as Script
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Download

Download refers to the ability to save results that have already been stored in Compose from previously run queries.

This is available through:

• The Download Excel Live Reports option under the Share button in Compose.

• The Download button on the Results tab in Compose.

• The Export button that appears above tables on execution result pages, query form pages, and the Samples tab of

table catalog pages.

• The Download Result Table link on execution session pages.
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3.9.2 Manage Access to Export for All Data Sources

Server Admins can manage the ability to use Compose to export data for all data sources and all users. This controls the

Export button in Compose and all options normally available through this button.

To manage the ability to export for all data sources:

1. In Alation, click on the Settings gear icon in the top right corner. This opens the Admin Settings page.

2. Under the Server Admin section, click Compose Settings.

3. Click the Allow Query Exports toggle to enable or disable it as desired.

3.9.3 Manage Access to Export and Download for an Individual Data Source

Data Source Admins can manage the ability to both export and download for individual data sources. This controls

all export and download actions for the given data source wherever such actions are available in Alation. Starting in

2023.3.1, access to export and download can be granted to specific users or groups for each data source.

To manage the ability to export and download for a single data source:

1. Select the Apps menu in the top right of the toolbar.

2. Select Sources.

3. Select the data source you want to modify.

4. In the data source menu in the top right corner, select More, then Settings.

5. If there’s a Compose tab, select it. If not, select the General Settings tab.

6. Find the Allow Export and Download toggle and enable or disable it as desired. When enabled, all users have

access to export and download by default.

7. In 2023.3.1 and later, if the toggle is enabled, you can limit access to specific users and groups if desired.

a. Deselect the checkbox for Everyone has export and download access.
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b. Click the + Add button.

c. Use the search box to find the user or group you want.

d. Select the user or group you want to grant access to export and download.

e. Once a user or group has been added, you can click the X next to their name to revoke their access to export

and download.

8. Click Save.

3.9.4 Combining Both Options for Disabling Exports and Downloads

If you disable exports with one setting but enable them with another, exports will remain disabled (for the data sources

affected by the disabled setting). The following table goes into more detail about all the combinations.

Query
Exports
for all data
sources

Export and
Download for
an individual
data source

Effect

Enabled Enabled All export and download options are available. In 2023.3.1 and later, access

may be limited to specific users or groups for a given data source.

Enabled Disabled All export and download options are unavailable for the individual data source.

All export and download options are available for every other data source.

Disabled Enabled The Export button in Compose is unavailable for all data sources. Other options

for downloading data are available for the individual data source. In 2023.3.1

and later, access to download features may be limited to specific users or groups

for a given data source.

Disabled Disabled The Export button in Compose is unavailable for all data sources. All export

and download options are unavailable only for the individual data source.

3.10 Disable the Username Migration

Customer Managed Applies to customer-managed instances of Alation

Applies from 2021.2

Usernames character limit is increased to 150 characters and the usernames that are truncated due to more than 30

characters will automatically get migrated. To disable the migration, set the following flag to False in alation_conf :

alation.authentication.disable_username_migration -s False

3.11 Disable or Enable User Credentials Storage

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2020.4

By default, user credentials for data source authentication are persistently stored on the Alation server. Users are

required to authenticate when they run queries in Compose and perform other Catalog operations that require a database

connection.
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Note: User credentials are only stored for data sources for which OAuth is not enabled.

User credentials storage can be disabled to activate the Transient User Credentials mode for authentication. In the

Transient mode, database credentials that users enter in Compose and the Catalog are not stored on the Alation server.

Credentials have to be entered every time a connection to a database is established for:

• Running queries in Compose

• Running query forms in the Catalog

• Running Dynamic Profiles in the Catalog

• Data upload in the Catalog

To disable storage of user credentials, use the alation_conf command to set the parameter alation.datasource_-

auth.credentials.storage_mode to 1. This requires the role of a Server Admin and SSH access to the Alation

server.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

The Transient mode can be enabled for user credentials only. It does not apply to the service account credentials that are

used to connect to the data source from the Catalog and to extract metadata. When enabled, the Transient mode affects

all data sources at once. It cannot be enabled or disabled for individual data sources.

To disable storage of database user credentials and enable the Transient Credentials mode:

1. SSH to the Alation server.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Using the alation_conf utility, set the value of the parameter alation.datasource_auth.credentials.

storage_mode to 1:

alation_conf alation.datasource_auth.credentials.storage_mode -s 1

4. Restart the UWSGI and Celery components:

alation_supervisor restart web:uwsgi celery:*

5. Exit the shell: exit

Note: Switching to the Transient Credentials mode on an instance does not automatically remove user credentials that

are already stored under User Profile > DB Connections.

The alation.datasource_auth.credentials.storage_mode parameter accepts two values: 1 and 0:

• 1: Transient mode (storage of credentials disabled)

• 0: Persistent mode (storage of credentials enabled).

If you wish to return to the Persistent mode and store the credentials on the Alation server, set the value to 0.

In the Transient Credentials mode, the credentials that users enter for database authentication can be reused until a page

refresh occurs. The expiration of database connections defaults to 1 hour and can be controlled with the alation_conf
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parameter alation.query_exec.keep_alive_timeout. The alation.query_exec.keep_alive_timeout is

set in seconds, the default value being 3600.

3.12 Configure the API Tokens Management Feature

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2020.3

There are a number of parameters in alation_conf that help administer the API Tokens Management functionality:

Generate Tokens for the Alation API.

You can configure:

• The expiration period for API tokens

• Availability to create API Tokens via the Alation UI for all user roles

• Ability to use the legacy Token API that has existed before release 2020.3

On how to use alation_conf and set parameter values, see Using alation_conf .

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

3.12.1 Configure the Expiration Period for API Tokens

Use the parameters described below to configure the expiration period for API Tokens. No restart is required after the

values were changed.

Parameter Values Description

alation.authentication.

token.access_token_lifespan

Number Sets the lifetime for the API Access

token in number of hours. Default:

24

alation.authentication.

token.refresh_token_-

lifespan

Number Sets the lifetime for the API Refresh

token in number of days. Default:

60

3.12.2 Hide the API Token Creation UI from Alation

Use the parameter alation.authentication.token.enable_v1_gui_for_all_users to disable the UI for all

users except Server Admins. This parameter controls the appearance of the Access Tokens section on the Account

Settings > Authentication page:
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The default value is True, which means all users see the Access Token sections in Account Settings > Authentication.

Set this parameter to False to hide this section from all user roles except Server Admins. No restart is required.

Note: This parameter only hides the ability to create API tokens from the Alation UI. It does not disable

the functionality of API tokens creation and usage. The functionality itself cannot be disabled as the use of

APIs always requires an Access token to be passed in the request header.

If the Access Tokens section is hidden from the UI, the only means to create API tokens is the Token

Management API.

3.12.3 Disable the pre-2020.3 Token API

In releases before 2020.3, API access tokens were created with the help of the GET Token API. In 2020.3, this API

is still available and can be used to create API tokens. You can choose to disable the legacy GET Token API on your

Alation instance to completely switch to the new Token Management API.

To disable the pre-2020.3 GET Token API, use the parameter alation.authentication.token.disable_v0_-

api_token_auth. By default, it is set to False, which means the tokens created with the legacy GET Token API can

be used to create tokens. Set this parameter to True to completely disable the usage of the pre-2020.3 GET Token API.

When this parameter is set to True (= GET Token API is disabled), then tokens created with the legacy GET Token API

will not be accepted by the Alation application and API requests that include them will fail.

3.13 Configure Service Cloud Access for Designated Admins

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to 5.9.13, 5.10.9, 5.12.7 and later releases

You can additionally configure access from your Alation instance to Alation Technical Support.

From July 3, 2020 only a limited number of designated Alation admins are permitted to create tickets for the Alation

Technical Support on behalf of your organization. Alation Support uses the Service Cloud platform to manage support

requests from users. Your organization should have appointed 4 Alation users with the Server Admin role as designated

3.13. Configure Service Cloud Access for Designated Admins 3755

https://developer.alation.com/dev/reference/refresh-access-token-overview
https://developer.alation.com/dev/reference/refresh-access-token-overview


Alation User Guide

Service Cloud admins. These users have accounts in the Service Cloud with permissions to create Support tickets.

Additionally, these same admins can be provided direct access from Alation to the Service Cloud Help Center.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

For the designated admins to navigate to the Service Cloud Help Center directly from Alation, perform the following

configuration using the alation_conf :

1. SSH to your Alation instance and enter the Alation shell:

sudo /etc/init.d/alation shell

2. Add the emails of the designated admins as values for the parameter alation.help.alation_helpdesk_-

users in the alation_conf. This parameter expects a comma-separated list of user email addresses. The emails

should be the same emails which are added to the users’ Alation accounts and their Service Cloud accounts.

These users must have the Server Admin role in Alation.

Important: The alation.help.alation_helpdesk_users parameter is case-sensitive. Please

specify the emails using their exact case.

There should be no space after the commas in the email list.

alation_conf alation.help.alation_helpdesk_users -s <email1>,<email2>

3. No restart is required. Refresh the Alation page to see the changes.

This configuration adds the link Contact Alation Support, visible to the Server Admins who have been added to the

alation.help.alation_helpdesk_users parameter. The link will appear in:

• the Information menu on the main toolbar in the Alation Catalog;

• the Help menu in Compose.

The Contact Alation Support link target is preconfigured to navigate to the landing page of the Service Cloud Help

Center at https://alation.force.com.

Alation Catalog

Compose
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3.14 Configure Access to the Internal Help Desk

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to 5.9.13, 5.10.9, 5.12.7 and later releases

You can optionally add one more link to Alation that allows users to access your internal help desk. This is useful if you

set up a process for Alation users to first reach out to the internal help desk if they encounter issues with the Alation

Catalog or Compose. This link is visible to all users and has no dependency on their Alation role. It is displayed in the

Information menu in the Alation Catalog and in the Help menu in Compose.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

The configuration is done using the alation_conf :

1. SSH to your Alation instance and enter the Alation shell:

sudo /etc/init.d/alation shell

2. Add the URL to your internal help desk as the value to the parameter alation.help.helpdesk_url. The URL should

include the HTTP or HTTPS prefix:

alation_conf alation.help.helpdesk_url -s <helpdesk url>

Example: alation_conf alation.help.helpdesk_url -s https://helpdesk.company.com

3. No restart is required. Refresh the Alation page to see the changes.

Alation Catalog
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Compose

3.15 Enable Permission for Data Source Admin to Add Sources

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

A Server Admin can set the following flag to True in alation_conf to enable permission for the Source Admin to add

and configure the Sources:

alation_conf alation.roles.allow_source_and_catalog_admins_to_create_ds -s True

No restart is required after setting the flag.

Once the flag is set to true, Source Admin can use the Add button on the Sources page to add and configure a new

Source.
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3.16 Enable Pagination for Lineage

Customer Managed Applies to customer-managed instances of Alation

Lineage pagination, available from release 2022.4, enables control over the horizontal extent of lineage diagrams.

Extremely large lineage diagrams can be difficult to process and display; pagination helps to keep such diagrams

manageable. Pagination requires that Lineage V3 be enabled.

Enable pagination using alation_conf as follows:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. In alation_conf, set the pagination flag:

alation_conf lineage-service.features.enable_pagination -s True

4. Restart the lineage service:

alation_supervisor restart lineage

5. Exit the Alation shell by typing exit at the prompt:

exit

Once pagination is enabled, you can control the horizontal extent of your lineage diagrams using either the

lineage-service.filters.max_depth parameter in alation_conf, or, equivalently, the Initial Horizontal Levels

(Distance) control on the Lineage tab of the Customize Catalog menu, as described in Modifying the Number of Nodes

Displayed in Lineage Diagrams.
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3.17 Enable Debug Mode for Capturing the Detailed Level Logs (Cus-

tom DB)

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2020.4

Enabling the Debug mode captures the details available in the Debug mode in the Taskserver logs. You can locate the

taskserver.log file which has the Debug mode details at /opt/alation/site/logs/.

Warning: Debug mode generates more Taskserver logs with increased log size that might require additional disk

space. Alation recommends using the DEBUG mode only when you want to perform detail level debugging.

Enable the debug mode in alation_conf:

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. Using alation_conf, set the alation.logging.adbc_log_level flag to DEBUG. By default, the flag is set to INFO.

alation_conf alation.logging.adbc_log_level -s DEBUG

alation.logging.adbc_log_level = DEBUG

Note: TRACE mode is not supported.

3. Restart the Java processes:

alation_supervisor restart java:*

Users can find the debug details of the following processes in the the Taskserver logs:

• MDE

• QLI

• PROFILING

• COMPOSE

3.18 Enable or Disable Marketplaces

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation Marketplaces is enabled by default. Server Admins can enable or disable the feature at any time using the switch

Enable links to Alation Marketplaces on the Feature Configuration tab in Admin Settings. Toggle the switch to the

on-position to enable the Marketplaces links:
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Toggle the switch to the off-position to disable the links:

If you make any changes on the Feature Configuration tab, you must save your changes by clicking the Save Changes

button:

Server Admins with an on-prem Alation instance can also enable or disable the feature using alation_conf. For example,

to enable Marketplaces, do the following:

1. Use SSH to connect to the Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Set the alation_conf flag alation.feature_flags.enable_marketplace_link to True:

alation_conf alation.feature_flags.enable_marketplace_link -s True

4. Exit the Alation shell:

exit

3.18.1 Disable External Search

External Search is an earlier Alation feature with a similar purpose of surfacing available datasets from public market-

places. If your catalog had External Search enabled, we strongly recommend that you disable it when using Alation

Marketplaces.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To disable External Search in Alation:

1. Use SSH to connect to the Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. Set the alation_conf flag alation.feature_flags.enable_external_data_search_ui to False:

alation_conf alation.feature_flags.enable_external_data_search_ui -s False

4. Exit the Alation shell:

exit
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3.19 Enable Connected Sheets Hub

The Alation Connected Sheets Hub gives you a central location to view and manage the Connected Sheets that are

shared in your organization.

Alation Connected Sheets Hub is disabled by default. Server Admins can enable or disable the feature at any time using

the switch Connected Sheets Hub Page on the Feature Configuration tab in Admin Settings. Toggle the switch to the

on-position to enable the hub:

Toggle the switch to the off-position to disable the hub:

3.20 Enable Removability of Object-defined Fields

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2023.1.4

Alation now supports removing object-defined fields from templates and re-adding them as a part of a group of fields on

the same template. Object-defined fields are read-only fields that display one or more attributes of an object on a catalog

page. Examples include Source Comments and Properties.

This feature is enabled on the Feature Configuration page. Toggle on the switch Enable removability of ‘Object-

defined fields’:

Also see:

• Feature Configuration

3.21 Enable or Disable Search Autocomplete

Customer Managed Applies to customer-managed instances of Alation

Search Autocomplete is enabled by default, refer to Search. To disable or enable it, use alation_conf :

1. SSH to the Alation instance and enter the Alation shell.

sudo /etc/init.d/alation shell

2. To disable Search Autocomplete, using alation_conf, set the Search Autocomplete feature flag to False:
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alation_conf alation.search.enable_search_autocomplete -s False

3. Restart the celery-beat component.

alation_supervisor restart celery:celery-beat

4. To enable the Autocomplete Search, set the flag to True:

alation_conf alation.search.enable_search_autocomplete -s True

5. Restart the celery-beat component.

alation_supervisor restart celery:celery-beat

3.22 Enable Custom Field Search

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from 2023.3

By default, Alation Search allows you to filter searches by the various fields associated with an object type. Instead

of trying to remember the appropriate filters, you can enable custom field search that allows custom field values to be

added to the search index. You can then search more naturally for the values you are interested in.

Alation Cloud Service customers can raise a support ticket to have custom field search enabled in their instances.

Note: If custom field search is enabled, your users will be able to search for all custom fields, including those that may

have been hidden from them using Custom Field Permissions. If you have set such permissions, we recommend that you

not enable custom field search.

You enable custom field search by setting the feature flag alation.search.enable_custom_field_search to True

with alation_conf as follows:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Call alation_conf to set the feature flag:

alation_conf alation.search.enable_custom_field_search -s True

You disable custom field search by setting the feature flag alation.search.enable_custom_field_search to

False with alation_conf as follows:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Call alation_conf to set the feature flag:
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alation_conf alation.search.enable_custom_field_search -s False

3.23 Disable the Not Set Filter Option

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

To disable Not Set filters from appearing in your Alation UI, set the feature flag alation.feature_flags.enable_-

not_set_ui_filter to False as follows:

1. Enter the Alation shell.

2. In alation_conf, set the feature flag:

alation_conf alation.feature_flags.enable_not_set_ui_filter -s False

3. Exit the shell: exit

Here is a portion of the search filter pane with ‘Not set’ filters showing:

The same search with the enable_not_set_ui_filter flag set to False:

You can also control whether the ‘Not Set’ filter is indexed in Alation search. Enable indexing of the Not set filter using

alation_conf :

1. Enter the Alation shell.

2. In alation_conf, set the enable_not_set_filter_indexing flag:
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alation_conf alation.search.enable_not_set_filter_indexing -s True

3. Restart the celery workers:

alation_supervisor restart celery:*

4. Restart the Alation UI:

alation_supervisor restart web:uwsgi

To disable Not set indexing, re-set the flag as follows:

1. Enter the Alation shell.

2. In alation_conf, set the enable_not_set_filter_indexing flag to False:

alation_conf alation.search.enable_not_set_filter_indexing -s False

3. Restart the celery workers:

alation_supervisor restart celery:*

4. Restart the Alation UI:

alation_supervisor restart web:uwsgi

3.24 Enable the Lexicon Search

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

Enable or Disable Search by Lexicon Abbreviations. Enable the Lexicon Search using alation_conf:

1. Enter the Alation shell.

2. In alation_conf, set the Lexicon Search flag:

alation_conf alation.search.enable_lexicon_synonym_search -s True

3. Restart the celery-beat component:

alation_supervisor restart celery:celery-beat

4. To disable Lexicon Search, set the flag:

alation_conf alation.search.enable_lexicon_synonym_search -s False
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3.25 Set Search Ranking by Object Type

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

From Alation release 2022.4, you can set search rankings by object type using alation_conf. For most object types in

Search, there is a corresponding alation_conf setting that sets its boost factor.

By default, Data Sources, Terms, Articles, and Tags are boosted the most. If you’d like a different mix of results in your

search results, adjusting the boost factor for one or more object types can help.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

3.25.1 Adjust the Boost Factor

To adjust the boost factor, use the alation_conf command with the appropriate setting and specify the desired new value.

For example, to raise the boost factor for Domains to 3, you would use alation_conf as follows:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Run the following alation_conf command:

alation_conf alation.search.otype_boost_factor_domain -s 3

Note: While some of the pre-set boost factors are decimal values, only integer values are accepted by alation_conf.

3.25.2 Re-index the Object Type

After adjusting the boost factor, you need to re-index the object type. You do this by running the Python command

manage.py update_index from the Alation Django directory. For example, to re-index the Domain object type after

raising its boost factor as above, you would do the following:

1. Change the user to alation.

sudo su alation

2. Go to /opt/alation/django.

cd /opt/alation/django

3. Run the following command to re-index domains:

python manage.py update_index --using default domains.domain

More generally, you will run the command python manage.py update_index --using default with one of the

predicates listed in Boost Factors and Predicates, which also lists the boost factor names and default values.
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Note: You can also obtain the necessary re-indexing command by calling alation_conf with the -v flag, as follows:

alation_conf alation.search.otype_boost_factor_domain -v

This produces the following output, which includes the re-indexing command on the comment line:

alation.search.otype_boost_factor_domain = 3

type: <class 'int'>

default: 1

comment : Search boost factor for Domains. After modifying this value,

reindexing these objects with the following update_index command is required

for this change to be reflected in Search: python manage.py update_index --

using default domains.domain

whitelist : True
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3.25.3 Boost Factors and Predicates

Table 1: Boost Factors:

Object Type alation_conf Boost Setting Default
Value

Re-index Predicate

Data Source alation.search.otype_boost_factor_data_-

source

5 rosemeta.datasource

Schema alation.search.otype_boost_factor_schema 2 rosemeta.schema

Table alation.search.otype_boost_factor_table 3 rosemeta.table

Column alation.search.otype_boost_factor_-

attribute

1 rosemeta.attribute

Value alation.search.otype_boost_factor_-

attribute_value

0.25 rosemeta.

attributevalue

Glossary alation.search.otype_boost_factor_-

glossary

1 glossary.glossary

Term alation.search.otype_boost_factor_term 5 glossary.term

Article

Group

alation.search.otype_boost_factor_-

article_group

1 rosemeta.

customglossary

Article alation.search.otype_boost_factor_-

article

5 rosemeta.article

BI Server alation.search.otype_boost_factor_bi_-

server

1 bi_metadata.biserver

rosemeta.reportsource

rosemeta.tableauserver

BI View alation.search.otype_boost_factor_bi_-

view

1 bi_metadata.

bidatasource

BI Folder alation.search.otype_boost_factor_bi_-

folder

1 bi_metadata.bifolder

Statement

Template

alation.search.otype_boost_factor_-

statement_template

0.25 rosemeta.

statementtemplatetext

Domain alation.search.otype_boost_factor_domain 1 domains.domain

File System alation.search.otype_boost_factor_file_-

system

1 filesystems.filesystem

File alation.search.otype_boost_factor_file 1 filesystems.file

File Attribute alation.search.otype_boost_factor_file_-

attribute

1 filesystems.

fileattribute

User Profile alation.search.otype_boost_factor_user_-

profile

3 rosemeta.userprofile

Policy alation.search.otype_boost_factor_policy 1 policy.businesspolicy

Data Policy alation.search.otype_boost_factor_data_-

policy

1 policy.policy

Policy Group alation.search.otype_boost_factor_-

policy_group

1 policy.policygroup

User Group alation.search.otype_boost_factor_user_-

group

1 rosemeta.groupprofile

Tag alation.search.otype_boost_factor_tag 4 tags.tag

Catalog Set alation.search.otype_boost_factor_-

catalog_set

1 rosemeta.

dynamicsetproperty

Dataflow alation.search.otype_boost_factor_file_-

dataflow

1 object_lineage.

dataflow

Boost is not configurable for the following object types:
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• BI Report

• BI Field

• Execution Result

• Query

• Function

• Conversation

3.26 Set Search Ranking for the Endorsement and Deprecation Flags

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

Alation Search incorporates endorsement and deprecation flags into search ranking. The extent of boost or penalty is

controlled with the following flags in the alation_conf:

alation.search.flag_boost_ranking_factor

alation.search.flag_penalty_ranking_factor

The default value for the alation.search.flag_boost_ranking_factor is 2 and the default value for the alation.search.flag_-

penalty_ranking_factor is 0.5.

Scores that are greater than 1.0 will boost the ranking. The higher the score, the higher the endorsed objects will

appear in search ranking. Scores that are smaller than 1.0 will penalize the ranking. The lower the score, the lower the

deprecated objects will appear in search ranking.

For Alation to not analyze flags in search ranking, set the parameter(s) to 1.

3.27 Set Password for Internal PostgreSQL Instances

Customer Managed Applies to customer-managed instances of Alation

These steps require a Server Admin with server-side access to the Alation application.

Alation uses two internal PostgreSQL (Postgres) databases:

• the internal Alation server database (Rosemeta)

• the built-in Alation Analytics V1 database (alation_analytics) that powers the Alation Analytics V1 feature. The

alation_analytics database is only in use if the Alation Analytics V1 feature is enabled on the Alation instance.

It is possible to set a password on either or both of these internal Postgres databases.

Set a password if the database security policy at your organization requires it and change it at regular intervals as

prescribed by the policy.

Important: On HA instances, the Postgres password should be set on the Primary instance only.
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3.27.1 Set Password on the Internal Postgres Databases

To set the password on the internal Postgres databases:

1. On the Alation host, enter the Alation shell and set user to alation:

sudo /etc/init.d/alation shell

sudo su alation

2. You can choose to set the password using either the noecho or interactive mode. The noecho mode does not

print the password to the console. The interactive mode shows the password string. You can set the password on

both Postgres databases or just one of them.

Noecho

To set the password in the noecho mode, run the script below and follow the prompts in the console to complete the

setup. Note that you will be prompted to enter a password for the Alation Analytics V1 database only if this feature is

enabled on your Alation instance:

/opt/alation/bin/alation_set_pg_password noecho

Interactive

To use the interactive mode, run the following script substituting the placeholder value <password> with your real

value:

/opt/alation/bin/alation_set_pg_password interactive --rosemeta=<password> --

analytics=<password>

If you only wish to set a password on one of the databases, use the respective database name only, for example:

/opt/alation/bin/alation_set_pg_password interactive --rosemeta=<password>

Important: The alation_set_pg_password script will restart Postgres after the password is changed from an empty

password to an actual password value in either mode. When you change an existing password to a new password, the

restart is not required and will not be performed.

When a password is set, you will need to enter it when accessing the Postgres instance for troubleshooting.
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3.27.2 Check if Password is Set on Internal Postgres Databases

To check if the internal Postgres databases currently have a password set:

1. On the Alation host, enter the Alation shell:

sudo /etc/init.d/alation shell

2. To check if a password for set for the server database (Rosemeta), run the following command:

alation_conf pgsql.config.password

This will output the value of the pgsql.config.password parameter. If a password is set, the value will

be an encrypted password string. If not, there will be no value.

3. To check if a password for set for the Alation Analytics V1 database, run the following command:

alation_conf alation_analytics.pgsql.password

This will output the value of the alation_analytics.pgsql.password parameter. If a password is set,

the value will be an encrypted password string. If not, there will be no value.

3.27.3 Change the Postgres Password

To change the password, set a new password using the steps in Set Password on the Internal Postgres Databases.

3.27.4 Clear the Postgres Password

Note that clearing PostgreSQL passwords requires a restart of the corresponding internal PostgreSQL instance.

1. On the Alation host, enter the Alation shell:

sudo /etc/init.d/alation shell

2. To clear the password from the internal server database (Rosemeta), run the following command:

alation_conf pgsql.config.password -c

3. To clear the password from the Alation Analytics V1 database, run the following command:

alation_conf alation_analytics.pgsql.password -c

4. Deploy the configuration:

alation_action deploy_conf_all

5. If you cleared the Rosemeta password, restart the Postgres service for Rosemeta:

alation_action stop_postgres

alation_action start_postgres

6. If you cleared the Alation Analytics V1 password, restart the Postgres service for Alation Analytics V1:
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alation_action stop_alation_analytics_postgres

alation_action start_alation_analytics_postgres

7. To check that the password has been cleared:

alation_conf pgsql.config.password

alation_conf alation_analytics.pgsql.password

The parameter(s) should display an empty value.

8. Exit the Alation shell: exit .

3.28 Use ALLIE AI to Suggest Stewards

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

From Alation version 2023.3, for customers using the Alation cloud-native architecture, ALLIE AI can help suggest

stewards for your RDBMS data objects (data sources, schemas, tables, and columns). The feature is currently in Public

Preview. When the feature is enabled, ALLIE AI suggests stewards for objects based on various user actions and certain

parameters for each object.

3.28.1 Enable Auto-Suggest

To enable the auto-suggest feature, do the following:

1. Open the Feature Configuration tab in Admin Settings.

2. Toggle the switch Allie Suggested Stewards to On, as shown:

Note: In Alation versions 2023.3 and 2023.3.1, the Allie Suggested Stewards switch was visible in

all Alation instances, not just those using Alation cloud-native architecture. This has been corrected in

Alation version 2023.3.2 and later.

Once enabled, model training will be triggered automatically once a week. You can also trigger model training from the

Alation django shell. See Trigger Training Manually.

3.28.2 Accept or Reject Suggested Stewards

Once auto-suggest is enabled and the model training is run, you may see Allie-suggested stewards on relevant catalog

pages, marked by the Allie robot head icon. You can hover over a suggested steward to see that Alation has recommended

the user as a steward. Use the check icon to confirm the suggestion and the cross icon to reject the suggestion:

3772 Chapter 3. Additional Configuration



Alation User Guide

Confirmed stewards receive an email notification informing them of the change. Rejected suggestions disappear from

the list of stewards.

3.28.3 Trigger Training Manually

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

Once you enable auto-suggest, model training will occur automatically once a week. If you want to see results sooner,

you may want to run the model training before the automatic run is triggered. You can do this using the Alation django

shell, as follows:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Change to the Alation user:

sudo su alation

4. Enter the Alation django shell:

alation_django_shell

5. From the django prompt, import the Allie suggestion scripts:

from rosemeta.tasks.allie_suggestions import *

6. Run the model training:

run_allie_stewards_combined_pipeline()
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3.29 Set stewardship.curation_progress.ingestion.batch_size Param-

eter

Customer Managed Applies to customer-managed instances of Alation

The Curation Progress report on the Stewardship Dashboard is computed for all data objects in batches.

Note: In releases before V R6 (5.10.x) the computation job is triggered when the user turns on the Stewardship Dashboard

feature (using the alation.feature_flags.enable_stewardship_dashboard flag in alation_conf). Starting

from V R6, all Analytical Stewardship features are enabled by default.

The curation progress computation batch size can be regulated with the stewardship.curation_-

progress.ingestion.batch_size parameter. The default is set to 1,000.

Users can try decreasing the value of the stewardship.curation_progress.ingestion.batch_size, parameter

if their instance is low on resources and they observe the following:

• The Analytical Stewardship Dashboard-related tasks are stuck and the system performance deteriorates

• Analytical Stewardship Dashboard tasks block or delay the progress of other tasks.

On larger instances without a limitation on resources, if you observe the slowness for Stewardship Dashboard-related

Celery tasks, you can increase the value of stewardship.curation_progress.ingestion.batch_size parameter

to 10,000.

To configure stewardship.curation_progress.ingestion.batch_size using the alation_conf file:

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. To view the current value of the stewardship.curation_progress.ingestion.batch_size, do:

alation_conf stewardship.curation_progress.ingestion.batch_size

3. To set the value of stewardship.curation_progress.ingestion.batch_size, run the following com-

mand substituting <value in number of tasks> with the actual value:

alation_conf stewardship.curation_progress.ingestion.batch_size -s <value in number

of tasks>

4. Restart the Celery component:

alation_supervisor restart celery:*

3.30 Set bulk_insert_sql_str_length_limit Parameter

Customer Managed Applies to customer-managed instances of Alation

Alation extracts metadata from data sources and inserts the extracted metadata information into Postgres in batches.

The bulk_insert_sql_str_length_limit parameter sets the batch size for bulk metadata synchronization. The

default value is 500 MB set in bytes: alation.metadata_syncing.bulk_insert_sql_str_length_limit =

500000000.
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Users may have to adjust the value of this parameter using alation_conf if they observe performance issues during

metadata extraction (MDE), such as extreme slowness that leads to MDE failure. The postgres.log in this case will

contain Out of Memory errors and the information on MDE failure during the execution of the Insert query. Analysis

by Alation engineers shows that in such cases the Insert query may be terminated by the operating system due to memory

pressure.

Alation does not currently provide a specific recommendation for the bulk_insert_sql_str_length_limit value

because it largely depends on the instance size and resources. You may need to experimentally find the value that works

for your Alation instance.

To configure bulk_insert_sql_str_length_limit :

1. SSH to your Alation host.

2. Enter the Alation shell:

sudo /etc/init.d/alation shell

3. To view the current value of the bulk_insert_sql_str_length_limit, run:

alation_conf alation.metadata_syncing.bulk_insert_sql_str_length_limit

4. To set a new value, run the following command substituting <value in bytes> by the actual value:

alation_conf alation.metadata_syncing.bulk_insert_sql_str_length_limit -s

<value in bytes>

You can start with reducing the default value of the parameter by half and re-running the MDE from Alation to check if

it runs successfully.

3.31 Beta Azure Metadata Extraction

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 4.18.0

Alation now supports cataloging Azure SQL DataWarehouse as a data source.

Add a new data source and choose Azure SQL DW as the DBtype.

This feature is enabled in alation_conf or in Labs/Feature Configuration.

In alation_conf, set the Azure Data warehouse flag:

alation_conf alation.feature_flags.enable_datasource_azuredw -s True

Alternatively, in Feature Configuration, toggle on the switch Enable Azure SQL Data Warehouse Database Type:

3.31. Beta Azure Metadata Extraction 3775



Alation User Guide

Also see:

• Feature Configuration

• Using the alation_conf File

3.32 Multi-Catalog Support for Data Sources Like Presto

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 4.18.0

Presto Execution Engine support for Multiple catalogs:

• Support for metadata extraction for multiple catalogs, such as Linked Data source as well as Manual setup data

source.

Currently Presto supports multiple data sources as follows:

• Hive

• MySQL

• PostgreSQL

• Amazon Redshift

• Teradata

This feature is enabled in alation_conf or using Feature Configuration.

In Labs (Feature Configuration), turn on the corresponding switch: Enable Presto Database Type with multiple

catalogs:
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Alternatively, you can enable this feature on the Alation Server backend from the Alation shell using the dedicated

alation_conf command:

alation_conf alation.feature_flags.enable_datasource_presto_multicatalog -s

True

Also see:

• Feature Configuration

• Using alation_conf

3.33 Enable Cassandra Data Source

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 4.18.0

Alation now supports cataloging Cassandra as a data source.

In Settings, add a new data source and choose Cassandra as the DB type.

This feature is enabled in alation_conf and or in Feature Configuration.

In Feature Configuration, turn on the corresponding switch Enable Cassandra Database Type.

Alternatively, set the Cassandra datasource flag using alation_conf :

alation_conf alation.feature_flags.enable_datasource_cassandra -s True

Also see:

• Cassandra

• Feature Configuration

• Using the alation_conf File

3.33. Enable Cassandra Data Source 3777



Alation User Guide

3.34 Use a Custom Attribute map for SAML Configuration

Customer Managed Applies to customer-managed instances of Alation

If your IdP does not offer a way for you to map the assertion response attributes onto attributes expected by Alation, you

can create a custom attribute map on the Alation server and map the attributes using this map. The map uses the format

Basic.

To create the custom attribute map:

On the Alation server, create a file map.py at /opt/alation/site/saml/

The file should have the following content. Substitute the keys 'ssoid', 'email', 'firstname', 'lastname' with

your actual attribute names):

MAP = {

'identifier':'urn:oasis:names:tc:SAML:2.0:attrname-format:basic',

'to': {},

'fro': {

'ssoid': 'uid',

'email': 'mail',

'firstname': 'givenName',

'lastname': 'sn'

}

}

3.34.1 Related Topics

Configure Authentication with SAML from Alation Shell

3.35 Wrap Text Fields in Quotes for Export and Download

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from version 5.9.12

Wrap Text Fields in Quotes for Exports and Downloads is a setting for Compose found in Admin Settings > Compose

Settings. It was added to allow for seamless import of Compose query results into MS Excel keeping the correct values

for the text-like data types when columns may have numeric values with leading zeros.

Note: Wrap Text Fields in Quotes for Exports and Downloads setting applies to the following data types:

CHAR VARCHAR LONGVARCHAR CLOB SQLXML NCHAR
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NCLOB DATALINK DISTINCT LONGNVARCHAR NVARCHAR

You need the role of the Server Admin to access and change this setting.

When columns of text-like types have numeric values that start with leading zeros, such zeros are known to be dropped

by Microsoft Excel when query result sets exported from Alation are imported into this tool. For example, if a field of

type varchar has value 000000000000234, it will be interpreted as a numeric field by MS Excel and displayed as 234.

To avoid having to fix the cell formatting in MS Excel and other desktop tools, you can enable pre-formatting of these

data types using the Wrap Text Fields in Quotes for Exports and Downloads setting. This pre-formatting consists

in “wrapping” the text-like data types in additional quote marks in the result set files exported or downloaded from

Alation. When enabled, such field values will be wrapped in a set of additional quote marks in the exported or downloaded

file to prevent these values from being treated as a numeric type by MS Excel and other desktop applications.

To enable Wrap Text Fields in Quotes for Exports and Downloads,

1. Go to Admin Settings > Compose Settings to open the Compose tab of the settings:

2. On the Compose tab, find the switch Wrap Text Fields in Quotes for Exports and Downloads. Click the switch

to toggle it on:

3.35. Wrap Text Fields in Quotes for Export and Download 3779



Alation User Guide

4. Click Save the changes to apply the change:

3.35.1 Examples

When this setting is enabled, your result set exports and downloads from Compose and the Catalog will wrap text-like

fields into additional quotes. These added quotes will NOT appear in Excel sheets when you import the exported or

downloaded result sets.

Here is an example of a query results exported to CSV with Wrap Text Fields in Quotes for Exports and Downloads

enabled (assuming that inventory_code column is varchar type):
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field_id,inventory_code

3065,"=""007370013197"""

3137,"=""006370013199"""

3283,"=""000524731198"""

3333,"=""000546731197"""

1467,"=""000647001319"""

3151,"=""000786519198"""

To compare, this is how the same export looks like with Wrap Text Fields in Quotes for Exports and Downloads disabled:

field_id,inventory_code

3065,007370013197

3137,006370013199

3283,000524731198

3333,000546731197

1467,000647001319

3151,000786519198

3.36 Reset LDAP Bind Password Using CLI

Customer Managed Applies to customer-managed instances of Alation

This article explains how to reset the LDAP Bind password if it is forgotten, or it you want to set a new password. This

functionality is supported starting from Alation version 5.5.

3.36.1 Resetting the LDAP Bind Password

To reset the LDAP Bind password,

1. Sign into the Alation shell as the administrator. 2. Run

alation_conf alation.authentication.ldap.bind_password -s <new_password>

The password is changed. Old password is no longer available.

3.36.2 Successful Completion

The above steps are considered successful if:

• You can log into the LDAP Bind using the new password.
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3.37 Enable or Disable Query Scheduling

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

A Server Admin can enable or disable the ability to schedule queries in one of two ways:

• Using the Admin Settings in Alation.

• Using the command line on the Alation server (for on-premise installations).

If query scheduling is enabled, Server Admins can disable individual query schedules in a convenient way using the

Scheduled Queries Dashboard.

3.37.1 Admin Settings

To enable or disable query scheduling in Alation:

1. Click the Settings gear icon in the top right corner of Alation. The Admin Settings page opens.

2. In the Server Admin section, select Miscellaneous.

3. Click the Query Scheduling toggle enable or disable query scheduling.

3.37.2 Alation Server

If you have an on-premise installation of Alation, you can use the command line to enable or disable scheduled queries:

1. Get your user ID. You will need it to run the command that disables scheduled queries.

a. Enter the Alation shell

sudo /etc/init.d/alation shell

b. Get the ID of the user substituting the sample values with actual values

alation_psql

select id, username, email from auth_user where email like 'example%';

c. Note the ID and exit psql:

\q

2. On the Alation host, run the following commands to disable query scheduling. Substitute the # in id=# with your

user ID. Substitute '{yes/no}' with 'yes' or 'no' depending on whether you want to enable or disable query

scheduling.

sudo /etc/init.d/alation shell

alation_django_shell

from rosemeta.models import SiteSettings

setting = SiteSettings.get('misc_settings')

setting['enable_query_scheduling'] = '{yes/no}'

SiteSettings.set('misc_settings', setting, User.objects.get(id=#))
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3.38 Update Allowed HTML Styles

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

Rich Text Fields on Alation catalog pages support a limited number of HTML styles. The New User Experience

includes an expanded list of styles. The full list of supported styles is contained in the alation_conf parameter

alation.catalog.rich_text.allowed_html.styles. If you need to update your list of HTML styles, do the

following:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Using alation_conf, query for the current set of allowed HTML styles:

alation_conf alation.catalog.rich_text.allowed_html.styles

You should see output similar to the following:

alation.catalog.rich_text.allowed_html.styles = ['width', 'height', 'list-

style-type', 'margin', 'margin-left', 'margin-right', 'margin-top', 'margin-

bottom', 'border', 'border-color', 'border-width', 'border-style', 'overflow

', 'vertical-align', 'visibility']

4. Copy the list and add or remove items as desired; for full functionality of the New User Experience, include the

following styles: 'color', 'text-align', 'font-size', 'background-color', 'margin-left'.

5. Call alation_conf again to reset the allowed HTML styles. The full list must be enclosed in double quotes (”)

when passing to alation_conf :

alation_conf alation.catalog.rich_text.allowed_html.styles -s "['background-

color', 'color', 'font-size', 'width', 'height', 'list-style-type', 'margin

', 'margin-left', 'margin-right', 'margin-top', 'margin-bottom', 'border',

'border-color', 'border-width', 'border-style', 'overflow', 'vertical-align

', 'visibility']"

6. Restart the Alation user interface:

alation_supervisor restart web:uwsgi

7. Exit the shell: exit
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3.39 Updating Object Mentions

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In Alation is it possible to reference the catalog objects by @-mentioning them in rich text fields.

Alation saves these references by wrapping the information on the object into the HTMLtag <a> and embedding this tag

in the field value.

3.39.1 Before V R5

In releases before V R5 (5.9.x), the embedded <a> tag included the title of the referenced object. For example:

<a data-oid=5 data-otype="table" href="/table/5/">table.title</a>

To keep the mentioned/referenced objects up-to-date, Alation would update these embedded tags every time the title of

the object changed. This update was propagated with two asynchronous Celery jobs for every update being put and

processed in the default queue of Celery workers.

Unfortunately, Alation ran into a performance issue with this approach, as the more references had to be updated, the

larger number of corresponding Celery jobs would have to be triggered. If a large amount of catalog data was loaded

using the public API, the number of references to be updated would kick off so many update mentions Celery jobs that

the queue would overload and stall.

3.39.2 Changes in V R5

Starting with V R5 (5.9.x), Alation stores object references differently aiming at a more effective handling of large

volumes of catalog data. The <a> tag now includes only the reference of the object without storing any data about it

(that is, it no longer stores the title):

<a data-oid=5 data-otype="table" href="/table/5/"></a>

Instead of triggering the Celery “update mention” jobs, Alation now uses the backend APIs to fetch the current name

and title of the referenced object whenever it is rendered in the UI. Deprecation of the “update mention” Celery jobs in

R5 allows us to keep the Celery queue healthy and moving when a large number of object references has to be updated.

3.40 Control Left-Hand Navigation Bar Behavior

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies to release 2020.3

It is possible to control the behavior of the left-hand navigation sidebar on page loading. By default, this sidebar appears

as collapsed and needs to be expanded manually. You can change this behavior for the left-hand navigation sidebar to be

expanded by default.

To control the behavior of the sidebar, use the toggle Open left-hand navigation on initial load in Admin Settings >

Feature Configuration:

• Toggle on: Display Left-Hand Navigation Bar as expanded during the initial page load.
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• Toggle off : Display Left-Hand Navigation Bar as collapsed during the initial page load.

Note: Click Save Changes to save the changes to Feature Configuration. For more information, see

Feature Configuration .
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3.41 Disable Role Selection for SSO-Enabled Data Sources

Customer Managed Applies to customer-managed instances of Alation

Available from release 2021.2

By default, users connecting to SSO-enabled data sources will need to select a role if the SAML assertion response

returns multiple roles. Role selection can be disabled on the level of the AuthService configuration object. This means

that it will be disabled for all data sources configured to use this AuthService configuration.

When role selection is disabled, the data source driver assumes the first role from the list of roles returned in the SAML

response from the IdP unless a specific role is included into the Compose connection URI. For example, for Amazon

Athena data sources, the user who creates the connection can include the preferred_role parameter in the URI to

specify which role to assume when connected.

3.41.1 Disable Role Selection

1. SSH to the Alation host.

2. Enter the Alation shell and then enter the Django shell:

sudo /etc/init.d/alation shell

alation_django_shell

3. To disable the role selection, run the code given below substituting the placeholder values with real values:

• <method> - authentication method used to create the config object, for example aws_iam for

AWS data sources

• <name> - name of the AuthService configuration object for which you are disabling the role

selection

from auth_client.auth import Client as AuthClient

AuthClient(<method>).configure(operation='update', config={'config_name':

<name>, 'multirole': 'false'})

Example

from auth_client.auth import Client as AuthClient

AuthClient('aws_iam').configure(operation='update', config={'config_name':

'my_aws_connection', 'multirole': 'false'})

4. Exit from the Django shell: exit.

5. Exit from the Alation shell: exit.

3.41.2 Enable Role Selection

from auth_client.auth import Client as AuthClient

AuthClient(<method>).configure(operation='update', config={'config_name':<name>,

'multirole': 'true'})

Example
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from auth_client.auth import Client as AuthClient

AuthClient('aws_iam').configure(operation='update', config={'config_name':'my_

aws_connection', 'multirole': 'true'})

3.42 Extract the Complete View Definition for Google BigQuery

Customer Managed Applies to customer-managed instances of Alation

Do the following steps to enable the flag to extract the complete View Definition for Google BigQuery views and

materialized views:

1. Enter the Alation shell:

sudo /etc/init.d/alation shell

2. Using alation_conf, set the View Definition for GBQ flag to True:

Enable_extraction_of_full_view_definition_for_gbq -s True

Note: It does not require any restart.

3. Set the View Definition for GBQ flag to False to disable this feature:

Enable_extraction_of_full_view_definition_for_gbq -s False
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CHAPTER

FOUR

CUSTOMIZE SEARCH FILTERS

Users with the Catalog and Server Admin roles can customize the full-page Search filters so catalog users can easily

access the most essential filters.

You can choose the filters to include in the Object Type filter pane and the left-side filter panel.

Currently, Alation has only one set of customizable filters — Default Filters.

You can make changes to the following default filters:

• Object Type Filters

• Left Side Filters

• Hidden Filters

4.1 Customize Object Type Filters

The Object Type filters are displayed above the results on the full-page Search and on top of the Browse this Domain

table on catalog pages of domain objects.

By default, the following filters are displayed:

• Data - Select filters to narrow your search results to specific data types. You can search within data sources,

schemas, tables, columns, or result tables. Select the required options or select Select All to search among all

data types.
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• Documentation - Select filters to search among the required documentation types. Some of the available

documentation types are Glossaries, Terms, Article Groups, and Articles. Select the required options or select

Select All to search among all documentation types.

• BI - Select filters to search among the required BI types. The available options are BI Servers, BI Views, BI

Folders, Dashboard Sheets, and BI Fields. Select the required options or select Select All to search among all

documentation types.

• Queries - Use this filter to search for query objects.

All other object type filters are accessible through the More Types option.

When you customize the object type filters pane, you customize it on both the full-page Search page and the Domains

catalog page.

To customize the object type filters:

1. On the Alation home page, click the Settings gear icon in the top right corner.

2. Proceed depending on your role:

• Catalog Admins: A dropdown menu appears. Click Customize Search Filters.

• Server Admins: The Admin Settings page appears. Under the Catalog Admin section, click

Customize Search Filters.

The Search Filters tab of the Customize Catalog page displaying the Custom Filters table appears.

3. In the Custom Filters table, click Edit

4. On the Default Filters page, click Object Type Filters.

You can perform these customizations:

• Reorder the list — Drag and drop the required object type to its new position in the list.

3790 Chapter 4. Customize Search Filters



Alation User Guide

Note: The positions of the All (first) and More Types (last) elements cannot be changed.

• Remove an object type — Click on the X icon next to an object type to remove it from the filter

list.

• Add other object types — Click Add Filters dropdown to open the complete list of available

object types and select or clear the checkboxes to add or remove any object type.

Note:

– You can only select the parent object types, not the child object types.

– You can include only up to four object types into the object type filter pane.

5. Click Save.

If you don’t want to apply the changes you made, you can navigate away from the page or reload the

page without saving. Changes that haven’t been saved are discarded.

6. Navigate to the full-page Search to view your updates to the object type filter pane.

4.2 Customize Left-Side Filters

The left-side filters appear on the filter panel on the left of the search results. For example, some of the available filters

are Source, Schema, Table Type, Template, and BI Source. Filters that are applicable to the selected object type are

displayed when results are filtered by an object type. For example, if you choose to filter by Schema, you can search for

tables and columns included within Schemas.

To customize the left-side filter panel:

1. On the Alation home page, click the Settings gear icon in the top right corner.

2. Proceed depending on your role:

• Catalog Admins: A dropdown menu appears. Click Customize Search Filters.

• Server Admins: The Admin Settings page appears. Under the Catalog Admin section, click

Customize Search Filters.

The Search Filters tab of the Customize Catalog page displaying the Custom Filters table appears.

3. In the Custom Filters table, click Edit

4. On the Default Filters page, click Left Side Filters.

You can perform these customizations:

• Reorder the list — Drag and drop the required object type to its new position in the list.

• Remove an object type — Click on the X icon next to an object type to remove it from the filter

list.

• Add other object types — Click Add Filters dropdown to open the complete list of available

object types and select or clear the checkboxes to add or remove any object type.

Note: You can include any number of filters.
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5. Click Save.

If you don’t want to apply the changes you made, you can navigate away from the page or reload the

page without saving. Changes that haven’t been saved are discarded.

6. Navigate to the full-page Search to view your updates to the object type filter pane.

4.2.1 Filter By Catalog

Applies from version 2023.3.5

For the RDBMS data sources that have catalog or database and have multipart schema names (Catalog_name.Schema_-

name), you can add the Catalog filter to the left-side filter panel. For example, in the multipart schema name ALATION_-

EDW.Retail, ALATION_EDW is the catalog name and Retail is the schema name. You can now search schemas based

on the catalog name filter ALATION_EDW.

To display the Catalog filter on the left side filter panel, select and drag it to the top. This enables you to search by

schema, table, and columns within a catalog.

4.3 Hide Left-Side Filters

You can hide filters that you do not want to display on the left-side filter panel. You may need to hide some filters if your

catalog has a large number of custom fields, but only a few of them are useful as filters. When you choose to hide a

filter, your catalog users won’t see it under the See More Filters option on the left side of the search results page.

To hide the left side filters:

1. On the Alation home page, click the Settings gear icon in the top right corner.

2. Proceed depending on your role:

• Catalog Admins: A dropdown menu appears. Click Customize Search Filters.

• Server Admins: The Admin Settings page appears. Under the Catalog Admin section, click

Customize Search Filters.

The Search Filters tab of the Customize Catalog page displaying the Custom Filters table appears.

3. In the Custom Filters table, click Edit

4. On the Default Filters page, click Hidden Filters.

You can perform these customizations:

• Reorder the list — Drag and drop the required object type to its new position in the list.

• Remove an object type — Click on the X icon next to an object type to remove it from the filter

list.

• Add other object types — Click Add Filters dropdown to open the complete list of available

object types and select or clear the checkboxes to add or remove any object type.

Note: You can include any number of filters.

5. Click Save.

If you don’t want to apply the changes you made, you can navigate away from the page or reload the

page without saving. Changes that haven’t been saved are discarded.
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6. Navigate to the full-page Search to view your updates to the object type filter pane.
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CHAPTER

FIVE

RUNBOOK FOR SERVER ADMINISTRATORS

Customer Managed Applies to customer-managed instances of Alation

This page is intended to help IT administrators and Server Admins to understand, monitor, maintain, and debug the

Alation server. It can also serve as a resource for you to create your own Alation runbook. Use the following links to

navigate to the desired area.

About Alation

Your Runbook

Alation Architecture

Installing Alation

Updating Alation

Backup & Restore

High Availability (HA)

Configuring Alation

Alation Actions

Monitoring Alation

Troubleshooting

5.1 Your Runbook

Customer Managed Applies to customer-managed instances of Alation

5.1.1 Overview

As an Alation customer, you should have an admin runbook for Alation. This will enable your IT teams to effectively

run your Alation installation. This document is an example of the type of information you will want to capture.

You can get a copy of this document in Microsoft Word format from the Alation Community.
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5.1.2 System Architecture

• Add a description of the architecture of your Alation environment

Example:
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5.1.3 Information Access

• List of people who have access to the Alation server

• Steps to request access the Alation server

• Steps to access the Alation server

5.1.4 Alation Components

• Description of Alation components

– Link to Alation help: Alation Architecture

• Stopping and starting services

– Link to Alation help: Alation Actions

• Monitoring and accessing logs

– Link to Alation help: Monitoring Alation

5.1.5 System Build and Deploy

• Description of your build and deployment environment, for example automation

5.1.6 Alation System Administration

New System Installation

• Steps for installing a new system in your environment

– Link to Alation help: Server Installation

Software Update

• Steps to update Alation software in your environment

– Include steps to access the Customer Portal, download the build, and transfer to the Alation server

– Link to Alation help: Updating Alation

Backup

• Description of Alation’s backups

– Link to Alation help: Backup and Restore

• Description of customer specific backups, for example VM Snapshots
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Restore

• Steps to restore an Alation backup in your environment

– Link to Alation help: Backup and Restore

• Steps to restore customer specific backups, for example VM Snapshots

High Availability Setup

• Steps to set up Alation HA in your environment

– Link to Alation help: High Availability

• Include customer-specific steps if you have additional processes

• Failover steps in your environment

– Link to Alation help: High Availability Failover

Customer-Specific Setup

• Specific configuration steps for user authentication setup

• HTTPS setup notes

• Email setup notes

System Monitoring

• Description of Alation monitoring options and how you use them in your environment

– Link to Alation help: Monitoring Alation

• Description of customer-specific monitoring

• Disk space monitoring processes in your environment

• System expansion steps in your environment

Support Policies/SLAs

• Description of internal issue reporting policies

• Internal SLAs

• Scheduled downtimes

• Support ticket creation process

• Shutdown notification process
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Alation Reporting

• Manual usage

• License compliance reporting

Daily Checklist

Example:

• Check monitoring logs

• Check Alation logs

• Check space

• Check memory usage

• Check job status

Event Responses

• Step-by-step responses to events and issues

Disaster Recovery

• Customer specific disaster recovery steps

5.2 Alation Architecture

Customer Managed Applies to customer-managed instances of Alation

This page describes the architecture of Alation’s on-premise installation. It describes the structure of Alation’s chroot

environment and its application stack. It doesn’t cover the architecture of Alation Cloud Service. Alation Cloud Service

runs on a scalable architecture that’s fully maintained by Alation.

5.2.1 chroot Environment

The Alation application stack runs inside a chroot environment. In a nutshell, the chroot is like a virtualized OS

environment. Alation has its own set of system libraries and system configuration files that are independent of the host

system. For example, /etc on the host is independent of the /etc inside the Alation chroot.

System configuration changes on the host usually don’t affect the Alation chroot environment. For example, changes to

/etc/krb5.conf on the host don’t affect Alation. The exception is /etc/hosts. See Editing /etc/hosts.

The Alation chroot is located at /opt/alation/alation-X.X.X.X, where X.X.X.X represents the version of Alation

that’s installed.

Starting from 2021.4, the Alation chroot uses Red Hat UBI Init 8.4. From 2020.4 to 2021.3, the chroot uses CentOS 8

binaries. Prior to 2020.4, the chroot uses CentOS 7.6 binaries. Alation patches the binaries when CentOS or Red Hat

release critical fixes.
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The Data disk has the Alation data files, and the Backup disk has the Alation backup files. By default, Alation mounts

the disks in the locations shown in the following table. You can change the locations during installation.

System Data Disk Backup Disk

Alation chroot /data1 /data2

Host System /data /backup

You can transfer files in and out of chroot by using either the Data or Backup disk as an intermediate location.

Accessing the chroot Environment

The Alation chroot environment is also called the Alation shell. You can enter the Alation shell to perform maintenance,

monitoring, and other actions.

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

To leave the Alation shell, use the exit command.
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Open Connector Framework (OCF)

The Open Connector Framework (OCF) makes it so Alation can connect to sources not covered by Alation’s built-in

connectors.

OCF must be installed on the host system with the Alation application, but outside of the chroot environment.

OCF consists of Alation Connector Manager (agent) and some connectors.

• Alation Connector Manager handles tasks such as installing, restarting, or updating connectors. You can perform

these tasks from the Manage Connectors page.

• The individual connectors make it so Alation can connect to data sources such as a database or BI server.

OCF relies on Docker. Alation Connector Manager and the connectors are each installed in their own Docker container.

You can use the Alation Container Service to help install Docker.

See the Open Connector Framework documentation for more information.

Alation Analytics

Alation Analytics helps data analysts and stewards drive data catalog adoption at their organizations. Alation Analytics

is a PostgreSQL database that gathers usage data from the internal application database (Rosemeta). You can then view

the usage data in the Alation Catalog.

Alation Analytics should be installed on a separate server for optimal performance. The default installation directory is

/opt/alation-analytics. The following diagram shows the recommended setup. Alation Analytics can be installed

on the same host as Alation, but Alation doesn’t recommend it. When Alation Analytics is installed on the same host as

Alation, it resides under /opt/alation-analytics on the host system (not in the chroot).
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The Alation Analytics server consists of the following components:

• When Alation data gets updated, RabbitMQ takes the updates, queues them up, and forwards them to Transform.

RabbitMQ also takes management requests from Alation. For example, RabbitMQ handles whitelisting of IP

addresses so third-party tools can interact directly with Postgres.

• Transform consumes and massages data from RabbitMQ and puts it into Postgres.

• The Postgres container holds the Alation Analytics V2 database. Data queries from Alation Compose go directly

to the Alation Analytics Postgres database. They do not go through RabbitMQ. Third-party tools may also query

directly against Alation Analytics Postgres.

You can configure the connection between Alation and Alation Analytics through alation_conf. See Using alation_conf

for help working with alation_conf.

For an in-depth explanation of the ETL process, see Alation Analytics V2 ETL. See Alation Analytics for more general

information.
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5.2.2 Application Stack

The following diagram shows the application stack of Alation. All the components are critical for operation. A description

of each component follows the diagram.
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Supervisor

Supervisor controls many of the Alation processes and automatically restarts them if they fail. Supervisor tries to spawn

a failed process 5 times before aborting. Supervisor controls the following processes.

• uWSGI

• KVStore

• Elasticsearch

• Event Bus

• Lineage

• Celery

• Taskserver

• Connector

You can use Supervisor to manually start and stop these components. You can start and stop them all at once or

individually.

In an HA environment, Supervisor runs the replication process on the Secondary instance.

Nginx

Nginx serves the Alation UI. All the users connect to Nginx. Alation API calls are also routed through Nginx. Nginx

forwards requests to uWSGI.

uWSGI

uWSGI is the web server for Alation. uWSGI powers all user actions in the UI. uWSGI uses Django to process http

requests.

Django

Django is the web framework that uWSGI uses to process http requests. It uses Postgres and KVStore for metadata

storage. Django uses Elasticsearch for powering the Alation Search feature. Django queues such back end jobs as

Metadata Extraction and Query Log Ingestion in Redis.

Django provides a shell so you can interact with it via the command line. Sometimes you may need to perform actions in

the Django shell. For example, you may use the Django shell when setting up Alation to use single sign-on authentication

for AWS data sources. Be careful when using the Django shell, and only use it as directed by Alation.

Postgres

Postgres is a PostgreSQL DB that has all the data ingested into Alation and is critical to Alation operation. Postgres

consumes most of the Data disk space.
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KVStore

KVStore or Key-Value store is a custom DB implemented on top of RocksDB and has all queries ingested into Alation.

Elasticsearch

Elasticsearch powers all the search functionality in Alation.

Event Bus

The Event Bus was introduced in version 2021.4. The Event Bus is a middle layer that provides asynchronous messaging

between server components. For example, metadata extraction stores messages related to lineage in the Event Bus. The

Lineage service can then use those stored messages to create lineage graphs.

Lineage

Starting with 2021.4, Lineage V3 is a microservice operating inside the Alation chroot environment. Lineage creates,

stores, and retrieves lineage data in the Catalog. Lineage consumes lineage events via the Event Bus and stores the

information in the Lineage database. It can then retrieve this information from the database to power lineage diagrams

in the Alation UI.

Redis

Redis caches front end data and queues jobs for back end processing.

Celery

Celery is the main scheduler and executor for back end jobs. Celery is a process pool. It executes jobs queued inside

Redis. It also performs all long-running and periodic back end jobs, such as:

• Automated Metadata Extraction

• Profiling

• Query Log Ingestion

• Lineage generation

• Database object popularity computation

• Lexicon

• Query Scheduling
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Taskserver

Taskserver implements Metadata Extraction, Profiling and Query Log Ingestion from various databases and BI tools.

Connector

Connector submits queries from the Compose Query tool to enterprise databases and reads the query results.

5.2.3 More Information

Refer to the following resources for more information on working with the application stack.

• Monitoring Alation components

• Using Alation Actions to start and stop components

• Using alation_conf to configure components

5.3 Alation Actions

Customer Managed Applies to customer-managed instances of Alation

Server Admins and IT administrators can configure, operate, and diagnose an Alation instance using Alation actions.

For example, you can use actions to deploy configurations, set up high availability (HA), and restart Alation components.

This page will introduce you to actions and explain how to use them.

5.3.1 Safe and Unsafe Actions

There are two categories of actions: safe and unsafe.

• Safe actions won’t interrupt Alation services or cause downtime.

• Unsafe actions require a restart of certain Alation components or Alation as a whole to take effect, which will

cause downtime for users.

Important: Unsafe actions will cause a short service interruption for your users. Normally, Alation support or

documentation will warn you when an action will cause downtime. Please follow your company’s change procedures

when using unsafe actions.

Unsafe actions are often used during configuration, upgrades, enabling of new features, and debugging activities. Unsafe

actions won’t harm your Alation instance, as long as you use them as directed. Be aware that Alation will be unusable

until the unsafe action is complete. Sometimes you need to take additional steps to restore Alation to working order,

such as restarting Alation components.
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5.3.2 Using Actions

First you’ll use SSH to connect to the Alation host server and enter the shell. Then you can use the alation_action

utility to run actions.

Accessing the Alation Shell

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

Running Actions in the Alation Shell

You can run Alation actions from any location in the Alation shell using the alation_action utility. The general form is:

alation_action <action_name>

For example, to use the backup_all action, enter the following in the Alation shell:

alation_action backup_all

Note: Some actions require you to be acting as the alation user on the server. You can switch to the alation user by

entering sudo su alation on the command line.

5.3.3 List of Common Actions

The following table shows the most common and most useful actions you may need to run. It doesn’t include every

action.

Important: “Unsafe” actions will cause a short service interruption for your users. Normally, Alation support or

documentation will warn you when an action will cause downtime. Please follow your company’s change procedures

when using unsafe actions.

Action Name Description Safe?

apply_license Looks for a license file in the location specified by the alation.

install.license.path parameter in alation_conf and up-

dates your Alation instance with your license’s expiration date

and number of user seats. You can also update your license

using the Upload License File button on the License page in

Alation’s Admin Settings. You might use this action when

installing Alation or when renewing your Alation license. You

must restart Alation after running this action.

Unsafe

backup_all Performs a backup of Alation. You must be acting as the alation

user to perform this action. See Backup and Restore How-tos

for more information.

Safe

continues on next page
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Table 1 – continued from previous page

Action Name Description Safe?

cluster_add_slaves Connects the Secondary as a slave to the Primary. Used when

setting up HA and rejoining the cluster after updating Alation.

Unsafe

cluster_enter_master_mode Puts the server in the master mode. The master server will be

the Primary instance in the cluster. Used when setting up HA

and rejoining the cluster after updating Alation.

Unsafe

cluster_enter_standalone_mode Puts the server in standalone mode and separates it from the

cluster. This will disable replication. Used with an existing

HA cluster to reinitialize or update Alation or to disable HA.

To update Alation without splitting the cluster, see Update HA

Pair Configuration.

Unsafe

cluster_failover When run on Secondary, puts the server in standalone mode

and separates it from the cluster. Restarts all Alation services

and rebuilds the Elasticsearch index. See Failover to Secondary

for more information.

Unsafe

cluster_generate_keys Generates keys that will enable replication between two Alation

servers. Used when setting up HA or updating a legacy HA

setup.

Unsafe

cluster_kvstore_copy Copies the Primary server’s KVStore to the Secondary server.

Used when setting up HA and updating <../../installcon-

fig/Update/UpdateHAPairwithClusterSplitting> Alation.

Unsafe

cluster_replicate_files Syncs files and configurations between Primary and Secondary

one time. Used to verify replication after setting up HA, updat-

ing a legacy HA setup, or updating Alation.

Safe

cluster_replicate_postgres This will shut down Postgres on Secondary, delete it, and create

a replica of the Primary’s database. Used when setting up HA,

updating Alation without splitting the cluster, and rejoining the

cluster after updating Alation.

Unsafe

get_cluster_public_key Prints the public ssh key which all computers in the cluster

should use.

Safe

create_dump Creates a snapshot of the system and gathers all logs together.

Helpful when working with support to troubleshoot an issue.

Safe

create_saml_keys Generates public and private certificates for setting up Alation

to use SAML for authentication. See Configure Authentication

with SAML from Alation Shell for more information.

Safe

deploy_conf_all Writes settings from alation_conf to all other configuration

files in the Alation chroot. There are other Alation actions

that deploy specific settings to configuration files. See Using

alation_conf for more information.

Safe

destructive_restore_all Restores Alation from a backup. This action only works on a

newly installed instance. This process can’t be undone. See

Backup and Restore How-tos for more information.

Unsafe

disable_datadog Disables the system health monitoring service (Datadog) and

removes the Health Checks tab on the Alation Admin Settings

page.

Safe

enable_datadog Enables system health monitoring via Datadog at https://

datadoghq.com and makes the Health Checks tab available

on the Alation Admin Settings page.

Safe

continues on next page
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Table 1 – continued from previous page

Action Name Description Safe?

rebuild_es_index This will rebuild the Elasticsearch index immediately. Useful

when Alation’s search capability isn’t functioning correctly.

Use only when directed. The completion time depends on

the Rosemeta size and may take hours or even days on large

instances. You can check the rebuild_index task status in

Admin Settings > Monitor > Active Tasks.

Safe

repair Repairs some common Alation issues, which includes fixing

some file permissions and forcing the Alation server’s time

to sync with the Network Time Protocol server. See Alation

Repair Tool.

Safe

restart_alation Stops all Alation components needed to serve users, then starts

them again.

Unsafe

scan_postgres Scans the internal Alation database (Postgres) to identify cor-

rupted indexes. Alation recommends running this scan once a

week and reviewing the results. See How to Scan Postgres For

Corrupted Indexes for more information.

Safe

start_alation Starts all Alation components needed to serve users. Unsafe

start_alation_analytics_postgres Starts the Alation Analytics Postgres service (if Alation Ana-

lytics is enabled).

Unsafe

start_datadog_agent Starts the Datadog service (if Datadog is enabled). Unsafe

start_kvstore Starts the KVStore service. Unsafe

start_lineage Starts the Lineage V3 service. Unsafe

start_nginx Starts the Nginx web server. Unsafe

start_postgres Starts the Alation Postgres service. Unsafe

start_taskserver Starts the Taskserver service. Unsafe

start_uwsgi Starts the uWSGI service. Unsafe

status_alation Shows the current status of all Alation components. Safe

stop_alation Stops all Alation components needed to serve users. Unsafe

stop_alation_analytics_postgres Stops the Alation Analytics Postgres service (if Alation Ana-

lytics is enabled).

Unsafe

stop_datadog_agent Stops the Datadog service (if Datadog is enabled). Unsafe

stop_kvstore Stops the KVStore service. Unsafe

stop_lineage Stops the Lineage V3 service. Unsafe

stop_nginx Stops the Nginx web server. Unsafe

stop_postgres Stops the Alation Postgres service. Unsafe

stop_taskserver Stops the Taskserver service. Unsafe

stop_uwsgi Stops the uWSGI service. Unsafe

5.3.4 Actions with Supervisor

Supervisor is a component of Alation that can run actions to start, stop, and check the status of specific components in

the Alation application stack. Supervisor controls the following components:

• uWSGI

• KVStore

• Elasticsearch

• Event Bus

• Lineage
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• Celery

• Taskserver

• Connector

5.3.5 Running Actions with Supervisor

Reuse component for accessing the Alation shell. Once in the Alation shell, use the alation_supervisor utility to run

Supervisor actions. The general form is:

alation_supervisor <action_name> <component_name>

For example, to stop uWSGI, enter the following in the Alation shell:

alation_supervisor stop web:uwsgi

5.3.6 List of Supervisor Actions

The following table shows the four actions you can run with Supervisor.

Action Name Description Safe?

restart Stops then starts the specified component(s). Unsafe

start Starts the specified component(s). Unsafe

status Gives the status of the specified component(s). Safe

stop Stops the specified component(s). Unsafe

Component Names

The following table shows the component names that Supervisor recognizes. Some components are made up of several

processes or sub-components. See below for information on controlling all sub-components at once.
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Component Component Names for Supervisor

Celery

• celery:celery-alationanalytics_0

• celery:celery-beat

• celery:celery-cognates_0

• celery:celery-cognates_1

• celery:celery-cognates_2

• celery:celery-curation_0

• celery:celery-default_0

• celery:celery-default_1

• celery:celery-default_2

• celery:celery-domains_0

• celery:celery-domains_small_0

• celery:celery-downloads_0

• celery:celery-downloads_1

• celery:celery-fastqueue_0

• celery:celery-fastqueue_1

• celery:celery-fastqueue_2

• celery:celery-flag-propagation_0

• celery:celery-ingestion_0

• celery:celery-lexicon_0

• celery:celery-metrics_0

• celery:celery-parsing_0

• celery:celery-parsing_1

• celery:celery-parsing_2

• celery:celery-scheduling_0

• celery:celery-search_0

• celery:celery-search_bulk_0

• celery:celery-stewardship_0

• celery:celery-stewardship_1

• celery:celery-thinqueue_0

Connector

• java:connector

Elasticsearch

• java:elasticsearch-<version>

When using this command, substitute <version> with

the specific Elasticsearch version of your Alation release.

To find out the Elasticsearch version, check the value of

the alation_conf parameter elasticsearch.version.

Event Bus

• event-bus:kafka-server

• event-bus:zookeeper-server

• event-bus-backup:kafka-mm2

• event-bus-backup:kafka-secondary-server

• event-bus-backup:zookeeper-secondary-server

KVStore

• kvstore

continues on next page
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Table 2 – continued from previous page

Component Component Names for Supervisor

Lineage

• lineage

Taskserver

• java:taskserver

uWSGI

• web:uwsgi

Referring to More Than One Component

Supervisor can control several components at once. You can list more than one component separated by a space. For

example, to restart uWSGI and Elasticsearch, enter:

alation_supervisor restart web:uwsgi java:elasticsearch

For components that have sub-components, such as Celery, you can refer to all sub-components by putting an asterisk

after the colon. For example:

alation_supervisor restart celery:*

To run the action on all components controlled by Supervisor, you can use the keyword “all” as the component name.

For example:

alation_supervisor status all

5.3.7 Controlling Components without Actions

Redis is a component of Alation that can’t be controlled using Supervisor or the alation_action utility. To start or stop

Redis individually, use the following commands.

sudo /etc/init.d/redis-server start

sudo /etc/init.d/redis-server stop

Redis can also be restarted along with all other components using the restart_alation action.

5.4 Monitoring Alation

Customer Managed Applies to customer-managed instances of Alation

Alation provides several ways for Server Admins to monitor the status and health of the application. You’ll be able to:

• Find out whether components are functioning correctly

• Detect configuration or connectivity issues

• View application logs to help diagnose issues
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5.4.1 Monitoring the Alation Server with Alerts

Starting with 2021.4.5, Alation will automatically alert Server Admins if any of the root or data volumes are filled over

a certain threshold. You can adjust the threshold for the default alert, along with how often the check is performed. You

can also configure your Alation instance to run additional server health checks.

See Default Server Health Alerts and Configuring Server Health Alerts for Administrators for more details.

5.4.2 Monitoring Component Health

The Alation application includes several individual components. Each component must be working correctly for Alation

to function. You can see the status of each component in a few different ways.

Monitoring the Health Checks Page

The easiest way to monitor the health of each component is the Health Checks page in Alation. You can find this page

in the Monitor section of the Admin Settings. You can enable the Health Checks page using the command line on

your Alation server.

See the Monitor Component Health topic for details.

Monitoring the i_am_alive URL

You can see the current status of each component by visiting <your-alation-instance-URL>/monitor/i_am_-

alive/. You must type this URL manually into the address bar of your browser. Here’s an example of what you’ll

see:

{"django": "ok", "postgres": "ok", "elastic_search": "ok", "redis": "ok", "task_server":

"ok", "connector": "ok", "celery": "ok", "kvstore": "ok"}

Note: In versions before 2022.1, Alation component health could be monitored at the /manager/healthcheck/

URL. This page was deprecated in version 2022.1. From 2022.1, use /monitor/i_am_alive/ to view the component

status. Note that both these URLs contained the same information except the status of Nginx and uWSGI, which are not

available at the current /monitor/i_am_alive/ URL.

Monitoring with Actions on the Alation Server

You can check the status of individual components via the command line on the Alation server. Go to Alation Actions

and look for the word “status” for details.
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5.4.3 Monitoring Background Tasks

Alation provides the ability for Server Admins to monitor background tasks directly in the Alation UI. See Monitor

Tasks for more information.

5.4.4 Monitoring Postgres Table Size

Alation can monitor the size of the internal Postgres tables relative to the available disk space. See Managing Space:

Monitoring Postgres Table Size for more information.

5.4.5 Checking the Replication Status

If you have a High Availability (HA) setup of Alation, you can view the status of replication between the Primary and

Secondary nodes by visiting:

<your_alation_URL>/monitor/replication

See Checking Replication Status for more detail.

If you haven’t set up High Availability, the /monitor/replication page will show that you’re in standalone mode.

{"replication_mode": "standalone"}

5.4.6 Getting the Server Hostname

If your Alation instance is behind a virtual IP, you can get the physical hostname by visiting:

<your_alation_URL>/monitor/hostname

Example output:

{"hostname": "ip-10-11-2-184", "site_id": "ALATION_INTERNAL_0", "base_url": "http://10.11.

2.184", "mode": "standalone"}

5.4.7 Finding and Viewing Logs

Each component of the Alation application writes the details of its operation, warnings, and errors into a dedicated log

file. If users experience an issue with Alation, logs may have information about it.

See Logs Overview for more information about the location and purpose of each log file.

Alation provides a way to bundle and encrypt the application logs. See Logging Tab: Sending Encrypted Logs for more

information.
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SIX

ALATION APIS

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation provides a library of RESTful APIs to enable programmatic interaction with the Alation catalog. You can learn

about the APIs by going to Alation’s Developer Portal, where we provide recipes, guides, and comprehensive reference

documentation.

You can also interact with your APIs from your Alation catalog URL using the built-in Swagger integration. See the

Open API Index for a list of which APIs can be used via Swagger.

6.1 Authenticate API Calls with OAuth 2.0

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Applies to 2023.3 and newer

Applies only to Alation Cloud Service on the cloud native architecture

Alation offers the ability to authenticate Alation API calls using OAuth 2.0. This enables you to authenticate program-

matically (machine to machine) using an access token, without requiring user credentials. You can also verify tokens

online or offline, revoke tokens, and rotate signing keys for increased security.

See RFC6749 to learn more about OAuth and how it works. See RFC7517 for more about JSON web keys and RFC7519

for more about JSON web tokens.

The OAuth 2.0 framework provides several different types of credentials, or authorization grants. Alation currently

offers a client credentials grant. See RFC6749, section 4.4 for more information about client credentials grants.

The workflow for setting up and using Alation’s OAuth implementation goes like this:

1. In Alation, register an OAuth client application.

2. Use Alation’s OAuth 2.0 API to generate and verify a JSON web token.

3. Authenticate your Alation API calls using a verified JSON web token as a bearer token.

4. Manage the client application as needed by:

a. Changing the duration of its access tokens

b. Changing the application’s user role

c. Regenerating the application’s client secret

d. Revoking the application’s tokens

e. Deleting the client application
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5. If necessary, rotate the signing key used to validate tokens.

This process is described in detail below.

6.1.1 Register an OAuth Client Application

To use the OAuth client credentials workflow, you must first register an OAuth client application in Alation. You must

be a Server Admin to do this.

To create an OAuth client application:

1. In Alation, click the Settings gear icon in the top right corner.

2. Click Authentication.

3. Under OAuth Client Applications, click Add.

Note: The OAuth Client Application section is only available on Alation Cloud Service instances on the cloud

native architecture. Other types of Alation instances can’t use this feature.

4. Enter a Name for the client application. This field is required. The name must be unique and must start with an

alphanumeric character. The name can contain lowercase letters, numbers, hyphens, underscores, and spaces.

5. In the Access Token duration field, specify in seconds how long the client’s tokens will be valid.

6. Under System User Role, click the dropdown menu and select an Alation user role. API calls using this client

application’s tokens will have the API permissions of the chosen role. See the APIs by Roles table for details on

which APIs each role can use.

Note: An Alation system user with the chosen role will be created for this application. You can see system users

on the Users settings page under System Users. If this client application is ever deleted, the system user will be

suspended and will no longer appear on the Users settings page.

7. Click Save. A dialog box will appear showing the client ID and client secret.

8. Click Copy next to the client ID and client secret and store the values in a secure location.

Important: The client secret will never be shown again. Once you close the dialog, you will not be able to

access it again in Alation. If needed, you can generate a new secret.

9. Click Close. The new OAuth client application will appear under OAuth Client Applications. You can now use

your securely stored client ID and client secret with the OAuth 2.0 API v2 to create a JSON web token (JWT).

See Use the OAuth 2.0 API v2 below for details.
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6.1.2 Use the OAuth 2.0 API v2

The OAuth 2.0 API v2 can be used to create and verify JSON web tokens (JWTs) so they can be used to authenticate

Alation API calls. All Alation roles are allowed to use this API.

• To create a JWT, refer to the Create JSON web token endpoint documentation.

• To introspect a JWT or verify it online, refer to the Introspect JSON Web Token endpoint documentation.

• To verify a JWT offline with a JSON web key set (JWKS), refer to the Get JSON Web Key Set endpoint

documentation.

For working examples of all the OAuth 2.0 API endpoints, see the OAuth 2.0 recipe on our Developer Portal.

Once you’ve created and verified a JWT, you can use it to authenticate Alation API calls as described below.

6.1.3 Authenticate API Calls with a JSON Web Token

After creating a JSON web token (JWT), you can use it as a bearer token to authenticate Alation API calls. Example:

curl --request GET \

--url https://alation_domain/ENDPOINT/ \

--header 'authorization: Bearer YOUR-JSON-WEB-TOKEN-HERE' \

The APIs you’re allowed to use are determined by the Alation user role associated with the OAuth client application that

generated the token.

6.1.4 Manage the Client Application

You can manage the OAuth client application by:

• Changing the duration of its access tokens

• Changing the application’s user role

• Regenerating the application’s client secret

• Revoking the application’s tokens

• Deleting the client application

All these actions can be done on the Authentication settings page:

1. In Alation, click the Settings gear icon in the top right corner.

2. Click Authentication.

3. Under OAuth Client Applications, locate the relevant client application and click the three dots (. . . ) on the

right.
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Change Access Token Duration

Changing the duration of the client application’s access tokens only affects newly created tokens. Existing tokens will

continue to have the same duration they did when created.

To change the duration of the application’s tokens:

1. On the Authentication settings page, under OAuth Client Applications, locate the relevant client application and

click the three dots (. . . ) on the right.

2. Click View/Edit.

3. In the Access Token duration field, specify in seconds how long the client’s tokens will be valid.

Change the User Role

To change which APIs can be used by a client application, you can change the user role associated with the application.

Once the user role has been changed, API calls using this client application’s tokens will have the API permissions of

the chosen role. The new permissions will apply to API calls using both existing tokens and new tokens.

To change the application’s user role:

1. On the Authentication settings page, under OAuth Client Applications, locate the relevant client application and

click the three dots (. . . ) on the right.

2. Click View/Edit.

3. Under System User Role, click the dropdown menu and select an Alation user role.

Note: The existing Alation system user for this client application will be updated to have the chosen role. You

can see system user and its role on the Users settings page under System Users.
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Regenerate the Client Secret

When you regenerate the client secret for a client application, the old client secret will be invalidated, and a new one

will be created. You must use the new client secret to authenticate the Create JSON web token and Introspect JSON

Web Token endpoints. Tokens created using the old client secret will continue to work until they expire.

To regenerate the application’s client secret:

1. On the Authentication settings page, under OAuth Client Applications, locate the relevant client application and

click the three dots (. . . ) on the right.

2. Click Regenerate Client Secret. A confirmation dialog appears.

3. Click Continue to regenerate the client secret.

4. Click Copy next to the client ID and client secret and store the values in a secure location.

Important: The client secret will never be shown again. It is not stored in Alation. Once you close the dialog,

you will not be able to access it again in Alation. If needed, you can generate a new secret.

Revoke All Tokens

If needed, you can revoke all the existing tokens for a client application. Revoked tokens can no longer be used to

authenticate. You will need to create a new token to continue authenticating against the Alation APIs.

1. On the Authentication settings page, under OAuth Client Applications, locate the relevant client application and

click the three dots (. . . ) on the right.

2. Click Revoke Token. A confirmation dialog appears.

3. Click Continue to revoke this application’s tokens. A success message will appear.

4. Click Close.

Delete an OAuth Client Application

Deleting a client application in Alation will immediately revoke all that application’s tokens. You will no longer be

able to use the application’s client secret to authenticate the Create JSON web token and Introspect JSON Web Token

endpoints. In addition, the client application’s system user will be suspended and will no longer appear under System

Users on the Users settings page.

1. On the Authentication settings page, under OAuth Client Applications, locate the relevant client application and

click the three dots (. . . ) on the right.

2. Click Delete. A confirmation dialog appears.

3. Click Continue to delete the client application. A success message will appear.

4. Click Close.
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6.1.5 Rotate the Signing Key

Regularly rotating keys is an industry standard and follows cryptographic best practices. For security purposes, we

recommend regularly rotating the keys for your OAuth client applications. If your signing keys have been leaked, rotate

the key immediately.

After rotating keys, new tokens can only be validated using the new signing key. Old tokens can still be validated using

the old key. See Use the OAuth 2.0 API v2 above for information on how to validate tokens using the OAuth 2.0 API.

Keys can be rotated at most once every five minutes.

To rotate your signing key:

1. In Alation, click the Settings gear icon in the top right corner.

2. Click Authentication.

3. In the Signing Keys section, click Rotate Key. A confirmation dialog appears.

4. Click Continue to rotate the keys. A success message will appear.

5. Click Close.
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CHAPTER

SEVEN

HOW-TOS

The how-tos in this section are short tutorials and use case solutions for getting the maximum benefit out of Alation.

Each topic lists the requirements, constraints, user access level, and system version applicable to the topic.

7.1 How to Rebuild Search Index Without Downtime

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2023.3.5

Warning:

• Initiate these steps only when directed.

• The steps require backend access to the Alation server.

Rebuilding the search index operates in the background and does not require downtime. The process duration depends

on your Alation database size and may extend to several hours on large instances.

To rebuild the search index:

1. Use SSH to connect to your Alation server.

2. The process is designed to be interruption-free, but given its potential length, we recommend using a session

management tool like Screen for tracking it. For example, start a Screen session:

screen -SL rebuild_es_index

3. Enter the Alation shell.

sudo /etc/init.d/alation shell

4. Switch to the alation user.

sudo su alation

5. Start the index rebuild with the following script.

python /opt/alation/django/rosemeta/one_off_scripts/search_rebuild_index.pyc

--using default --using default_large

The script runs in the background. A completion message will appear upon success:
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"message": "[Job <64>] Updating status: NA --> SUCCEEDED", "timestamp

": "2024-02-01T02:17:13.509146Z",

"level": "INFO"}[Job <64>] Updating status: NA --> SUCCEEDED

6. Verify indices with the following command:

curl localhost:9200/_cat/indices?v

Look for indices prefixed with second_ in the output. This means that the new indices have been

created successfully.

7. Update index aliases with the next command. Follow the prompts, typing y and pressing Enter to confirm each

action. See an example below.

python /opt/alation/django/rosemeta/one_off_scripts/search_alias_update.pyc

Example

Are you sure you want to reassign search index aliases (y/n)?y

GET http://localhost:9200/_alias [status:200 duration:0.003s]

Are you sure you want to reassign search index alias: live (y/n)?y

POST http://localhost:9200/_aliases [status:200 duration:0.011s]

8. On completion, exit from the alation user and the Alation shell by using the command exit two times.

7.2 How to Find Data Source ID

The data source ID can be obtained from the URL of the Data Source Catalog page. For example, in the following

Alation URL https://catalog.alation.com/data/761/, 761 is the data source ID:
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7.3 How to Set Up LDAP Group Sync with SAML Authentication

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2021.3

With SAML as the authentication method, it is possible to synchronize groups with Alation using LDAP sync. In

this case, Alation will use SAML to authenticate users who log in Alation and LDAP to sync Groups from the LDAP

directory.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

In order to use this “hybrid” configuration, perform the following steps:

1. Set up SAML Authentication on the Alation instance.

2. Go to Admin Settings > Authentication and fill out the LDAP information.

Important: Do not select LDAP as the authentication method. It should be set to SAML.

3. SSH to the Alation host and enable LDAP Group synchronization by running the code given below from the

Alation Django shell:

# to enter the Alation shell:

sudo /etc/init.d/alation shell

(continues on next page)
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(continued from previous page)

# to enter the Django shell:

alation_django_shell

#to enable LDAP Group sync:

from rosemeta.utils.users_and_groups.configuration_utils import enable_ldap_

group_sync

enable_ldap_group_sync()

4. To exit the Django shell: exit

5. To exit the Alation shell: exit

6. Create the required LDAP Groups in Alation.

LDAP Groups will be auto-synced between Alation and the LDAP directory every 15 minutes (default). When users log

in, their accounts will be created and automatically placed into the corresponding Groups. LDAP sync period can be

adjusted using alation_conf.

7.4 How to Configure a List of Allowed File Types for Article Attach-

ments

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Applies from release V R7 (5.12.x)

This procedure requires server-side access to the Alation application.

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

In the alation_conf, there are two parameters that can be used to whitelist or blacklist file types that users may try to

upload as attachments to Article objects.

• alation.security.whitelisted_file_extensions lists the allowed file types

• alation.security.blacklisted_file_extensions lists the file types that are not permitted as attachments

File types in the whitelist are allowed as attachments to article objects in Alation. File types in the blacklist are not

allowed. A user trying to upload a blacklisted file type will see a warning message in Alation.

To change the lists,

1. SSH to the Alation server.

2. To view the current values:

sudo /etc/init.d/alation shell

alation_conf alation.security.whitelisted_file_extensions

This will output the current parameter settings. For example:
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3. To add a value to the list, append your value to the list of available values and deploy the updated list. To remove

a value, remove it from the list and apply the remaining list. Note that there should be no spaces between values:

alation_conf alation.security.whitelisted_file_extensions -s ['pdf','jpeg',

'jpg','png','pptx','docx','xls','xml','ppt','gif','xlsx','bmp','doc','rtf',

'gz','zip','mp4','mp3','wmv','tiff']

Changes will be applied without a restart.

7.5 How to Scan Postgres For Corrupted Indexes

Customer Managed Applies to customer-managed instances of Alation

Applies from release 2020.4

Alation provides a tool to scan the internal Alation server database (Postgres) for corrupted indexes. It is recommended

to scan Postgres once a week and review the results. The Postgres scan action writes logs to the scan-postgres.log file

that can be found in:

• Versions before 2021.2.x

/var/log (path inside the Alation shell)

• Versions 2021.2 and newer

/opt/alation/site/logs (path inside the Alation shell)

The Postgres scan is not expected to have any impact on the performance of the Alation server or to result in an increase

of CPU or memory utilization.

The Postgres scan should be run from the Alation shell. You can either run it manually on demand or schedule it to run

automatically.

To scan Postgres,

1. Enter the shell on the Alation host:

sudo /etc/init.d/alation shell

2. You can run either a default or a full scan. The default scan is usually enough to validate the Postgres health status.

A default scan performs an index scan and a scan for frozen rows.

Note: According to measurements taken at Alation, the default scan takes about 54 min for 576 GB

of data, while the full scan takes about 1hr 17 min for 576 GB of data.

To run a default Postgres scan:

# change user to alation:

sudo su alation

(continues on next page)
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(continued from previous page)

# scan postgres

alation_action scan_postgres

If Postgres is healthy and there are no corrupted indexed, the scan will complete without any “ERROR”

messages. If the scan finds any corrupted indexes, it will issue errors to the console:

3. You can enable a full Postgres scan using the alation_conf command. In addition to the index and frozen rows

scans, the full scan checks invariants that span parent/child index relationships and the number of rows with the

index scan disabled. The full scan is more time-consuming when compared to the default scan. It is recommended

to run a full scan if the default scan results in errors in order to get more detailed logs.

To enable the full Postgres scan, run the command given below from the Alation shell. No restart is

required:

alation_conf alation.postgresql.full_scan -s True

When the full scan is enabled, use the same command alation_action scan_postgres to perform

a full scan.

# change user to alation

sudo su alation

# scan postgres

alation_action scan_postgres

Details of the scan can be found in the scan-postgres.log file.

Starting in 2022.1, you can get email alerts when the Postgres scan finds problems. To turn on the alerts, see Enabling

Admin Alerts. To add or remove the Postgres scan from the list of alerts, see Configuring Which Alerts to Get. Before

2022.1, the Postgres scan action did not issue any email alerts to Alation admins. The admin had to either monitor the

console output or review the logs to evaluate the state of Postgres.

Important: If the Postgres scan results in errors, contact Alation Support to resolve the Postgres issues.
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7.5.1 Schedule the Postgres Scan

You can schedule the Postgres scan on your instance using the alation_conf command and the parameters described

below. Depending on the current value of the parameter alation.postgresql.full_scan (True or False), you can

schedule a default or full scan:

Parameter Description

alation.postgresql.auto_scan
• Use to schedule the Postgres scan

• Default value: False

• Set to True to enable the schedule

• Requires the restart of celery-beat

alation.postgresql.auto_scan.scheduled_-

hour
• The hour value to start the automated scan

• Accepts values from 0 to 23.

• Default value: 4

• Requires the restart of celery-beat

alation.postgresql.auto_scan.scheduled_-

minute
• The minutes value to start the automated scan

• Accepts values from 0 to 59.

• Default value: 0

• Requires the restart of celery-beat

alation.postgresql.auto_scan.scheduled_day
• The day value to start the automated scan

• Default value: sun,mon,tue,wed,thu,fri,sat

• Requires the restart of celery-beat

To restart celery-beat, from the Alation shell, run:

alation_supervisor restart celery:celery-beat

For example, to schedule the Postgres scan to run at 12:30 am every Saturday, do:

alation_conf alation.postgresql.scheduled_hour -s 0

alation_conf alation.postgresql.scheduled_minute -s 30

alation_conf alation.postgresql.scheduled_day -s sat

alation_conf alation.postgresql.auto_scan -s True

alation_supervisor restart celery:celery-beat

7.6 How to Clean up Postgres 9.3 Data

Customer Managed Applies to customer-managed instances of Alation

This section applies to Alation instances that were continuously updated from versions before V R5 (5.10.x) to newer

versions and where the internal Postgres database (Rosemeta) was upgraded from version 9.3 to version 9.6.

Note: This section does not apply to instances where the initial installation was done on version V R6

(5.12.x) or newer.
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Postgres 9.3 data still exists on instances updated from V R5 (5.10.x). It is possible to remove the legacy Postgres 9.3

data from the instance and free disk space.

Important: Delete the Postgres 9.3 data only after at least 90 days have passed from the moment when

the internal Postgres database was upgraded from 9.3 to 9.6. This period is required for the data migration

between the old and newer versions of Postgres to be fully complete.

7.6.1 Prerequisites

Check if the Legacy 9.3 Postgres Data Exists on the Instance

As the root user, check if the directory /data1/pgsql/9.3/data/ exists on the instance:

1. SSH to the Alation host and enter the Alation shell:

sudo /etc/init.d/alation shell

2. Change user to root:

sudo su

3. Go to /data1/pgsql/9.3/data/ and list the contents:

cd /data1/pgsql/9.3/data/

# List the contents

ls

The /data1/pgsql/9.3/data/ directory contains the legacy Postgres 9.3 data.

4. Exit out of the root user:

exit

Verify the Active Postgres Version

Important: Only delete the Postgres 9.3 data if the current active Postgres version on the instance is 9.6.

To verify the active Postgres version from the Alation shell with the command given below.

Note: Before running this command, make sure you have exited out of the root user back to alationadmin.
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alation_psql

This command should return version 9.6 as the active Postgres version. Type \q to exit the Postgres shell.

7.6.2 Clean up Postgres 9.3 Data

To delete the 9.3 Postgres data from an Alation instance,

1. Still in the Alation shell, check if the directory and file /data2/pg_upgrade/rosemeta/pg_upgrade_log/delete_-

old_cluster.sh exist on the instance. This script should have been created after the Postgres upgrade to version

9.6.

cd /data2/pg_upgrade/rosemeta/pg_upgrade_log/

2. If the script does not exist, see Delete Postgres 9.3 Data Manually below.

3. If the script exists, next, make sure that the Postgres 9.3 service is stopped:

sudo service postgresql-9.3 stop

If the Postgres 9.3 service does not exist on the instance, you will see the following output:

This also means that Postgres 9.3 is not active and its data can be removed.

4. Run the delete_old_cluster.sh script to delete the Postgres 9.3 data. After the script has run, the directory

/data1/pgsql/9.3/data/ should be removed.

sudo ./delete_old_cluster.sh

5. Manually delete the leftover folders in the 9.3 directory to complete the clean-up:

sudo rm -rf /data1/pgsql/9.3/
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7.6.3 Delete Postgres 9.3 Data Manually

If the delete_old_cluster.sh script is not available on the instance, you can manually delete the Postgres 9.3 directory

from the Alation Chroot. Alation did not observe any issues when it was removed manually.

To manually delete the Postgres 9.3 data,

1. From the Alation shell, make sure that the Postgres 9.3 services are stopped:

sudo service postgresql-9.3 stop

2. Manually remove the contents of the 9.3 directory:

sudo rm -rf /data1/pgsql/9.3/

7.7 How to Free Memory

Customer Managed Applies to customer-managed instances of Alation

Alation jobs require a certain amount of space to complete. If that space becomes constrained, the jobs fail to complete.

When a job fails due to lack of space, Alation reports that the job failed due to space constraints.

7.7.1 Freeing Up Space on Alation

The process for freeing up space when Alation jobs fail involves two main steps:

• Freeing up space in the directories

• Running the QLI Event Archiver from the UI to archive processed QLI data

Step 1: Free Up Space in Directories

To free up space for Alation jobs to run:

1. Check for available space in the root and home directories.

df -h

2. Delete any lingering installer files if they are crowding the root or home directories.

3. Uninstall older versions of Alation if you are running successfully on the current version:

update-alternatives --display alation

# Remove the ones that aren't current

rpm -e alation-1.2.3.44444

alternatives --remove alation /opt/alation/alation-1.2.3.44444

4. Enter the Alation shell:

sudo /etc/init.d/alation shell

5. Go to the ‘logs’ directory:

cd /opt/alation/site/logs

3830 Chapter 7. How-tos



Alation User Guide

6. Delete the older log files.

7. If backups are not configured to be stored on a separate drive, check for older backups that can be deleted.

• Remove Dump files: Go to /opt/alation/site/dumps and empty the directory.

• Remove old backup files: Go to /data2/backup and delete any old backup files you do not need.

8. Go to the /opt/alation/site/tmp directory.

9. Delete the following directories:

• /extract_cache

• /query_ingestion_buffer

• /log_reporting

Step 2: Archive Processed QLI Data

From Alation UI > Admin Settings > Misc tab > Archive processed QLI data section, run the Event Archiver with

the appropriate settings:

Related Topics

• Managing Space: Monitor Postgres Table Size

• Managing Space: Purge Query Results

7.8 How to Mount Data Volumes on New Virtual Instances

Customer Managed Applies to customer-managed instances of Alation

Available from version V R5 (5.9.x)
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7.8.1 Prerequisite

Alation is installed in a virtual instance that uses virtual data volumes, for example, in AWS EC2.

7.8.2 Goal

This article describes the process to be followed in the case you want to move the data and backup drives from an Alation

instance you want to deprecate to a new Alation system. This, in effect, enables you to move your data from one system

to another without needing to restore from an Alation backup.

The new Alation system should be running the same (or higher) version of Alation as the original system. This guarantees

compatibility between the structure of the data and backup drives and the running software.

If moving the drives to an Alation system running a higher version of the binaries, make sure the updated version is no

more than two releases higher. For example, R4 to R6 would be supported. R4 to R7 would not. Note that downgrade is

not supported.

Note: This procedure has only been tested for AWS EC2.

For AWS-specific instruction see Step-by-Step Volume Remounting For AWS EC2 , below.

7.8.3 Moving Data Volumes to a New Instance

Step 1. Remount the data volumes from the old to the new Alation instance

1. Stop the old instance that you are going to deprecate.

2. Unmount the existing data volumes /data and /backup from the old instance. Make sure the alation service is

stopped before un-mounting.

umount /data

umount /backup

Note: Names /data and /backup are used as sample names of the data disk mount points. Mount points may

have different names in your instance.

After unmounting, you will need to detach these volumes from the current virtual machine and attach to the new

one. Detaching and attaching steps will depend on the cloud services provider you are using.

3. After you detach and attach to a new machine, mount the existing volumes /data and /backup on the new

instance where you will install Alation.

• get the device name (eg. xvdf, xvdg) after the volumes are attached to the new machine:

lsblk

• create directories /data (100 GB size) and /backup (50 GB size) if not present and mount:

mount /dev/xvdf /data

mount /dev/xvdg /backup

cat /etc/fstab

mount -a
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4. Use SSH to connect to the machine of the new instance and verify that the volumes are attached. You can use the

lsblk command to do that.

Sample lsblk output:

Step 2. Install the Alation binaries on the new instance

1. Install the Alation binaries on the new instance.

sudo rpm -ivh alation####.rpm

or

sudo dpkg -i alation####.deb

Important: Do NOT run the service alation init /data /backup command on the new

instance.

2. Run the following script to create the .disk1_cache and .disk2_cache files:

cd /opt/alation/alation

echo "/data" > .disk1_cache

echo "/backup" > .disk2_cache

Note: Names /data and /backup are default names of the data disk mount points. Mount points

may have different names in your instance.

3. Start Alation:

sudo service alation start

4. Run the following permissions script:

sudo service alation shell

alation_chmod_permissions

5. Verify that the permissions on the data volumes are set correctly. You can use the ls -l (ll) command to check

permissions.

Expected permissions and ownership
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Directory Expected Permissions Group and User

./ drwxr-xr-x root root

../ dr-xr-xr-x root root

elasticsearch drwxr-xr-x alation alation

lost+found drwx------ root root

mongo drwxr-xr-x mongod mongod

pgsql drwx------ postgres postgres

redis drwxr-xr-x alation alation

replication drwxr-xr-x alation alation

site_data drwxr-xr-x alation alation

tmp drwxrwxrwt root root

Sample Permissions Check:

6. Validate that the base URL is working and pointing to the new instance by entering the new instance IP address in

the browser. If it is redirected to the old Instance, change the base URL to point to the new instance.

For details on the base URL, refer to How to Change the Base URL.

Now you have remounted the data volumes to your new Alation instance.

7.8.4 Step-by-Step Volume Remounting For AWS EC2

In AWS EC2, you can detach the existing EBS volumes from a EC2 instance and re-mount them to a new instance using

AWS EC2 Admin UI.

This section includes a step-by-step instruction for re-mounting EBS volumes holding Alation’s data disks to a new

AWS EC2 instance that will host Alation.

1. Stop the existing AWS Instance that has the to-be-remounted data volumes attached to it.

2. Find the EBS volumes which need to be detached. Look under Block devices.

These volumes hold Alation’s /data and / backup data disks.

Note: Names /data and /backup are used as sample names of the data disk mount points. Mount points may

have different names in your instance.

Block devices example:
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3. Click each block device volume to get the volume ID. Save the ID: it will be used for finding the corresponding

volume.

4. In the menu, go to Volumes and search for each EBS Volume details using the ID. You will find the volume

attachment information for this EC2 instance.

5. Before detaching, make sure the Instance is stopped. To detach,click Actions then Detach Volume for each

volume.
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After being detached, the EBS volumes will be in the Available state and available for re-mounting.

6. To attach the volumes to the new instance, you need the new instance ID. Copy and save the new instance ID to be

used for attaching the volumes.

7. Attach each volume to the new instance. For each volume, click Actions then Attach Volume then paste the new

instance ID to the Attach Volume dialog.

3836 Chapter 7. How-tos



Alation User Guide

8. Follow the volume mounting instruction from Install the Alation binaries on the new instance and complete the

setup.

7.9 How to Enable X-Frame-Options Settings

Customer Managed Applies to customer-managed instances of Alation

Applies from version V R4 (5.8.x)

If you want to disable the capability to load the Alation application in an iframe, you need to configure Alation to use

the X-Frame-Options response header.

Be advised that enabling the X-Frame-Options response will cause the DataOS integration to stop working because it

relies on ability to load Alation in iframes.

To enable X-Frame-Options response header for Alation,

1. Enter the Alation shell:

sudo service alation shell

2. Run the following commands to set the X-Frame-Options header directive and to deploy the settings in the NGINX

component. Provide the desired X-Frame-Options directive instead of value in the sample code below. For details

on X-Frame-Options directives, refer to X-Frame-Options documentation, for example X-Frame-Options.

Provide only one directive value in this parameter.

alation_conf nginx.x_frame_options -s 'value'

alation_action deploy_conf_nginx

sudo service nginx restart

Example:

alation_conf nginx.x_frame_options -s 'deny'

3. To return to the default configuration, reset the nginx.x_frame_options parameter to the empty state. This

will allow Alation to be loaded in iframes.
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alation_conf nginx.x_frame_options -c

alation_action deploy_conf_nginx

sudo service nginx restart

7.10 How to Convert Usernames

Customer Managed Applies to customer-managed instances of Alation

Warning: This instruction does not work for V R7 (5.12.x), 2020.3, and 2020.4 (a known issue). If you need to

update usernames in these releases, please create a ticket for Alation Support.

From version 2021.1, the script works as expected.

Sometimes there is a need to update usernames of particular users after you switch from built-in authentication to LDAP

or SAML. This article explains how to do this using a script.

7.10.1 Prerequisites

Create a CSV file with two columns having no headers. List old usernames in the first column and new ones in the

second one.

7.10.2 Converting usernames

To convert usernames,

1. Sign into the Alation shell as the administrator.

sudo service alation shell

2. Change the user to alation.

sudo su alation

3. Change to the /opt/alation/bin/ directory.

4. Run the following script:

alation_convert_local_account --file=PATH_TO_CSV_FILE

7.10.3 Successful Completion

The script will print updated usernames and errors if any occurred. Admin user can review all the usernames by logging

into the Alation instance and navigating to the Users section of Admin Settings.

New usernames should not exist in the system. If a username needs to be updated to an already existing one, do this using

a temporary username that does not exist in the system. If, for example, there is a need to rename User@company.com to

user@company.com and the latter already exists, add the following two lines to the CSV file:

3838 Chapter 7. How-tos



Alation User Guide

user@company.com tmp_user@company.com

User@company.com user@company.com

Admin user can suspend tmp_user@company.com after the script has been run.

7.11 How to Connect to the Customer Portal

Customer Managed Applies to customer-managed instances of Alation

Alation has developed a process for connecting to your Alation DB instance and transferring important activity informa-

tion to Alation for analysis. Usage data is extracted and passed along to Alation to support several activities.

7.11.1 Use Cases

Connecting your instance to the Alation server:

• Helps monitor and drive user adoption

• Allows Alation to access your usage data needed to troubleshoot issues

7.11.2 Connecting to Alation

Connecting your instance to Alation is as simple as opening up one of your server ports to enable a connection to the

Alation Customer Portal. These ports include:

Service Server IP Port Encryption Notes

Customer Portal 52.4.59.229 443 TLS

jidb 52.4.59.229 443 TLS

sensu 52.4.59.229 9671 encrypted rabbitmq

After your port is opened to one of the above IP addresses, you can test the connection by executing the following telnet

commands from your Alation server:

telnet 52.4.59.229 443

telnet 52.4.59.229 9671

Alternatively, if telnet is unavailable, you can use nc:

nc -zv 52.4.59.229 443

nc -zv 52.4.59.229 9671

For more information on enabling outbound ping protocols (per your specific server type, firewall configurations and

security protocols), consult with your company’s system/network/database administrator.

7.11. How to Connect to the Customer Portal 3839



Alation User Guide

7.12 How to Set Stored User Credentials for Data Sources to Expire

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Note: Alation Cloud Service customers can request server configuration changes through Alation Support.

Enter the Alation shell:

sudo /etc/init.d/alation shell

Change the alation_conf alation.db_authentication.credential_days_to_live parameter to the desired

value, which is the number of days after which you want the credentials to expire. The default value is minus one (-1),

which turns the feature off.

Note: For keytab files, there is no automated cleanup; such cleanup would be the purview of server administrators at

customer sites.

7.13 How to Change the Database Password

Customer Managed Applies to customer-managed instances of Alation

You can reset the Alation DB password as follows, replacing <new password> with a password of your choosing.

Enter the Alation shell:

sudo /etc/init.d/alation shell

sudo su alation

psql rosemeta -c "alter user alation_db with password '<new password>'"

Note: Be careful about quotes. '<new password>'' is surrounded by single quotes: '<new password>'; the SQL

text is surrounded by double quotes as shown.

Note: The username for running queries against Alation DB is alation_db.

7.14 AWS Instance Preparation

Customer Managed Applies to customer-managed instances of Alation

This article provides recommendations on preparing an AWS Instance for installing Alation.
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7.14.1 Recommended OS

OS Note

AWS Linux AWS Linux is the optimal choice as it is a Red Hat derivative optimized to run workloads on AWS

RHEL/CentOS Supported

Ubuntu Supported

7.14.2 EC2 Instance Sizing

• For staging and development, an r4.xlarge instance can be used or any 4 core, 32 GB RAM system except

Graviton Processor instance type

• For Proof of Concept (POC) and production workloads, start with m4.xlarge instance

• Use only EBS backed storage regardless of instance type

• Use Termination Protection on production instances

Note: Depending on their workload, AWS instances can be sized up and down. The Instance Sizing table below is a

recommendation. You can increase or decrease instance size as required. Also note that intense level of Query Log

Ingestion (QLI) or Compose usage may require the instance be upgraded to the next tier.

Instance Sizing

Number of Users Workload Instance Type Instance Termination Protection

0-25 production m4.xlarge Enabled

25-50 production m4.2xlarge Enabled

50-100 production m4.4xlarge Enabled

100+ production m4.10xlarge Enabled

0-10 staging / development r4.xlarge not applicable

7.14.3 Disk Layout

• Deselect Delete on Termination for all drives

• Avoid using standard volumes because such storage profiles cannot not be resized

• Alation recommends /data volume to be at least 500GB due to GP2 storage performance profiles

• /backup partition should be at least 1.5 times larger than /data partition

• Throughput Optimized (ST1) volume type can be used for /backup

• Note that additional storage can be added later, as necessary
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7.14.4 Disk Sizing

Partition Size (GiB) Type Device Notes

root 80 gp2 /dev/xvda Deselect Delete on Termination

backup 750+ st1 /dev/xvdb

data 500+ gp2 or io1 /dev/xvdd

Sample Storage Setup

7.14.5 Formatting Drives

• Use ext4 as file system format without partitions.

• Do NOT use LVM for data volume

• Do NOT create partition table. Format the whole block device (as this allows for adding more storage as needed,

without downtime)

• Add your partitions to /etc/fstab first

• Format your drives with labels. Use labels or bulk id’s to mount.

Sample Setup
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7.14.6 Expanding Existing Storage

As your data continues to grow, you may need to expand your storage. If recommendations in this article were used to

provision the host, storage can be easily expanded without the need to restart the server.

To expand the storage, locate your volume in the AWS console, right-click it and select Modify to open the Modify

Volume dialog.

We recommend taking a snapshot of the volume prior to making any modifications.

Modify Volume
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You can use the lsblk command to verify that the storage has been extended.

Extending Storage
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7.14.7 Security Group Recommendations (Inbound)

We recommend using the inbound firewall (AWS Security group).

• Source addresses can be adjusted to be as strict as required by corporate policy

• Use AWS method of referencing the security group within the security group for HA Pair. A security group can

refer to itself which is an example below.

Security Group Recommendations

Type Pro-
tocol

Port Source Description Re-
quired

Notes

HTTP TCP 80 0.0.0.

0/0

Allows HTTP Access Yes Main web services port

HTTPS TCP 443 0.0.0.

0/0

Allows HTTPS Access Yes Secure web services port

SSH TCP 22 0.0.0.

0/0

Allows SSH Access Op-

tional

Required for management of Alation

by authorized users

KVSTORE TCP 8088 sg-XXX Allows kvstore replica-

tion

Op-

tional

Only required for HA setup

Replication

Service

TCP 2022 sg-XXX Allows replication of

files and configs

Op-

tional

Only required for HA setup

AWS Security Group
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7.15 How to Reinitialize Alation Without Re-Install

Customer Managed Applies to customer-managed instances of Alation

These steps can be used to reinitialize Alation without re-installing it.

Important: Reinitialization results in deletion of data. This procedure is for Alation system admins only.

Run all commands as “root” or SUDO.

7.15.1 Prerequisite

If your Alation instance is running in an HA cluster (HA configuration) and you need to reinitialize the secondary

instance, make sure to first put the primary instance into standalone mode:

• Do this only on the primary node to switch it to the standalone mode

sudo service alation shell

alation_action cluster_enter_standalone_mode

#Exit the shell

exit

7.15.2 Reinitialize Alation

1. Stop Alation on the instance to be reinitialized. In case of HA pair configuration, stop Alation on the node to be

reinitialized:

#if not logged in as root use SUDO

service alation stop

2. Copy a backup file to a different location in case you need to restore later:

#optional, but skip at your own risk

cp /opt/alation/alation/data2/backup/<backup file> /home/<directory>/<backup

file>

3. Run the tail command for /opt/alation/alation/.disk* and save the output:

# Save this output, you will need it later

tail /opt/alation/alation/.disk*

4. Delete disk cache files:

rm /opt/alation/alation/.disk*

5. Remove data:

Warning: There is no way to recover any data after performing this step. This step results in

deleting the data existing on the instance.
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# You will not be able to recover any data after this step is run

# Use the output you saved for paths

rm -rf <path to data>/*

rm -rf <path to backup>/*

6. Reinitialize Alation:

service alation init <path to data> <path to backup>

7. If there were any custom configurations done (for example, SSL configuration), run:

service alation shell

alation_action deploy_conf_all

8. Start Alation:

service alation start

7.16 Move the Alation Database to AWS RDS

Customer Managed Applies to customer-managed instances of Alation

Available from version 2023.3.5

7.16.1 Overview

Alation uses a PostgreSQL database to store customer metadata and other information, such as some event data. Due to

the amount of data stored in Alation, this internal database can grow quite large, which can result in performance issues

for backups or migrations. To free up space on an Alation customer-managed server, Alation versions 2023.3.5 and later

offer server administrators the ability to extract the database from the server and store it on a separate Amazon Web

Service (AWS) Relational Database Service (RDS) instance.

We recommend that the RDS instance be located in the same VPC and region as your Alation instance.

Alation has two PostgreSQL databases that can be moved in this way. Many of the steps below must be done for both

databases:

• rosemeta, the main database

• the lineage database

To move the internal Postgres databases to RDS, the databases are first copied to the RDS instance. Alation and its

internal Postgres databases continue to function as normal during this process. We use a logical replication process that

continues to stream database changes to the new copy until all data has been moved. Once a database copy on RDS is

ready, you point Alation to that database, and the internal database becomes unused.

We recommend taking a backup before starting this procedure. As a precaution, keep the backup after completing this

procedure.

This procedure was designed to cause as little disruption as possible. Most of the procedure can be done with no

downtime, and users can continue using Alation without trouble. When a step does require downtime, it will be noted.

The overall process goes like this:

Step 1: Delete Old Data
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Step 2: Find and Remove Corrupted Data

Step 3: Gather Information for the RDS Instance

Step 4: Create the RDS Instance

Step 5: Migrate the Data to the RDS Instance

Step 6: Switch Alation to Use the RDS Instance

You can also Troubleshoot the Migration and Maintain Alation with the Database on an AWS RDS Instance.

Each step is described in detail below.

7.16.2 Step 1: Delete Old Data

Note: This step can be done without any downtime. Alation users can continue using Alation as usual.

This step is optional but highly recommended. To make the migration to RDS faster and more reliable, we recommend

deleting old data from certain large tables. We have provided a script to delete specific data from specific tables. The

following table shows which database tables are affected and how far back data is deleted.

Table Delete Data Older Than

• rosemeta_executionevent

• rosemeta_executioneventexpressionmention

• rosemeta_executioneventmention

• rosemeta_executioneventunresolvedmention

• rosemeta_executionsession

6 months

• rosemeta_metadatachangestats
5 months

• metrics_event

• metrics_metric

30 days

To delete old data:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Switch to the alation user:

sudo su alation

4. Run the pre-validation SQL queries and save the results in a separate file:

psql -d rosemeta -U alation -f /opt/alation/ops/postgres_rds_migration/pruning_

scripts/pre-validation.sql > /tmp/pre-validation.out

5. Run the scan_prune.pyc script to delete the old data:
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python /opt/alation/django/rosemeta/one_off_scripts/scan_prune.pyc -p purge -i

metadata metrics qli > /tmp/scan_prune.log 2>&1

6. Run the post-validation SQL queries and save the results in a separate file:

psql -d rosemeta -U alation -f /opt/alation/ops/postgres_rds_migration/pruning_

scripts/post-dbvalidation.sql > /tmp/post-dbvalidation.out

7. Search the log file at /tmp/scan_prune.log for the following message:

--- Finished execution of scan problematic tables ---

• If you find this message, it indicates that everything is good, and you can skip to Step 2: Find and Remove

Corrupted Data.

• If you don’t find the finished message, do the following:

a. Search scan_prune.log for the following message:

The difference between one of pointer table is greater than tolerated

difference of {} , Please create support ticket".format(TOLERATED_

PROCESSED))

– If you find this message in the log, something has gone wrong. Stop here, and contact Alation

Support. Send the pre-validation.out, scan_prune.log, and post-dbvalidation.out files.

– If you don’t find this message, do the next step.

b. Search scan_prune.log for the following message:

At this point, The QLI archival did not clear any data. Please review

If you find that message in the log, check for the following messages:

INFO - There's close to 0 records to process for rosemeta_executionevent.

INFO - There's close to 0 records to process for rosemeta_

executioneventmention.

INFO - There's close to 0 records to process for rosemeta_

executioneventexpressionmention.

– If there are close to 0 records to process, you can proceed to Step 2: Find and Remove Corrupted

Data.

– If not, stop here, and contact Alation Support. Send the pre-validation.out, scan_prune.log, and

post-dbvalidation.out files.

7.16.3 Step 2: Find and Remove Corrupted Data

Note: This step can be done without any downtime. Alation users can continue using Alation as usual.

To ensure the migration works successfully, you have to make sure there’s no corrupted data in Alation’s PostgreSQL

databases. If there is corrupted data, it has to be removed.

To find and remove corrupted data:

1. If you’re not on the Alation server already:

3850 Chapter 7. How-tos



Alation User Guide

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

2. Switch to the alation user:

sudo su alation

3. Run the script db_scan_parallel.pyc against the rosemeta database:

python /opt/alation/ops/postgres_rds_migration/scanning_script/db_scan_parallel.pyc -

b /bin/ -h /tmp -p 5432 -U alation -d rosemeta

Note: This may take some time. For example, on a t3.2xlarge instance with a 364 GB PostgreSQL database, it

may take about 30 minutes.

4. Examine the output from db_scan_parallel.pyc.

• If the scan detected no corruption, you’ll see this at the end of the output:

Total tables successfully dumped: <#>, failed_tables: []

• If you see a message indicating that some tables failed, it means some rows in those tables are corrupted and

need to be removed. Make a list of each failed table.

Example failure message:

(ERROR) PID=31625: b'pg_dump: error: Dumping the contents of table "data_

storage_blobaccesspostgres" failed: PQgetResult() failed.\npg_dump: error: Error

message from server: ERROR: missing chunk number 0 for toast value 3523697 in

pg_toast_3131713\npg_dump: error: The command was: COPY public.data_storage_

blobaccesspostgres (id, model_code, blob_key, blob_value) TO stdout;'

From the message above, you would take note that the table data_storage_blobaccesspostgres failed.

5. Run the script db_scan_parallel.pyc against the lineage database:

python /opt/alation/ops/postgres_rds_migration/scanning_script/db_scan_parallel.pyc -

b /bin/ -h /tmp -p 5432 -U alation -d lineage

6. Examine the output from db_scan_parallel.pyc.

• If the scan detected no corruption, you’ll see this at the end of the output:

Total tables successfully dumped: <#>, failed_tables: []

• If you see a message indicating that some tables failed, it means some rows in those tables are corrupted and

need to be removed. Make a list of each failed table.

Example failure message:

(ERROR) PID=31625: b'pg_dump: error: Dumping the contents of table "data_

storage_blobaccesspostgres" failed: PQgetResult() failed.\npg_dump: error: Error

message from server: ERROR: missing chunk number 0 for toast value 3523697 in

pg_toast_3131713\npg_dump: error: The command was: COPY public.data_storage_

blobaccesspostgres (id, model_code, blob_key, blob_value) TO stdout;'(continues on next page)
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(continued from previous page)

7. Exit from the alation user:

exit

8. Did the scans find corruption?

• If the results of db_scan_parallel.pyc found no corruption in both rosemeta and lineage, you can skip to

Step 3: Gather Information for the RDS Instance.

• If the scan did find corruption, proceed with steps 9 to 15 below.

9. If the scan found corruption in one or more tables, you need to identify exactly which rows were corrupted. To do

this, we have provided a find_bad_rows function with your Alation installation. To use the function, first switch

to the postgres user:

sudo su postgres

10. Add the find_bad_rows function to Postgres:

psql -h /tmp -d rosemeta < /opt/alation/ops/postgres_rds_migration/corruption_check/

find_bad_rows.sql

11. Execute find_bad_rows as shown below, replacing <FAILED_TABLE_NAME> with the name of a failed table:

psql -h /tmp -d rosemeta -c "select find_bad_rows('public.<FAILED_TABLE_NAME>');"

The function will output the ctid for each corrupted row. Example output:

NOTICE: Corrupted ctid: (56,70)

NOTICE: XX001: missing chunk number 0 for toast value 3523697 in pg_toast_3131713

NOTICE: Corrupted ctid: (57,109)

NOTICE: XX001: missing chunk number 0 for toast value 3523702 in pg_toast_3131713

Note: This step may take a long time, depending on the size of the tables.

12. Double check each row to make sure it’s corrupted. Run the following command for each corrupted row:

psql -h /tmp -d rosemeta -c "SELECT \* FROM public.<FAILED_TABLE_NAME> where ctid =

'(<ROW_CTID>)'"

Example output:

missing chunk number 0 for toast value 3523697 in pg_toast_3131713

13. Delete the corrupted rows. Run the following command for each corrupted row:

psql -h /tmp -d rosemeta -c "DELETE FROM public.<FAILED_TABLE_NAME> where ctid = '(

<ROW_CTID>)'"

Example output:

DELETE 1
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14. Repeat the prior two steps for each corrupted row in the table.

15. Repeat the prior three steps for each failed table.

16. Exit from the postgres user:

exit

7.16.4 Step 3: Gather Information for the RDS Instance

Note: This step can be done without any downtime. Alation users can continue using Alation as usual.

In this step, you’ll make sure you have all the information needed to create the RDS instance.

1. Ensure that you have AWS keys to create the RDS instance using AWS APIs.

2. Ensure that the machine you’re using has access to the AWS VPC where you are creating the RDS instance. We

recommend that the RDS instance be located in the same VPC and region as your Alation instance.

3. Determine how much storage your RDS instance will require.

a. If you’re not on the Alation server already:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

b. Enter the PostgreSQL shell:

alation_psql

c. Display the size of the lineage and rosemeta databases

\l+

The output will look something like this:

List of databases

Name | Owner | Encoding | Collate | Ctype | Access

privileges | Size | Tablespace | Description

-----------+----------+----------+-------------+-------------+-------------------

----+-----------+------------+--------------------------------------------

lineage | alation | UTF8 | en_US.UTF-8 | en_US.UTF-8 |

| 5774 MB | pg_default |

postgres | postgres | UTF8 | en_US.UTF-8 | en_US.UTF-8 |

| 8221 kB | pg_default | default administrative connection database

rdsadmin | rdsadmin | UTF8 | en_US.UTF-8 | en_US.UTF-8 | rdsadmin=CTc/

rdsadmin+| No Access | pg_default |

| | | | | rdstopmgr=Tc/

rdsadmin | | |

rosemeta | alation | UTF8 | en_US.UTF-8 | en_US.UTF-8 |

| 177 GB | pg_default |

(continues on next page)
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template0 | rdsadmin | UTF8 | en_US.UTF-8 | en_US.UTF-8 | =c/rdsadmin

+| 8041 kB | pg_default | unmodifiable empty database

| | | | | rdsadmin=CTc/

rdsadmin | | |

template1 | postgres | UTF8 | en_US.UTF-8 | en_US.UTF-8 | =c/postgres

+| 8213 kB | pg_default | default template for new databases

| | | | | postgres=CTc/

postgres | | |

(6 rows)

d. Look in the Size column, and add the sizes for the lineage and rosemeta databases together. Then double

that number.

Example: In the example output above, lineage is 5774 MB and rosemeta is 177 GB, so the total is about

183 GB. Double that number is 366 GB.

e. If your final number is less than 20 GB, plan to use the minimum of 20 GB. The maximum is 16384 GB.

f. Exit the PostgreSQL shell:

\q

4. Determine the RDS instance class that’s required to hold your PostgreSQL database. The table below shows some

recommendations based on the size of your database, concurrent users, and Alation instance size.

PostgreSQL Object
Count

Concurrent User
Load

Alation Host Size on
AWS

RDS Instance Type Re-
quired

Up to 5 million 150 users m5a.4xl db.m6g.large

Up to 20 million 150 users m5a.8xl db.m5.2xlarge

Over 20 million 150 to 800 users m5a.12xl db.m5.4xlarge

5. Figure out how many CPUs you have on your Alation server. This will determine how many migration workers

you can use. In the Alation shell, run this command:

lscpu | grep -E '^CPU\('

Example output:

CPU(s): 8

Save this number for use in a later step.

6. Generate two passwords:

a. One for the RDS administration, referred to as ALATION_RDS_ADMIN_PASSWORD in these instructions.

b. One for the PostgreSQL user that Alation will use to connect to the migrated PostgreSQL database. This

password is referred to as ALATION_PASSWORD in these instructions.

You can generate these passwords however you like, or you can use this command on Linux to generate two

random 16-digit passwords:

cat /dev/urandom | tr -dc A-Za-z | head -c 16 ; echo ''

Save these two passwords in a secure location. You will need them in later steps.

3854 Chapter 7. How-tos



Alation User Guide

7.16.5 Step 4: Create the RDS Instance

Note: This step can be done without any downtime. Alation users can continue using Alation as usual.

You’ll now create the AWS RDS instance that you’ll move the Alation database to. We have provided some Terraform

scripts in the Alation installation that will automatically create the RDS instance.

To create the RDS instance from the Alation server:

1. If you’re not on the Alation server already:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

2. Install Terraform if it’s not already installed. You can find installers on Terraform’s installation page. As an

example, on an AMD64 Linux machine, you could install Terraform like this:

sudo curl -O https://releases.hashicorp.com/terraform/1.0.6/terraform_1.0.6_linux_

amd64.zip

sudo unzip terraform_1.0.6_linux_amd64.zip

sudo mv terraform /usr/bin/

3. Switch to the alation user:

sudo su alation

4. Using terminal, set some environment variables that the Terraform scripts rely on. Replace the angle brackets and

their contents with your own values:

export AWS_ACCESS_KEY_ID=<ADMIN_API_KEY>

export AWS_SECRET_ACCESS_KEY=<ADMIN_SECRET_ACCESS_KEY>

export TF_VAR_alation_region=<ALATION_AWS_REGION>

export TF_VAR_on_prem_alation_ec2_id=<ALATION_EC2_INSTANCE_ID such as i-

0f76425cf32057e81>

export TF_VAR_rds_admin_password=<ALATION_RDS_ADMIN_PASSWORD>

export TF_VAR_allocated_storage=<STORAGE_SIZE_IN_GB>

export TF_VAR_multi_az=true

export TF_VAR_rds_instance_class=<RDS_INSTANCE_CLASS>

export TF_VAR_storage_type=gp3

5. Go into the folder containing the Terraform scripts:

cd /opt/alation/ops/postgres_rds_migration/rds_setup_terraform/

6. Initialize Terraform:

terraform init

7. Validate that the Terraform configuration is valid:
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terraform validate

If you notice any errors in the output, contact Alation Support.

8. Verify that the Terraform plan is accurate:

terraform plan

If you notice any errors in the output, contact Alation Support.

9. Run the Terraform script:

terraform apply --auto-approve

This will automatically create an RDS instance and display its RDS endpoint, which you will need in later steps.

This step may take several minutes. Near the end of the output you will see the RDS endpoint. Example output:

data.dns_a_record_set.rds_endpoint: Read complete after 0s [id=onprem-alation-i-

02ad22d793b9d6dfa-rds.calwlq0balzb.us-west-2.rds.amazonaws.com]

The value after id= is the RDS endpoint. In this example, it is onprem-alation-i-02ad22d793b9d6dfa-rds.

calwlq0balzb.us-west-2.rds.amazonaws.com.

Now that the RDS instance exists, you can migrate the Alation database to it. Proceed to Step 5: Migrate the Data to the

RDS Instance below.

7.16.6 Step 5: Migrate the Data to the RDS Instance

Important: This step requires about 10 minutes of downtime.

If this process fails for any reason, you can reset the RDS instance using the steps under Reset the RDS Instance. Then

try this section again.

In the following steps, you will copy the rosemeta and lineage databases to your RDS instance.

1. If you’re not in the Alation shell already:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

2. Switch to the alation user:

sudo su alation

3. Use a text editor to replace the contents of setup_internal_postgres.pyc with the following:

# /opt/alation/env/bin/python

import socket

import sys

import pty

import subprocess

(continues on next page)
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EXPECTED_POSTGRES_VERSIONS = {"13.1", "13.6", "13.8", "13.11"}

PGLOGICAL_PACKAGE = "pglogical"

def get_ip(host):

return socket.gethostbyname(host)

def execute_command(bash_command, shell_or_die=False):

master_fd, slave_fd = pty.openpty()

sp = subprocess.Popen(

bash_command, stdin=slave_fd, stderr=subprocess.PIPE, stdout=subprocess.PIPE,

shell=True

)

out, err = sp.communicate()

if shell_or_die and sp.returncode != 0:

raise Exception("Failed: %s", out.decode(), err.decode())

return sp.returncode, out.decode(), err.decode()

def version_check():

cmd = 'sudo -u postgres psql -qtAX -h /tmp -d rosemeta -c "SHOW server_version;"'

code, stdout, stderr = execute_command(cmd)

if code != 0:

raise Exception("Cannot get postgres version")

elif stdout.strip() not in EXPECTED_POSTGRES_VERSIONS:

raise Exception(

"Its version %s is not equal to %s" % (stdout.strip(), str(EXPECTED_

POSTGRES_VERSIONS))

)

print("## Its version is %s" % str(EXPECTED_POSTGRES_VERSIONS))

def setup_postgresql_auto_conf(num_of_wall_senders):

cmd = "sudo -u postgres cat /data1/pgsql/13/data/postgresql.auto.conf"

code, stdout, stderr = execute_command(cmd)

if code != 0:

raise Exception("Cannot cat /data1/pgsql/13/data/postgresql.auto.conf")

if "listen_addresses = '*'" not in stdout:

cmd = "sudo -u postgres -- sh -c $'echo \"listen_addresses = \\'*\\'\" >> /

data1/pgsql/13/data/postgresql.auto.conf'"

execute_command(cmd, shell_or_die=True)

if "wal_level = logical" not in stdout:

cmd = "sudo -u postgres -- sh -c $'echo \"wal_level = logical\" >> /data1/

pgsql/13/data/postgresql.auto.conf'"

execute_command(cmd, shell_or_die=True)

if "max_replication_slots = %s" % num_of_wall_senders not in stdout:

cmd = (

"sudo -u postgres -- sh -c $'echo \"%s\" >> /data1/pgsql/13/data/

postgresql.auto.conf'"

% ("max_replication_slots = %s" % num_of_wall_senders)

)

execute_command(cmd, shell_or_die=True)

if "max_wal_senders = %s" % num_of_wall_senders not in stdout:

cmd = (

(continues on next page)
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"sudo -u postgres -- sh -c $'echo \"%s\" >> /data1/pgsql/13/data/

postgresql.auto.conf'"

% ("max_wal_senders = %s" % num_of_wall_senders)

)

execute_command(cmd, shell_or_die=True)

if "shared_preload_libraries = 'pglogical'" not in stdout:

cmd = "sudo -u postgres -- sh -c $'echo \"shared_preload_libraries = \\

'pglogical\\'\" >> /data1/pgsql/13/data/postgresql.auto.conf'"

execute_command(cmd, shell_or_die=True)

print("## Completed postgresql.auto.conf update")

def setup_pg_hba_conf(rds_private_ip):

cmd = "sudo -u postgres cat /data1/pgsql/13/data/pg_hba.conf"

code, stdout, stderr = execute_command(cmd)

if code != 0:

raise Exception("Cannot cat /data1/pgsql/13/data/pg_hba.conf")

if rds_private_ip not in stdout:

cmd = (

"sudo -u postgres -- sh -c 'echo \"host all all %s/32

trust\" >> /data1/pgsql/13/data/pg_hba.conf'"

% rds_private_ip

)

execute_command(cmd, shell_or_die=True)

if "host all all 127.0.0.1/0 trust" not in stdout:

cmd = "sudo -u postgres -- sh -c $'echo \"host all all 127.0.0.1/

0 trust\" >> /data1/pgsql/13/data/pg_hba.conf'"

execute_command(cmd, shell_or_die=True)

if "host all alation ::1/128 trust" not in stdout:

cmd = "sudo -u postgres -- sh -c $'echo \"host all alation ::1/128

trust\" >> /data1/pgsql/13/data/pg_hba.conf'"

execute_command(cmd, shell_or_die=True)

print("## Completed pg_hba.conf update")

def restart_postgres():

cmd = "alation_action stop_postgres"

execute_command(cmd, shell_or_die=True)

cmd = "alation_action start_postgres"

execute_command(cmd, shell_or_die=True)

print("## Restart completed")

def main(argv):

if len(argv) < 2:

raise Exception("python setup_internal_postgres.py <rds_endpoint> <num_of_

wall_senders>")

rds_endpoint, num_of_wall_senders = argv[0], argv[1]

rds_private_ip = get_ip(rds_endpoint)

print(rds_private_ip)

version_check()

setup_postgresql_auto_conf(num_of_wall_senders)

setup_pg_hba_conf(rds_private_ip)

restart_postgres()

(continues on next page)
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if __name__ == "__main__":

main(sys.argv[1:])

Important: The next step requires Alation to be down for about ten minutes.

4. Still as the alation user, run the setup_internal_postgres.pyc script and provide the RDS endpoint and number

of CPUs you identified earlier:

python /opt/alation/ops/postgres_rds_migration/rds_migration_scripts/setup_internal_

postgres.pyc <RDS_ENDPOINT> <#_CPUs>

Example output:

## Its version is {'13.11', '13.6', '13.1', '13.8'}

## Completed postgresql.auto.conf update

## Completed pg_hba.conf update

## Restart completed

Note: Items 5–7 apply to the rosemeta database. Items 8–10 apply to lineage. These steps can take a long time. You

can follow the items for rosemeta in parallel to the items for lineage.

5. To migrate the rosemeta database to your new RDS instance, run the migrate_postgres_to_rds.pyc script as

shown below. This will sync the data to your RDS instance. We use a logical replication process that continues to

stream database changes to the new copy until all data has been moved. This ensures no data will be lost.

Important: This process runs asynchronously. It may take a long time. As an example, if you have:

• An Alation instance with 8 cores and 32 GB of memory

• An RDS instance with 4 cores and 16 GB of memory

It may take about four to five hours to migrate a 175 GB rosemeta database.

To run the script, use the command below. Replace <RDS_ENDPOINT> with the endpoint of your RDS in-

stance, <ALATION_RDS_ADMIN_PASSWORD> with the RDS admin password you created earlier, and <ALATION_-

PASSWORD> with the Alation password you created earlier.

python /opt/alation/ops/postgres_rds_migration/rds_migration_scripts/migrate_

postgres_to_rds.pyc --rds_port 5432 --rds_endpoint <RDS_ENDPOINT> --rds_admin_

password <ALATION_RDS_ADMIN_PASSWORD> --new_alation_password <ALATION_PASSWORD> --

remove_indexes true --target_database rosemeta

Successful output will look like this:

initialized RateSampler, sample 100% of traces

initialized RateSampler, sample 100% of traces

Connecting to DogStatsd(udp://localhost:8125)

{"data": {"module": "alation_conf", "version": null, "requestid": null, "msg":

"Reloading conf. current time: 1702581142.2829413"}, "header": {"timestamp": "2023-

12-14T19:12:22.282994", "appname": null, "instanceurl": null, "tenantid": null,

"loglevel": "DEBUG", "traceid": "0"}, "dd.trace_id": "0", "dd.span_id": "0", "dd.env

": ""}
(continues on next page)
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{"data": {"module": "alation_conf", "version": null, "requestid": null, "msg":

"alation_conf is initialized. current time: 1702581142.2829413"}, "header": {

"timestamp": "2023-12-14T19:12:22.467949", "appname": null, "instanceurl": null,

"tenantid": null, "loglevel": "DEBUG", "traceid": "0"}, "dd.trace_id": "0", "dd.

span_id": "0", "dd.env": ""}

Check pg_hba entry for replication...

Check pg_hba entry for replication...Done

Check listen_addresses...

Check listen_addresses...Done

Check if migration_rosemeta already created

Drop file_fdw extension

Start export postgres schema only...

Create indexes backup file ...Done

Removed indexes from schema file ...Done

Start export postgres schema only...Done

Check if alation exists

Create new alation user in RDS...

Prepare alation user in RDS...Done

Check if alation_db_user exists

Create new alation_db_user user in RDS...

Prepare alation user in RDS...Done

Check if alation_db exists

Create new alation_db user in RDS...

Prepare alation user in RDS...Done

Check if datadog exists

Create new datadog user in RDS...

Prepare alation user in RDS...Done

Check if rosemeta exists

No rosemeta exists

Create new alation user...

Build existing extension set

Create extensions intarray,hstore,amcheck,pglogical,pg_visibility if not exists ...

Create extensions intarray,hstore,amcheck,pglogical,pg_visibility ...Done

Import /tmp/rosemeta_schema_only.dump ...

Import /tmp/rosemeta_schema_only.dump ...Done

List target tables own by public and alation

Check if publication migration_rosemeta is created

migration_rosemeta is created

Validate publication table by table

All tables are included in public

Check if subscription migration_rosemeta already created

## create subscription migration_rosemeta connection 'host=<RDS IP> port=5432

dbname=rosemeta user=alation' publication migration_rosemeta

Stopping AgentWriter thread

6. Check on the progress of migrating the rosemeta database by running get_subscription_status.pyc. Replace

<RDS_ENDPOINT> with the endpoint of your RDS instance, <ALATION_PASSWORD> with the Alation password

you created earlier.

python /opt/alation/ops/postgres_rds_migration/rds_migration_scripts/get_

subscription_status.pyc --rds_endpoint <RDS_ENDPOINT> --rds_port 5432 --new_alation_

password <ALATION_PASSWORD> --target_database rosemeta
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• While the process is still running, you’ll see the following in the output:

## res: NEED_TO_WAIT

• When the process is finished, you’ll see the following in the output:

## res: STOP_WAITING

7. When get_subscription_status.pyc shows ## res: STOP_WAITING, it automatically starts another script,

create_indexes.py. This script creates indexes for all the tables in the rosemeta database. It runs in the

background. This script must finish before you can move on to Step 6: Switch Alation to Use the RDS Instance

below. You can check the status of this script by tailing the log file:

tail -f /tmp/create_indexes.log

When the process is done, you’ll see this in the log:

Created 2090/2091 indexes.

Created 2091/2091 indexes.

Creation of indexes /tmp/rosemeta_postdata_only.dump ...Done

Removed indexes dump file /tmp/rosemeta_postdata_only.dump since indexes have been

applied.

Note: Items 8–10 below apply to the lineage database. You can follow these steps in parallel to items 5–7.

8. To migrate the lineage database to your new RDS instance, run the migrate_postgres_to_rds.pyc script as shown

below. Replace <RDS_ENDPOINT> with the endpoint of your RDS instance, <ALATION_RDS_ADMIN_PASSWORD>

with the RDS admin password you created earlier, and <ALATION_PASSWORD> with the Alation password you

created earlier.

python /opt/alation/ops/postgres_rds_migration/rds_migration_scripts/migrate_

postgres_to_rds.pyc --rds_port 5432 --rds_endpoint <RDS_ENDPOINT> --rds_admin_

password <ALATION_RDS_ADMIN_PASSWORD> --new_alation_password <ALATION_PASSWORD> --

remove_indexes true --target_database lineage

This process runs asynchronously. Successful output will look like this:

initialized RateSampler, sample 100% of traces

initialized RateSampler, sample 100% of traces

Connecting to DogStatsd(udp://localhost:8125)

{"data": {"module": "alation_conf", "version": null, "requestid": null, "msg":

"Reloading conf. current time: 1702581232.9394724"}, "header": {"timestamp": "2023-

12-14T19:13:52.939548", "appname": null, "instanceurl": null, "tenantid": null,

"loglevel": "DEBUG", "traceid": "0"}, "dd.trace_id": "0", "dd.span_id": "0", "dd.env

": ""}

{"data": {"module": "alation_conf", "version": null, "requestid": null, "msg":

"alation_conf is initialized. current time: 1702581232.9394724"}, "header": {

"timestamp": "2023-12-14T19:13:53.135925", "appname": null, "instanceurl": null,

"tenantid": null, "loglevel": "DEBUG", "traceid": "0"}, "dd.trace_id": "0", "dd.

span_id": "0", "dd.env": ""}

Check pg_hba entry for replication...

Check pg_hba entry for replication...Done

Check listen_addresses...

(continues on next page)
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Check listen_addresses...Done

Check if migration_lineage already created

Drop file_fdw extension

Start export postgres schema only...

Create indexes backup file ...Done

Removed indexes from schema file ...Done

Start export postgres schema only...Done

Check if alation exists

Reset alation user password in RDS...

Prepare alation user in RDS...Done

Check if alation_db_user exists

Reset alation_db_user user password in RDS...

Prepare alation user in RDS...Done

Check if alation_db exists

Reset alation_db user password in RDS...

Prepare alation user in RDS...Done

Check if datadog exists

Reset datadog user password in RDS...

Prepare alation user in RDS...Done

Check if lineage exists

No lineage exists

Create new alation user...

Build existing extension set

Create extensions pg_visibility,intarray,hstore,pglogical,amcheck if not exists ...

Create extensions pg_visibility,intarray,hstore,pglogical,amcheck ...Done

Import /tmp/lineage_schema_only.dump ...

Import /tmp/lineage_schema_only.dump ...Done

List target tables own by public and alation

Check if publication migration_lineage is created

migration_lineage is created

Validate publication table by table

All tables are included in public

Check if subscription migration_lineage already created

## create subscription migration_lineage connection 'host=<RDS IP> port=5432

dbname=lineage user=alation' publication migration_lineage

Stopping AgentWriter thread

9. Check on the progress of migrating the lineage database by running get_subscription_status.pyc. Replace

<RDS_ENDPOINT> with the endpoint of your RDS instance, <ALATION_PASSWORD> with the Alation password

you created earlier.

python /opt/alation/ops/postgres_rds_migration/rds_migration_scripts/get_

subscription_status.pyc --rds_endpoint <RDS_ENDPOINT> --rds_port 5432 --new_alation_

password <ALATION_PASSWORD> --target_database lineage

While the script is still running, you’ll see the following in the output:

## res: NEED_TO_WAIT

When the script is finished, you’ll see the following in the output:

## res: STOP_WAITING
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10. When get_subscription_status.pyc shows ## res: STOP_WAITING, it automatically starts another script,

create_indexes.py. This script creates indexes for all the tables in the lineage database. It runs in the background.

This script must finish before you can move on to Step 6: Switch Alation to Use the RDS Instance below. You can

check the status of this script by tailing the log file:

tail -f /tmp/create_indexes.log

When the process is done, you’ll see this in the log:

Created 2090/2091 indexes.

Created 2091/2091 indexes.

Creation of indexes /tmp/rosemeta_postdata_only.dump ...Done

Removed indexes dump file /tmp/rosemeta_postdata_only.dump since indexes have been

applied.

11. Wait until the create_indexes.py script has finished indexing the tables for both rosemeta (item 8 above) and

lineage (item 10 above). Then move on to the next step.

7.16.7 Step 6: Switch Alation to Use the RDS Instance

Important: This step requires about an hour of downtime.

If this process fails for any reason, you can reset the RDS instance using the steps under Reset the RDS Instance. Then

try the migration again.

Now that all the data has been migrated to the RDS instance, you need to tell Alation to use the RDS instance.

Important: The first three steps require about one hour of downtime.

1. When the create_indexes.py script has finished indexing the tables for both rosemeta and lineage, you are ready

to direct Alation to start using the copies that are now on the RDS instance.

Still as the alation user on the Alation server, stop Alation from running:

alation_supervisor stop celery:* ingestion customer-portal-agent java:* web:*

lineage logical-metadata:*

Important: The next step requires downtime.

2. Run the post_postgres_migration.pyc script to tell Alation to start using the rosemeta database on the RDS in-

stance. Replace <RDS_ENDPOINT> with the endpoint of your RDS instance, <ALATION_RDS_ADMIN_PASSWORD>

with the RDS admin password you created earlier, and <ALATION_PASSWORD> with the Alation password you

created earlier.

python /opt/alation/ops/postgres_rds_migration/rds_migration_scripts/post_postgres_

migration.pyc --rds_port 5432 --rds_endpoint <RDS_ENDPOINT> --rds_admin_password

<ALATION_RDS_ADMIN_PASSWORD> --new_alation_password <ALATION_PASSWORD> --num_of_

threads <# of cores> --target_database rosemeta

The output will be very lengthy. If it’s successful, you’ll see this at the end of the output:
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Switching to RDS <YOUR RDS ENDPOINT>...Done

Important: The next step requires downtime.

3. Run the post_postgres_migration.pyc script to tell Alation to start using the lineage database on the RDS instance.

Replace <RDS_ENDPOINT> with the endpoint of your RDS instance, <ALATION_RDS_ADMIN_PASSWORD> with

the RDS admin password you created earlier, and <ALATION_PASSWORD> with the Alation password you created

earlier.

python /tmp/postgres_rds_migration_scripts/rds_migration_scripts/post_postgres_

migration.pyc --rds_port 5432 --rds_endpoint <RDS_ENDPOINT> --rds_admin_password

<ALATION_RDS_ADMIN_PASSWORD> --new_alation_password <ALATION_PASSWORD> --num_of_

threads <# of cores> --target_database lineage

If it’s successful, you’ll see this at the end of the output:

Switching to RDS <YOUR RDS ENDPOINT>...Done

4. Start Alation back up:

alation_supervisor start celery:* ingestion customer-portal-agent java:* web:*

lineage logical-metadata:*

Alation should now be using the external RDS instance.

5. Stop the internal Postgres:

sudo -u postgres /usr/pgsql-13/bin/pg_ctl -D /data1/pgsql/13/data stop -w

6. Confirm that Alation is using the RDS instance:

alation_conf pgsql.config.host

The parameters lineage-service.pgsql.config.host and pgsql.config.host should show your RDS

endpoint.

The process is now complete. You should be able to log into Alation and use it as usual.

After you’ve verified that the migration was successful and Alation is using the RDS instance without problems, you can

now drop the data from the internal rosemeta and lineage databases. As a precaution, we recommend keeping the latest

backups from before the migration.

7.16.8 Troubleshoot the Migration

If you encounter problems with migrating the Alation databases to an AWS RDS instance, please contact Alation

Support.
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Reset the RDS Instance

If you run into trouble during Step 5: Migrate the Data to the RDS Instance, you can reset the RDS instance and try

again. To reset the RDS instance:

1. If you’re not on the Alation server already:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

2. Connect to the rosemeta database on the RDS instance:

export PGPASSWORD=<ALATION_PASSWORD>; psql -h <RDS endpoint> -U alation -d rosemeta

Then drop the subscription migration:

rosemeta=> drop subscription migration;

3. Connect to the lineage database on the RDS instance:

export PGPASSWORD=<ALATION_PASSWORD>; psql -h <RDS endpoint> -U alation -d lineage

Then drop the subscription migration:

lineage=> drop subscription migration;

4. Connect to the database on the RDS instance as the postgres user:

export PGPASSWORD=<ALATION_RDS_ADMIN_PASSWORD>; psql -h <RDS_ENDPOINT> -U postgres

Change the owner of the rosemeta database to the postgres user, then drop the database:

postgres=> alter database rosemeta owner to postgres;

postgres=> drop database rosemeta;

Change the owner of the lineage database to the postgres user, then drop the database:

postgres=> alter database lineage owner to postgres;

postgres=> drop database lineage;

5. If rosemeta or lineage is still being used, stop Alation and terminate the sessions:

alation_action stop_alation

postgres=> select pg_terminate_backend(pid) from pg_stat_activity where datname=

'rosemeta';

postgres=> select pg_terminate_backend(pid) from pg_stat_activity where datname=

'lineage';

6. Roll back the changes to alation_conf :
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alation_conf pgsql.config.remote -s False

alation_conf pgsql.config.host -s /tmp

alation_conf pgsql.config.port -s 5432

alation_conf pgsql.config.password -c

alation_conf lineage-service.pgsql.config.host -s /tmp

alation_conf lineage-service.pgsql.password -c

You should now be ready to retry Step 5: Migrate the Data to the RDS Instance.

7.16.9 Maintain Alation with the Database on an AWS RDS Instance

Moving the database to an AWS RDS instance will not change how you upgrade, back up, or restore the Alation

applications. The commands for upgrading, backing up, and restoring the Alation applications remain the same.

However, there are some differences in the backup and restore behavior.

Upgrade

There are no changes to how you upgrade Alation with the database(s) on an AWS RDS instance.

Back Up

After moving the database to AWS RDS, it will no longer be included directly in the Alation backup tar file. Instead, the

Alation backup process creates an RDS snapshot in AWS using the existing RDS functionality. The snapshot is mapped

to the Alation backup so it can be restored later along with Alation, if needed.

You can also use the Amazon RDS backup functionality separately from Alation backups.

Restore

When restoring Alation from a backup, the destructive_restore_all action will automatically retrieve the AWS

RDS snapshot that is mapped to the backup. The old AWS RDS instance will be stopped, and the new one will become

available. In the AWS console, you will see both the old and newly restored RDS instances. The old one can be deleted

if you want to save costs.

7.17 How to Uninstall Alation

Customer Managed Applies to customer-managed instances of Alation

This process is to be followed to completely uninstall Alation.

Important: Doing anything described below will result in permanent loss of catalog data.

All these commands are to be run as “root” or SUDO, outside of Alation shell.
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7.17.1 Prerequisite

Before you uninstall, take note of the paths to your data and backup files. They are needed for one of the commands you

will issue as part of the uninstall. The disks mounted on /opt/alation/alation-XXXX/data1 and /opt/alation/alation-

XXXX/data2 are your data and backup disks (XXXX stands for your Alation version, for example: alation-

5.10.1.89638).

You can run the following command to find out the paths:

tail /opt/alation/alation/.disk*

To uninstall,

1. Stop Alation:

/etc/init.d/alation stop

2. Verify that everything is unmounted from chroot:

mount | grep alation

3. If anything is still mounted, unmount any remaining stubborn mounts (XXXX stands for the Alation version):

umount /opt/alation/alation-XXXX/data1

umount /opt/alation/alation-XXXX/data2

umount /opt/alation/alation-XXXX/proc

umount /opt/alation/alation-XXXX/dev

4. Verify that everything is unmounted from Chroot:

mount | grep alation

5. Unistall Alation. On RHEL/CENTOS, do graceful uninstall first, and only if it fails, perform ungraceful uninstall.

RHEL/CENTOS RPM graceful uninstall:

rpm -qa | grep alation

rpm -e alation-XXXX

RPM ungraceful uninstall:

rpm -qa | grep alation

rpm -e alation-XXXX --justdb

Remove startup:

chkconfig alation off

chkconfig --del alation

Debian/Ubuntu DEB graceful uninstall:

dpkg -l | grep alation

sudo apt-get --purge remove alation-XXXX

Remove startup:
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update-rc.d alation disable

6. Remove the etc/init.d script:

rm -f /etc/init.d/alation

7. Remove any lingering install files:

rm -rf /usr/local/alation_legacy

rm -rf /usr/local/alation/*

rm -rf /opt/alation/*

8. Remove alternatives:

• Run the following command, outside of the Alation shell, to list all the packages:

update-alternatives --display alation

• For each Alation package, run the following to remove (XXXX stands for the Alation version):

update-alternatives --remove alation /opt/alation/alation-XXXX

• Then run the following command again to verify there are no remaining packages:

update-alternatives --display alation

9. Remove data.

Important: You will NOT be able to recover any data after this step is run.

rm -rf <path to data>/*

rm -rf <path to backup>/*

Now, you have uninstalled Alation.
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EIGHT

TROUBLESHOOTING

This section describes steps for solving problems commonly encountered by Alation users.

8.1 Logs Overview

Customer Managed Applies to customer-managed instances of Alation

There are many processes running in the Alation application. Each of the processes writes the details of its operations

into a dedicated log file. Log files include details about warnings and errors.

If users experience an issue with Alation, logs will have information about it.

For on-premises instances of Alation, each log file is marked with a date at the end of the day, and a new file is created

for the next day’s logs. To optimize disk space, Alation stores a specific number of logs of each type and deletes older

logs. You can access most logs from inside the Alation chroot at /opt/alation/site/logs. See below for details

about the purpose and location of each specific log file.

For Alation Cloud Service instances of Alation, we store logs for one year. Contact your account manager if you have

questions about logs.

Note: Alation provides functionality to bundle and encrypt logs in the Admin Settings. See Sending Encrypted Logs to

Alation.

See below for information about logs of Alation components.

8.1.1 Backup V2

Log files:

• alation_backup.log

Location of logs:

• From version 2021.3: /opt/alation/site/logs

• Before 2021.3: /var/log/

This log documents the backup process. It will contain details about errors during the Backup V2 process.
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8.1.2 Celery

Log files:

• celery-alationanalytics_error.log

• celery-alationanalytics.log

• celery-beat_error.log

• celery-beat.log

• celery-cognates_error.log

• celery-cognates.log

• celery-default_error.log

• celery-default.log

• celery-fastqueue_error.log

• celery-fastqueue.log

• celery-ingestion_error.log

• celery_ingestion.log

• celery-metrics.log

• celery-parsing_error.log

• celery-parsing.log

• celery-scheduling_error.log

• celery-scheduling.log

• celery-search_error.log

• celery-search.log

• celery-stewardship_error.log

• celery-stewardship.log

• celery-thinqueue_error.log

• celery-thinqueue.log

Location of logs:

• /opt/alation/site/logs

Celery is a process pool that has several different queues. Different types of background tasks run in each queue. Each

queue has its own log file, and the name of the queue appears at the end of the file name. For example, celery-cognates.log

and celery-cognates_error.log are the log files for the Cognates queue. As another example, celery-beat.log is the log

file for the celery-beat process. celery-beat schedules Celery tasks and kicks off repeating tasks.

If your Alation software is having trouble related to data jobs or background tasks, please send all Celery logs to Alation

support. Don’t try to pick and choose which Celery logs to send.

The celery-default_error.log file has information about most jobs. It’s a good place to look for information on server

failures.

The celery-alationanalytics.log and celery-alationanalytics_error.log logs have information about Alation Analytics

tasks. Look at these log files if there are errors in Alation Analytics processes, including ETL or metadata extraction.

If a background task fails that’s related to Compose, look at Connector logs instead of Celery logs.
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8.1.3 Connector

Log files:

• connector.log

• connector_err.log

• connector_out.log

• connector_check.log

• connector_check_error.log

Location of logs:

• /opt/alation/site/logs

Connector runs Compose queries. The Connector logs will have information related to Compose, especially query

execution errors.

Compose problems can also happen in the main web application (Django). Django logs can also be helpful in identifying

issues with Compose.

8.1.4 Django

Log files:

• alation-debug.log

• alation-error.log

• alation-events.log

• alation-info.log

Location of logs:

• /opt/alation/site/logs

The alation-debug.log, alation-error.log, and alation-info.log files contain error messages from the main Alation web

application. If you see a 500 error or a pop up informing that something is wrong, there should be a corresponding error

record in these files. These logs can also be helpful in identifying issues with Compose.

The alation-error.log file has the most basic information. The alation-info.log file has a medium amount of information.

The alation-debug.log file has the most detailed information. Time stamps are in Universal Common Time (UTC).

The alation-events.log file contains a record of events related to authentication and permissions. Any confidential data

contained in the log will be masked with an asterisk. Messages in the log are in JSON format and always contain the

following elements:

• data - Information about the specific event being logged.

• level - An indication of the log event level. For alation-events.log, it will always have a value of “EVENT”.

• header - An object containing information about the trace ID, log level, tenant ID, instance URL, and time stamp.

• timestamp - The time at which the event occurred.

Starting in Alation version 2023.3.2, the types of events that are logged have been expanded. The following table shows

which events are logged, along with sample log messages.
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Event Type Event Example log messages

Authentication

configuration

events for

external systems

An authentica-

tion method is

added

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "6afb7ad8-4dbd-47fd-baa5-2604282f1d16",

"action": "auth_config_method_added",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "test",

"type": "external_auth_configuration"

},

"attributes": {

"added": {

"tenant_id": {

"value": "tebabt"

},

"vault_url": {

"value": "https://alation-instance.com/"

},

"client_id": {

"value": "id"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "11948470849732592520",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T10:12:34.074278"

},

"timestamp": "2023-10-13T10:12:34.074523Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
An authentica-

tion method is

updated

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "1b56911f-03b3-4723-bf7d-40019e543221",

"action": "auth_config_method_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "test",

"type": "external_auth_configuration"

},

"attributes": {

"updated": {

"tenant_id": {

"value": "update_tenant_id"

},

"vault_url": {

"value": "https://alation-instance.com/"

},

"client_id": {

"value": "id"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "15207389475413371583",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T10:25:39.951491"

},

"timestamp": "2023-10-13T10:25:39.951689Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
An authentica-

tion method is

deleted

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "1da9b503-94dd-4c20-8709-b29163332957",

"action": "auth_config_method_deleted",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "test",

"type": "external_auth_configuration"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "9153316891214686000",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T10:28:01.895585"

},

"timestamp": "2023-10-13T10:28:01.895770Z"

}

Authentica-

tion events for

Alation user

accounts

Default role is

changed

Example message

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.roles.

default_role'])",

"requestid": "bcae6e68-3734-42ff-86c4-0d47bafa1fdb"

}

"level": "EVENT",

"header": {

"traceid": "14382265308526883839",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T10:28:01.895585"

},

"timestamp": "2023-10-13T10:28:01.895770Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
Signup modera-

tion preference

is enabled or dis-

abled

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "c5cc8fff-35c8-4e4e-bb34-63cbae138c20",

"action": "site_settings_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "account_policy",

"type": "SiteSettings"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "16985852351481713873",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T08:39:52.962963"

},

"timestamp": "2023-10-12T08:39:52.963205Z"

}

continues on next page

8.1. Logs Overview 3875



Alation User Guide

Table 1 – continued from previous page

Event Type Event Example log messages

Authentication

events for LDAP

LDAP is enabled Example messages

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['user_group_

management.sync_from_directory_provider.enabled'])",

"requestid": "1f1489f9-5668-4154-a9a0-29a821b2d888"

},

"level": "EVENT",

"header": {

"traceid": "9758985851910129382",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:12:17.877085"

},

"timestamp": "2023-10-12T09:12:17.881874Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.builtin.enabled'])",

"requestid": "1f1489f9-5668-4154-a9a0-29a821b2d888"

},

"level": "EVENT",

"header": {

"traceid": "9758985851910129382",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:12:17.877085"

},

"timestamp": "2023-10-12T09:12:17.881874Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.ldap.enabled'])",

"requestid": "1f1489f9-5668-4154-a9a0-29a821b2d888"

},

"level": "EVENT",

"header": {

"traceid": "9758985851910129382",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:12:17.877085"

},

"timestamp": "2023-10-12T09:12:17.881874Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.
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Table 1 – continued from previous page

Event Type Event Example log messages

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
LDAP settings

are saved

Example messages

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.ldap.bind_type'])",

"requestid": "509c92dc-8231-4529-9d23-7de46078153f"

},

"level": "EVENT",

"header": {

"traceid": "6624534634578512429",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:08:05.454572"

},

"timestamp": "2023-10-12T09:08:05.454860Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.ldap.bind_password'])",

"requestid": "509c92dc-8231-4529-9d23-7de46078153f"

},

"level": "EVENT",

"header": {

"traceid": "6624534634578512429",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:08:05.454572"

},

"timestamp": "2023-10-12T09:08:05.454860Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.ldap.use_ssl'])",

"requestid": "509c92dc-8231-4529-9d23-7de46078153f"

},

"level": "EVENT",

"header": {

"traceid": "6624534634578512429",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:08:05.454572"

},

"timestamp": "2023-10-12T09:08:05.454860Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.
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Event Type Event Example log messages

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
A user logs in

with LDAP

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "-999999999",

"requestid": "ad851ab8-e81f-440e-8532-9dcc619dd821",

"action": "user_created",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 7,

"type": "User"

},

"additional_info": {

"auth_type": "ldap"

},

"attributes": {

"added": {

"is_active": {

"value": false

},

"last_name": {

"value": "Riemann"

},

"first_name": {

"value": ""

},

"email": {

"value": "[EMAIL REDACTED]"

},

"username": {

"value": "riemann"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "6129871646809533308",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T11:32:09.421088"

},

"timestamp": "2023-10-12T11:32:09.421468Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "-999999999",

"requestid": "ad851ab8-e81f-440e-8532-9dcc619dd821",

"action": "user_updated",

"outcome": "success",

"event_datum": [
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Table 1 – continued from previous page

Event Type Event Example log messages

A user logs out

with LDAP

Example message

{

"data": {

"msg": "",

"action_initiated_by": "7",

"requestid": "b579d9f7-e31b-4090-be79-5245767c01a8",

"action": "user_logout",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 7,

"type": "User"

},

"additional_info": {

"auth_type": "ldap"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "11008404513631510216",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T11:38:10.687575"

},

"timestamp": "2023-10-12T11:38:10.687867Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages

Authentication

events for OIDC

OIDC authenti-

cation is enabled

Example messages

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['user_group_

management.sync_from_directory_provider.enabled'])",

"requestid": "0ab5c320-a485-4df9-b217-b3d0500246f4"

},

"level": "EVENT",

"header": {

"traceid": "10969848557437602915",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:46:31.870027"

},

"timestamp": "2023-10-12T09:46:31.881659Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['user_group_

management.use_groups_to_manage_user_status'])",

"requestid": "0ab5c320-a485-4df9-b217-b3d0500246f4"

},

"level": "EVENT",

"header": {

"traceid": "10969848557437602915",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:46:31.870027"

},

"timestamp": "2023-10-12T09:46:31.881659Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['user_group_

management.use_groups_to_assign_user_roles'])",

"requestid": "0ab5c320-a485-4df9-b217-b3d0500246f4"

},

"level": "EVENT",

"header": {

"traceid": "10969848557437602915",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:46:31.870027"

},

"timestamp": "2023-10-12T09:46:31.881659Z"

}

continues on next page
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Event Type Event Example log messages

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
OIDC settings

are saved

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "daebad27-64ed-489b-9073-ed261c5221c2",

"action": "auth_config_method_added",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "oauth_login_config",

"type": "external_auth_configuration"

},

"attributes": {

"added": {

"authorize_endpoint": {

"value": "https://dev-r740qkog.us.auth0.

com/authorize"

},

"user_info_endpoint": {

"value": "https://dev-r740qkog.us.auth0.

com/userinfo"

},

"grant_type": {

"value": "oidc"

},

"subject": {

"value": "email"

},

"attribute_mapping": {

"value": "{\"email\": [\"username\", \

"email\"], \"given_name\": [\"first_name\"], \"family_

name\": [\"last_name\"], \"http://alation.com/title\": [\

"title\"]}"

},

"scope": {

"value": "openid,profile,email"

},

"oauth_provider_end_session_endpoint": {

"value": "https://dev-r740qkog.us.auth0.

com/logout?client_id=OdB3sWr74Rhqsh5VrywRhyIjbGWuXryr"

},

"client_id": {

"value": "OdB3sWr74Rhqsh5VrywRhyIjbGWuXryr"

},

"redirect_url": {

"value": "https://alation-instance.com/

auth/oidc/callback/?config_name=oauth_login_config"

},

"token_endpoint": {

"value": "https://dev-r740qkog.us.auth0.

com/oauth/token"

},

"is_logout_supported": {

"value": true

}

}
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Event Type Event Example log messages

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
The OIDC con-

nection is tested

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "9ca4dddd-8c60-4b9d-a854-bee3fbfa9549",

"action": "auth_config_method_added",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "oauth_login_test_config",

"type": "external_auth_configuration"

},

"attributes": {

"added": {

"authorize_endpoint": {

"value": "https://dev-r740qkog.us.auth0.

com/authorize"

},

"user_info_endpoint": {

"value": "https://dev-r740qkog.us.auth0.

com/userinfo"

},

"grant_type": {

"value": "oidc"

},

"subject": {

"value": "email"

},

"attribute_mapping": {

"value": "{\"email\": [\"username\", \

"email\"], \"given_name\": [\"first_name\"], \"family_

name\": [\"last_name\"], \"http://alation.com/title\": [\

"title\"]}"

},

"scope": {

"value": "openid,profile,email"

},

"oauth_provider_end_session_endpoint": {

"value": "https://dev-r740qkog.us.auth0.

com/logout?client_id=OdB3sWr74Rhqsh5VrywRhyIjbGWuXryr"

},

"client_id": {

"value": "OdB3sWr74Rhqsh5VrywRhyIjbGWuXryr"

},

"redirect_url": {

"value": "https://alation-instance.com/

auth/oidc/callback/?config_name=oauth_login_test_config"

},

"token_endpoint": {

"value": "https://dev-r740qkog.us.auth0.

com/oauth/token"

},

"is_logout_supported": {

"value": true

}

}
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Table 1 – continued from previous page

Event Type Event Example log messages

A user attempts

to log in with

OIDC

Example message

{

"data": {

"msg": "",

"action_initiated_by": "Unknown",

"requestid": "9c96b6a2-83ac-4434-bcab-3abd3f8f5b74",

"action": "login_attempt",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "oidc",

"type": "login_authentication_mechanism"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "3917158863563449450",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:58:59.980931"

},

"timestamp": "2023-10-12T09:58:59.981201Z"

}

continues on next page
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Event Type Event Example log messages
An OIDC user is

created

Example message

{

"data": {

"msg": "",

"action_initiated_by": "-999999999",

"requestid": "e811e471-068b-4abf-83db-c837bb53b5af",

"action": "user_created",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 4,

"type": "User"

},

"additional_info": {

"auth_type": "oidc"

},

"attributes": {

"added": {

"is_active": {

"value": true

},

"username": {

"value": "[EMAIL REDACTED]"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "4388102010571841269",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:59:52.134932"

},

"timestamp": "2023-10-12T09:59:52.135204Z"

}

continues on next page

3888 Chapter 8. Troubleshooting



Alation User Guide

Table 1 – continued from previous page

Event Type Event Example log messages
An OIDC user is

updated

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "-999999999",

"requestid": "e811e471-068b-4abf-83db-c837bb53b5af",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 4,

"type": "User Profile"

},

"attributes": {

"updated": {

"license": {

"value": 4

},

"role": {

"value": 6

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "4388102010571841269",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T09:59:52.405046"

},

"timestamp": "2023-10-12T09:59:52.414654Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "-999999999",

"requestid": "e811e471-068b-4abf-83db-c837bb53b5af",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 4,

"type": "User"

},

"additional_info": {

"auth_type": "oidc"

},

"attributes": {

"updated": {

"is_active": {

"value": true
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Event Type Event Example log messages

A user logs out

with OIDC

Example message

{

"data": {

"msg": "",

"action_initiated_by": "4",

"requestid": "4a1b6bf2-1d56-4d48-bd83-547d1b3ebdd8",

"action": "user_logout",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 4,

"type": "User"

},

"additional_info": {

"auth_type": "oidc"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "5121145981097685396",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T10:05:29.156086"

},

"timestamp": "2023-10-12T10:05:29.156368Z"

}

continues on next page
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Event Type Event Example log messages

Authentica-

tion events for

SAML

SAML authenti-

cation is enabled

Example messages

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.ldap.enabled'])",

"requestid": "584eeeee-5e11-4c7b-b0c4-464ab6c6b730"

},

"level": "EVENT",

"header": {

"traceid": "8291655839133883671",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T08:52:19.531774"

},

"timestamp": "2023-10-12T08:52:19.539490Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.builtin.enabled'])",

"requestid": "584eeeee-5e11-4c7b-b0c4-464ab6c6b730"

},

"level": "EVENT",

"header": {

"traceid": "8291655839133883671",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T08:52:19.503476"

},

"timestamp": "2023-10-12T08:52:19.503725Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.saml.enabled'])",

"requestid": "584eeeee-5e11-4c7b-b0c4-464ab6c6b730"

},

"level": "EVENT",

"header": {

"traceid": "8291655839133883671",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T08:52:19.566092"

},

"timestamp": "2023-10-12T08:52:19.572205Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.
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Event Type Event Example log messages
SAML settings

are saved

Example messages

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.saml.allow_unsolicited'])",

"requestid": "c1ff810f-fe53-4443-aa06-e02f92ce60ee"

},

"level": "EVENT",

"header": {

"traceid": "8643095728368757541",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T08:47:55.673640"

},

"timestamp": "2023-10-12T08:47:55.679527Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.saml.want_response_signed'])",

"requestid": "c1ff810f-fe53-4443-aa06-e02f92ce60ee"

},

"level": "EVENT",

"header": {

"traceid": "8643095728368757541",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T08:47:55.572104"

},

"timestamp": "2023-10-12T08:47:55.572340Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.

authentication.saml.want_assertions_signed'])",

"requestid": "c1ff810f-fe53-4443-aa06-e02f92ce60ee"

},

"level": "EVENT",

"header": {

"traceid": "8643095728368757541",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T08:47:55.604201"

},

"timestamp": "2023-10-12T08:47:55.610688Z"

}

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['alation.
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Event Type Event Example log messages

A new key pair is

generated

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "138ca135-e282-4dc3-a1ec-143e291e339e",

"action": "saml_key_pair_generated",

"outcome": "success"

},

"level": "EVENT",

"header": {

"traceid": "8935543297980337359",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T08:45:09.342309"

},

"timestamp": "2023-10-12T08:45:09.342603Z"

}

A PEM file is

downloaded

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "362267d7-04f2-4069-8d1d-976f056dd5cb",

"action": "saml_public.pem_downloaded",

"outcome": "success"

},

"level": "EVENT",

"header": {

"traceid": "14862218209604147559",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T08:45:10.632983"

},

"timestamp": "2023-10-12T08:45:10.637585Z"

}

continues on next page
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Event Type Event Example log messages
Metadata XML

is uploaded

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "91350c98-ebe0-4b1a-8e71-442bf89417b8",

"action": "saml_idp_metadata_uploaded",

"outcome": "success"

},

"level": "EVENT",

"header": {

"traceid": "13500286793418757010",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T08:45:16.702077"

},

"timestamp": "2023-10-12T08:45:16.709649Z"

}

A user attempts

to log in with

SAML

Example message

{

"data": {

"msg": "",

"action_initiated_by": "Unknown",

"requestid": "c6583837-4a9c-40ac-bba8-2cf2d8eff02d",

"action": "login_attempt",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "saml",

"type": "login_authentication_mechanism"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "10693600330416764605",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T11:18:24.951635"

},

"timestamp": "2023-10-12T11:18:24.951891Z"

}

continues on next page
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Event Type Event Example log messages
A SAML user is

created

Example message

{

"data": {

"msg": "",

"action_initiated_by": "-999999999",

"requestid": "d09ef49e-d040-461d-81b0-62a07ff4ab43",

"action": "user_created",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 6,

"type": "User"

},

"additional_info": {

"auth_type": "saml"

},

"attributes": {

"added": {

"is_active": {

"value": false

},

"username": {

"value": "P[EMAIL REDACTED]"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "3606400622321803174",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T11:18:35.441379"

},

"timestamp": "2023-10-12T11:18:35.441696Z"

}

continues on next page
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Event Type Event Example log messages
A SAML user is

updated

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "-999999999",

"requestid": "d09ef49e-d040-461d-81b0-62a07ff4ab43",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 6,

"type": "User Profile"

},

"attributes": {

"updated": {

"license": {

"value": 4

},

"role": {

"value": 6

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "3606400622321803174",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T11:18:35.742623"

},

"timestamp": "2023-10-12T11:18:35.755098Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "-999999999",

"requestid": "d09ef49e-d040-461d-81b0-62a07ff4ab43",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 6,

"type": "User"

},

"additional_info": {

"auth_type": "saml"

},

"attributes": {

"updated": {

"is_active": {

"value": false
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Event Type Event Example log messages

Authentica-

tion events for

OAuth client

applications

An OAuth client

application is

created

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "f4e4bd34-c40e-48b2-80ee-9cbed555fd6f",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 2,

"type": "User Profile"

},

"attributes": {

"updated": {

"is_suspended": {

"old_value": false,

"value": false

}

}

}

},

{

"resource": {

"id": 2,

"type": "User"

},

"attributes": {

"updated": {

"is_active": {

"old_value": false,

"value": true

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "5568541056296547151",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T08:57:08.473277"

},

"timestamp": "2023-10-13T08:57:08.479134Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "f4e4bd34-c40e-48b2-80ee-9cbed555fd6f",

"action": "user_created",

"outcome": "success",

"event_datum": [

3898 Chapter 8. Troubleshooting



Alation User Guide

Table 1 – continued from previous page

Event Type Event Example log messages

continues on next page

8.1. Logs Overview 3899



Alation User Guide

Table 1 – continued from previous page

Event Type Event Example log messages
An OAuth client

application is up-

dated

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "30dcb44a-55bc-4e1b-8e3e-a5969d7bfe71",

"action": "oauth_v2_client_application_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "58adc720-cd46-4f5b-8781-91490c6b60b9",

"type": "oauth_v2_client_application"

},

"attributes": {

"updated": {

"role": {

"value": "CATALOG_ADMIN"

},

"updated_by_user_uuid": {

"value": "964e1d49-3bf0-4138-a71a-

7989a184f64e"

},

"special_user_uuid": {

"value": "3cecf774-1acc-4a6e-90b9-

c8912ef6cb32"

},

"is_client_credentials_enabled": {

"value": true

},

"name": {

"value": "oauth-application-test"

},

"access_token_expiry": {

"value": 3604

},

"client_type": {

"value": "CONFIDENTIAL"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "4019011997863411796",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T09:16:03.689310"

},

"timestamp": "2023-10-13T09:16:03.696483Z"

}

{

"data": {

"msg": "",
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Event Type Event Example log messages
An OAuth client

application is

deleted

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "7ffc34ae-18cf-4bc5-94f9-4f5e5ace8e01",

"action": "oauth_v2_client_application_deleted",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "58adc720-cd46-4f5b-8781-91490c6b60b9",

"type": "oauth_v2_client_application"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "11176605024600238666",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T09:32:44.642018"

},

"timestamp": "2023-10-13T09:32:44.647807Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "7ffc34ae-18cf-4bc5-94f9-4f5e5ace8e01",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 2,

"type": "User"

},

"attributes": {

"updated": {

"is_active": {

"value": false

},

"username": {

"value": "oauth-application-test-system-

user"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "11176605024600238666",
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Event Type Event Example log messages

An OAuth client

application’s

client secret is

regenerated

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "b009df21-c152-4a0e-8455-6b4250834bd3",

"action": "oauth_v2_client_application_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "58adc720-cd46-4f5b-8781-91490c6b60b9",

"type": "oauth_v2_client_application"

},

"attributes": {

"updated": {

"updated_by_user_uuid": {

"value": "964e1d49-3bf0-4138-a71a-

7989a184f64e"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "2322177602443315788",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T09:30:09.486811"

},

"timestamp": "2023-10-13T09:30:09.487066Z"

}

continues on next page

8.1. Logs Overview 3903



Alation User Guide

Table 1 – continued from previous page

Event Type Event Example log messages
OAuth tokens

are revoked

Example message

{

"data": {

"msg": "Tokens of a client: 58adc720-cd46-4f5b-8781-

91490c6b60b9 revoked",

"action_initiated_by": "1",

"requestid": "92e937fe-52ad-4aab-b9e3-0a115500e8d7",

"action": "tokens_revoked",

"outcome": "success"

},

"level": "EVENT",

"header": {

"traceid": "18386219518042327472",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T09:19:19.399451"

},

"timestamp": "2023-10-13T09:19:19.399704Z"

}

OAuth keys are

rotated

Example message

{

"data": {

"msg": "JWT signing keys rotated for a

tenant:251d849c-e6df-46eb-a261-3979950d22ae",

"action_initiated_by": "1",

"requestid": "d598625f-4e1e-409e-a511-5958d6a12a17",

"action": "jwt_signing_keys_rotated",

"outcome": "success"

},

"level": "EVENT",

"header": {

"traceid": "2051235247823110039",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T09:30:52.608044"

},

"timestamp": "2023-10-13T09:30:52.608321Z"

}

continues on next page
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Event Type Event Example log messages

Data source

events

A data source is

made public or

private

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "9af1fe2a-43ee-4363-b7df-fd253590b2e8",

"action": "object_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": "2",

"type": "Data Source"

},

"attributes": {

"updated": {

"private": {

"value": [

"true"

]

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "5887267662627565482",

"loglevel": "EVENT",

"tenantid": "fda9cef6-0117-4bc8-83f0-d43a4e85ea19",

"instanceurl": "https://alation-instance.com",

"timestamp": "2024-01-11T10:17:03.124989"

},

"timestamp": "2024-01-11T10:17:03.125255Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
Add a user to

a private data

source

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "b99b9feb-13d4-4b9d-9cf7-caeda9b763cd",

"action": "member_added",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 2,

"type": "Data Source"

},

"attributes": {

"added": {

"user_id": {

"value": 7

},

"user_access_level": {

"value": "viewer"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "5608334317242302391",

"loglevel": "EVENT",

"tenantid": "fda9cef6-0117-4bc8-83f0-d43a4e85ea19",

"instanceurl": "https://alation-instance.com",

"timestamp": "2024-01-11T10:23:23.863292"

},

"timestamp": "2024-01-11T10:23:23.863556Z"

}

continues on next page
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Event Type Event Example log messages
Remove a user

from a private

data source

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "d2425e85-620a-4f63-a236-c92e0c38c2d4",

"action": "member_removed",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 2,

"type": "Data Source"

},

"attributes": {

"deleted": {

"user_id": {

"value": 7

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "17911387855262817561",

"loglevel": "EVENT",

"tenantid": "fda9cef6-0117-4bc8-83f0-d43a4e85ea19",

"instanceurl": "https://alation-instance.com",

"timestamp": "2024-01-11T10:26:02.569917"

},

"timestamp": "2024-01-11T10:26:02.570189Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages

Table privacy

events

A table is made

private

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "2",

"requestid": "242b71a5-ec13-4a2d-b864-5eda775f7151",

"action": "object_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 7583311,

"type": "Table"

},

"attributes": {

"updated": {

"restriction_level_type": {

"old_value": "EXPLICIT",

"value": "EXPLICIT"

},

"restriction_privacy_type": {

"old_value": "PUBLIC",

"value": "PRIVATE"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "6594866677716156119",

"loglevel": "EVENT",

"tenantid": "1c6ea2c8-0317-4c0b-938d-d706b32f5335",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-16T09:31:37.190843"

},

"timestamp": "2023-10-16T09:31:37.190999Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "2",

"requestid": "242b71a5-ec13-4a2d-b864-5eda775f7151",

"action": "permissions_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 7583311,

"type": "Table"

},

"attributes": {

"updated": {

"action": {

"value": "VIEW"

},
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Event Type Event Example log messages
Explicit per-

missions are

enabled on a

table

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "2",

"requestid": "c959e158-cc6d-49f7-9fe2-2706de0ec8e4",

"action": "object_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 7583311,

"type": "Table"

},

"attributes": {

"updated": {

"restriction_level_type": {

"old_value": "INHERIT",

"value": "EXPLICIT"

},

"restriction_privacy_type": {

"old_value": "PUBLIC",

"value": "PUBLIC"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "174973640321785552",

"loglevel": "EVENT",

"tenantid": "1c6ea2c8-0317-4c0b-938d-d706b32f5335",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-16T09:28:41.897165"

},

"timestamp": "2023-10-16T09:28:41.897292Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "2",

"requestid": "c959e158-cc6d-49f7-9fe2-2706de0ec8e4",

"action": "permissions_added",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 7583311,

"type": "Table"

},

"attributes": {

"added": {

"action": {

"value": "VIEW"

},
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Event Type Event Example log messages
A user is added

to a private table

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "2",

"requestid": "6ec3834d-523b-490a-83a5-09a10e183dab",

"action": "member_added",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 7583311,

"type": "Table"

},

"attributes": {

"added": {

"user": {

"value": [

16

]

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "876470271294430719",

"loglevel": "EVENT",

"tenantid": "1c6ea2c8-0317-4c0b-938d-d706b32f5335",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-16T09:33:34.715978"

},

"timestamp": "2023-10-16T09:33:34.716108Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "2",

"requestid": "6ec3834d-523b-490a-83a5-09a10e183dab",

"action": "permissions_added",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 7583311,

"type": "Table"

},

"attributes": {

"added": {

"action": {

"value": "VIEW"

},

"principals": {

"value": [

"user:16"
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Event Type Event Example log messages

License events A license file is

uploaded

Example messages

{

"data": {

"requester": "964e1d49-3bf0-4138-a71a-7989a184f64e",

"msg": "Conf updates for $dict_keys(['alation.

install.license.path'])",

"requestid": "382acab3-3b0c-4a36-bbe1-8168c1452c6d"

},

"level": "EVENT",

"header": {

"traceid": "6741770202165515532",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T08:51:47.374009"

},

"timestamp": "2023-10-13T08:51:47.374323Z"

}

{

"data": {

"requester": "964e1d49-3bf0-4138-a71a-7989a184f64e",

"msg": "Conf updates for $dict_keys(['alation.

install.site_id'])",

"requestid": "382acab3-3b0c-4a36-bbe1-8168c1452c6d"

},

"level": "EVENT",

"header": {

"traceid": "6741770202165515532",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T08:51:47.435379"

},

"timestamp": "2023-10-13T08:51:47.442355Z"

}

{

"data": {

"requester": "964e1d49-3bf0-4138-a71a-7989a184f64e",

"msg": "Conf updates for $dict_keys(['customer.agent.

auth_token'])",

"requestid": "382acab3-3b0c-4a36-bbe1-8168c1452c6d"

},

"level": "EVENT",

"header": {

"traceid": "6741770202165515532",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T08:51:47.460096"

},

"timestamp": "2023-10-13T08:51:47.465514Z"

}

continues on next page
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Event Type Event Example log messages

Reply via email

setting events

Basic authenti-

cation settings

changed for

Reply via Email

feature

Example messages

{

"data": {

"requester": "e817cb79-02ad-4edf-ba1d-d88cdcd953c7",

"msg": "Conf updates for $dict_keys(['alation.email.

reply_to_email_auth_mode'])",

"requestid": "dfde6154-d9e7-4a6c-9fc8-1936771acfa9"

},

"level": "EVENT",

"header": {

"traceid": "11952163920937687963",

"loglevel": "EVENT",

"tenantid": "1c6ea2c8-0317-4c0b-938d-d706b32f5335",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T07:15:20.427590"

},

"timestamp": "2023-10-13T07:15:20.427805Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "2",

"requestid": "dfde6154-d9e7-4a6c-9fc8-1936771acfa9",

"action": "mailbox_created",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 1,

"type": "MailboxSettings"

},

"additional_info": {

"mailbox_name": "reply"

},

"attributes": {

"added": {

"server": {

"value": "imap.gmail.com"

},

"password": {

"value": "*********"

},

"port": {

"value": 993

},

"use_ssl": {

"value": true

},

"username": {

"value": "*********"

}

}

}

}

]

},

"level": "EVENT",
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Event Type Event Example log messages
OAuth au-

thentication

(Microsoft

modern authenti-

cation) settings

changed for

Reply via Email

feature

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "2",

"requestid": "2a0cc9f1-ff1f-4de3-b91f-b118100f40b3",

"action": "mailbox_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 1,

"type": "OAuth2MailboxSettings"

},

"additional_info": {

"mailbox_name": "reply"

},

"attributes": {

"updated": {

"tenant_id": {

"value": "f8e32097-5c65-485f-9eb7-

f40149462461"

},

"address": {

"value": "[EMAIL REDACTED]"

},

"client_secret": {

"value": "*********"

},

"type": {

"value": "microsoft-oauth2"

},

"client_id": {

"value": "1a149025-5f0c-4727-b059-

963f814f0af9"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "11375198845599647726",

"loglevel": "EVENT",

"tenantid": "1c6ea2c8-0317-4c0b-938d-d706b32f5335",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T07:04:18.123216"

},

"timestamp": "2023-10-13T07:04:18.124602Z"

}

{

"data": {

"requester": "e817cb79-02ad-4edf-ba1d-d88cdcd953c7",

"msg": "Conf updates for $dict_keys(['alation.email.

reply_to_email_auth_mode'])",

"requestid": "2a0cc9f1-ff1f-4de3-b91f-b118100f40b3"
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Event Type Event Example log messages

User events A new user reg-

isters

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "2",

"requestid": "0677feda-50eb-4a8e-89ce-c0222f5fcea1",

"action": "user_created",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 2,

"type": "User"

},

"additional_info": {

"auth_type": "builtin"

},

"attributes": {

"added": {

"is_admin": {

"value": false

},

"password": {

"value": "******"

},

"email": {

"value": "[EMAIL REDACTED]"

},

"username": {

"value": "[EMAIL REDACTED]"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "9407706094485254793",

"loglevel": "EVENT",

"tenantid": "a15f4ed9-1aa5-4854-b9a6-727d219127a2",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-11T09:27:48.799213"

},

"timestamp": "2023-10-11T09:27:48.803488Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "-999999999",

"requestid": "db98f33e-9a91-4430-9e35-9773ae0100a2",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 3,

8.1. Logs Overview 3917



Alation User Guide

Table 1 – continued from previous page

Event Type Event Example log messages

A pending new

user attempts to

log in

Example message

{

"data": {

"msg": "Incorrect credentials.",

"action_initiated_by": "[EMAIL REDACTED]",

"requestid": "b1193909-e793-430d-a813-a5b8f64d349e",

"action": "login_attempt",

"outcome": "failure",

"event_datum": [

{

"resource": {

"id": "[EMAIL REDACTED]",

"type": "User"

},

"additional_info": {

"auth_type": "iam",

"cause": "failure"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "2878765699590220658",

"loglevel": "EVENT",

"tenantid": "a15f4ed9-1aa5-4854-b9a6-727d219127a2",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-11T09:59:35.278734"

},

"timestamp": "2023-10-11T09:59:35.279102Z"

}

continues on next page
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Event Type Event Example log messages
A pending new

user is activated

Example messages

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "8f03f6a0-9aef-45ff-a324-6926716451aa",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 3,

"type": "User"

},

"attributes": {

"updated": {

"is_active": {

"value": true

},

"username": {

"value": "[EMAIL REDACTED]"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "1230527837286322392",

"loglevel": "EVENT",

"tenantid": "a15f4ed9-1aa5-4854-b9a6-727d219127a2",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-11T10:04:19.077502"

},

"timestamp": "2023-10-11T10:04:19.077740Z"

}

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "8f03f6a0-9aef-45ff-a324-6926716451aa",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 3,

"type": "User Profile"

},

"attributes": {

"updated": {

"license": {

"old_value": 3,

"value": 0

},

"role": {
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Event Type Event Example log messages

Email confirma-

tion for a pend-

ing new user is

bypassed

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "8254f6cb-a3e1-4fc4-8056-8630ae839532",

"action": "user_email_confirmation_bypassed",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 3,

"type": "User"

},

"attributes": {

"updated": {

"is_email_confirmed": {

"old_value": false,

"value": true

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "12439941891485787286",

"loglevel": "EVENT",

"tenantid": "a15f4ed9-1aa5-4854-b9a6-727d219127a2",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-11T10:09:24.012387"

},

"timestamp": "2023-10-11T10:09:24.018495Z"

}

continues on next page
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Event Type Event Example log messages
An active user is

suspended

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "4e56af0f-5568-4f91-bc63-83bcac098706",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 2,

"type": "User Profile"

},

"attributes": {

"updated": {

"is_suspended": {

"old_value": false,

"value": true

}

}

}

},

{

"resource": {

"id": 2,

"type": "User"

},

"attributes": {

"updated": {

"is_active": {

"old_value": true,

"value": false

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "8599703654445705160",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T05:39:07.434703"

},

"timestamp": "2023-10-12T05:39:07.439761Z"

}

continues on next page
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Event Type Event Example log messages
A suspended

user is activated

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "e665a225-1b2c-494b-9b85-2b46be29ba5c",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 2,

"type": "User Profile"

},

"attributes": {

"updated": {

"is_suspended": {

"old_value": true,

"value": false

}

}

}

},

{

"resource": {

"id": 2,

"type": "User"

},

"attributes": {

"updated": {

"is_active": {

"old_value": false,

"value": true

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "12589866207479997532",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T05:43:27.177718"

},

"timestamp": "2023-10-12T05:43:27.185001Z"

}

continues on next page
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Event Type Event Example log messages
A suspended

user attempts to

log in

Example message

{

"data": {

"msg": "Incorrect credentials.",

"action_initiated_by": "[EMAIL REDACTED]",

"requestid": "c05975a0-aa57-443c-98f7-a1dbb2d42d8b",

"action": "login_attempt",

"outcome": "failure",

"event_datum": [

{

"resource": {

"id": "[EMAIL REDACTED]",

"type": "User"

},

"additional_info": {

"auth_type": "iam",

"cause": "failure"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "12742145379023205923",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T05:41:49.920093"

},

"timestamp": "2023-10-12T05:41:49.920485Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
An active user

logs in

Example message

{

"data": {

"msg": "",

"action_initiated_by": "3",

"requestid": "1ddb24a9-7af8-4b63-9521-ab3a74c898ee",

"action": "user_login",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 3,

"type": "User"

},

"additional_info": {

"auth_type": "iam",

"username": "[EMAIL REDACTED]"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "15403306291714374411",

"loglevel": "EVENT",

"tenantid": "a15f4ed9-1aa5-4854-b9a6-727d219127a2",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-11T10:14:36.994733"

},

"timestamp": "2023-10-11T10:14:36.994987Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
An active user

logs out

Example message

{

"data": {

"msg": "",

"action_initiated_by": "3",

"requestid": "981d80e7-b9fc-43a2-97ec-77ed3c74eb59",

"action": "user_logout",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 3,

"type": "User"

},

"additional_info": {

"auth_type": "builtin"

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "14534297855189533273",

"loglevel": "EVENT",

"tenantid": "a15f4ed9-1aa5-4854-b9a6-727d219127a2",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-11T10:12:32.565148"

},

"timestamp": "2023-10-11T10:12:32.565514Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
A user’s role is

changed

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "2c8a161c-f47f-45b6-8ee5-41e681925922",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 2,

"type": "User Profile"

},

"attributes": {

"updated": {

"license": {

"old_value": 0,

"value": 2

},

"role": {

"old_value": 0,

"value": 1

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "224886999813638724",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T06:00:53.773851"

},

"timestamp": "2023-10-12T06:00:53.774117Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
A user’s email

address is

changed

Example message

{

"data": {

"msg": "",

"action_initiated_by": "3",

"requestid": "ffe58a63-4b03-4712-af96-1324100d5069",

"action": "user_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 3,

"type": "User"

},

"attributes": {

"updated": {

"is_active": {

"value": true

},

"email": {

"value": "[EMAIL REDACTED]"

},

"username": {

"value": "[EMAIL REDACTED]"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "9486457816820188812",

"loglevel": "EVENT",

"tenantid": "a15f4ed9-1aa5-4854-b9a6-727d219127a2",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-11T13:02:29.574237"

},

"timestamp": "2023-10-11T13:02:29.574562Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages

User group

events

A new user

group is created

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "977245c8-5ae2-47d1-99e9-a7ad545ca671",

"action": "group_created",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 8,

"type": "Group"

},

"additional_info": {

"is_builtin": false

},

"attributes": {

"added": {

"name": {

"value": "gp1"

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "4735433933777978896",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T11:23:25.047496"

},

"timestamp": "2023-10-12T11:23:25.047761Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
A user group is

updated

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "f16b6ff0-48ae-4e13-9e61-5613c50c114a",

"action": "group_updated",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 8,

"type": "Group"

},

"additional_info": {

"is_builtin": false

},

"attributes": {

"updated": {

"name": {

"value": "gp2"

},

"target_role": {

"value": 4

}

}

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "8318969528400998178",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T11:44:25.708809"

},

"timestamp": "2023-10-12T11:44:25.723631Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
A user group is

deleted

Example message

{

"data": {

"msg": "",

"action_initiated_by": "1",

"requestid": "67b13fc6-b820-449f-aff2-11efe34f79ac",

"action": "group_deleted",

"outcome": "success",

"event_datum": [

{

"resource": {

"id": 8,

"type": "Group"

},

"additional_info": {

"is_builtin": false

}

}

]

},

"level": "EVENT",

"header": {

"traceid": "11715392827207108647",

"loglevel": "EVENT",

"tenantid": "251d849c-e6df-46eb-a261-3979950d22ae",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-13T08:30:12.265957"

},

"timestamp": "2023-10-13T08:30:12.273421Z"

}

Use of custom

groups to assign

user roles is en-

abled

Example message

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['user_group_

management.use_groups_to_manage_user_status'])",

"requestid": "e3f23df9-b6ed-4bce-bcde-3bc21df63adc"

},

"level": "EVENT",

"header": {

"traceid": "14240283422153213586",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T11:49:19.317277"

},

"timestamp": "2023-10-12T11:49:19.328394Z"

}

continues on next page
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Table 1 – continued from previous page

Event Type Event Example log messages
Use of custom

groups to sus-

pend users is en-

abled

Example message

{

"data": {

"requester": "e2aa96d6-1fda-4ddf-89df-957731b2a5ba",

"msg": "Conf updates for $dict_keys(['user_group_

management.use_groups_to_manage_user_status'])",

"requestid": "e3f23df9-b6ed-4bce-bcde-3bc21df63adc"

},

"level": "EVENT",

"header": {

"traceid": "14240283422153213586",

"loglevel": "EVENT",

"tenantid": "96e7f01f-288e-4c9f-bcc9-d11b07b4f29b",

"instanceurl": "https://alation-instance.com",

"timestamp": "2023-10-12T11:49:19.317277"

},

"timestamp": "2023-10-12T11:49:19.328394Z"

}

Prior to Alation 2023.3.2, the following events are logged:

• Making a data source public or private

• Granting, changing, or revoking a user’s or group’s access to a data source

• Making a table public or private

• Granting, changing, or revoking a user’s or group’s access to a table

8.1.5 Elasticsearch

Log files:

• elasticsearch_index_indexing_slowlog.log

• elasticsearch_index_search_slowlog.log

• elasticsearch.log

• elasticsearch_sh.log

Location of logs:

• /opt/alation/site/logs

Elasticsearch powers the search functionality of Alation. You can use these logs to catch queries and indexing requests

that take longer than a given amount of time. This is useful for discovering user-generated search queries that are

unacceptably slow.

Alation uses a script to start Elasticsearch with certain flags. If there is an error in that startup script, the error message will

be in elasticsearch_sh.log. If Elasticsearch won’t start at all, the errors will be in elasticsearch.log and supervisord.log.
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8.1.6 Installer and Updater

Log files:

• installer.log

Location of logs:

• /opt/alation/site/logs

Any errors during installation or updates to Alation will appear in this log file.

8.1.7 KVStore

Log files:

• kvstore.log

Location of logs:

• /opt/alation/site/logs

KVStore stores the text of ingested queries. Logs related to KVStore will be in kvstore.log.

8.1.8 Nginx

Log file:

• access.log

• error.log

Location of logs:

• /opt/alation/site/logs

Nginx routes incoming requests to uWSGI or to static files. The access.log file has an entry for every HTTP request. The

error.log file has an entry for every failed HTTP request. Time stamps are in Eastern Standard Time (EST) time zone.

Both the logs are a good place to look for UI issues. A high number of HTTP/5xx status codes implies server or

application instability.

You may want to check Nginx logs if you suspect that the request is somehow not getting to the web application itself.

Another reason to check Nginx logs is if you’ve recently changed your Nginx configuration.

8.1.9 Postgres

Log files:

• pgstartup.log

• postgresql-[DayOfWeek].log

There’s one postgresql log file for each day of the week. The file name uses the first three letters of the day of the week.

For example, postgresql-Fri.log is the log for Friday.

Location of logs:

You must be the root user to access Postgres logs.
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Note: Postgres log files are located on the Postgres data disk. You can access the Postgres disk from the Alation chroot

and the host system. (See Alation Architecture for more information.)

The location of pgstartup.log is:

• On host system: /data/pgsql/[PostgresVersion]/

• In Alation chroot: /var/lib/pgsql/[PostgresVersion]/

The postgresql-[DayOfWeek].log files are located in the pg_log subfolder:

• On host system: /data/pgsql/[PostgresVersion]/pg_log/

• In Alation chroot: /var/lib/pgsql/[PostgresVersion]/pg_log/

Your Postgres version depends on what version of Alation you have:

• Alation before V R6 release: 9.3

• Alation from V R6 to 2021.2.X: 9.6

• Alation from 2021.3.X and newer: 13

System Log File Alation Version Location

Alation chroot pgstartup.log Before V R6 /var/lib/pgsql/9.3/

V R6 to 2021.2.X /var/lib/pgsql/9.6/

2021.3.X and later /var/lib/pgsql/13/

postgresql-*.log Before V R6 /var/lib/pgsql/9.3/pg_log/

V R6 to 2021.2.X /var/lib/pgsql/9.6/pg_log/

2021.3.X and later /var/lib/pgsql/13/pg_log/

Host system pgstartup.log Before V R6 /data/pgsql/9.3/

V R6 to 2021.2.X /data/pgsql/9.6/

2021.3.X and later /data/pgsql/13/

postgresql-*.log Before V R6 /data/pgsql/9.3/pg_log/

V R6 to 2021.2.X /data/pgsql/9.6/pg_log/

2021.3.X and later /data/pgsql/13/pg_log/

The log file pgstartup.log includes errors during Postgres start. postgresql-*.log has information on operational errors.

You may want to look here if you see errors that mention Postgres in the Django or Celery logs.

8.1.10 Public API

Log files:

• public_api.log

Location of logs:

• /opt/alation/site/logs

From version 2020.3, Alation logs errors during the use of Alation’s public API in this file.
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8.1.11 Redis

Log files:

• redis.log

Location of logs:

• /opt/alation/site/logs

If Redis fails to start or crashes, the information will be in this log.

8.1.12 Supervisor

Log files:

• supervisord.log

Location of logs:

• /opt/alation/site/logs

Supervisor manages starting and stopping many of the other components of Alation. This log has errors that occur while

starting or stopping those processes. For example, if a component won’t start after using alation_supervisor start

[component], you can look in this log for details. The Supervisor logs are also a great place to look for information

about why a process crashed.

See Supervisor for details on which components Supervisor controls.

8.1.13 Taskserver

Log files:

• taskserver_check_error.log

• taskserver_check.log

• taskserver_err.log

• taskserver.log

• taskserver_out.log

Location of logs:

• /opt/alation/site/logs

Taskserver handles the extraction of metadata from external systems. This log will be useful if metadata extraction,

profiling, or query log ingestion fail or have errors.

8.1.14 uWSGI

Log files:

• uwsgi.log

Location of logs:

• /opt/alation/site/logs
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uWSGI is the core of front end processing. These log files are a great place to look for any UI issues caused by the

Alation server. Each request from a user’s browser will get logged here. Specific details of what actually happened in a

request will be in the Django logs. Time stamps are in Universal Common Time (UTC).

8.2 Stopping and Starting Alation

Customer Managed Applies to customer-managed instances of Alation

You are not expected to regularly stop and start the Alation services. If there is an issue, an Alation Support engineer

will guide you through the restart process.

Alation runs in a root jail environment, and access to services in the Alation environment is through the Alation shell.

You need to have an account with the sudo access to the Alation server to run the commands given below.

8.2.1 Stop Alation

To stop all Alation services:

sudo /etc/init.d/alation stop

8.2.2 Start Alation

To start all Alation services:

sudo /etc/init.d/alation start

8.2.3 Accessing individual services and checking the Alation status

To access information on individual services running in the Alation environment, enter the Alation shell:

sudo /etc/init.d/alation shell

In the Alation shell you can check status, start, and stop individual services as follows using one of the actions start,

stop, or status:

Postgres

2021.3.x and newer

sudo /etc/init.d/postgresql-13 status | start | stop
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V R6 (5.10.x) - 2021.2.x

sudo /etc/init.d/postgresql-9.6 status | start | stop

Releases Before V R6 (5.10.x)

sudo /etc/init.d/postgresql-9.3 status | start | stop

Other Services

sudo /etc/init.d/nginx status | start | stop

sudo /etc/init.d/sensu-client status | start | stop

sudo /etc/init.d/redis-server status | start | stop

sudo /etc/init.d/download-client status | start | stop

alation_supervisor status all

8.2.4 System Reboot

In Linux distributions that use sysvinit, Alation services are registered with chkconfig and will be shut down and

restarted on reboot. In particular, Debian 9 and 10 may optionally use sysvinit, although they install with systemd by

default. Other Linux distributions that Alation supports don’t use sysvinit and use systemd instead. On such distributions,

you may need to restart Alation services manually after a system reboot.

8.3 2023.3.x Upgrade Fails Due to Postgres Not Starting

Customer Managed Applies to customer-managed instances of Alation

8.3.1 Problem

The upgrade to 2023.3.1 or a later minor version of 2023.3 fails due to Postgres failing to start and an error in the

Postgres logs that is similar to the following:

runuser: warning: cannot change directory to /home/postgres: No such file or

directory

postmaster: could not access directory "/var/lib/pgsql/13/data": Permission

denied

Location of Postgres logs: Postgres Logs.

The issue affects both standalone and high availability types of Alation instances where the installation followed a

custom path and the Postgres component had been installed in a Docker container or where the /etc/passwd file had

been modified.
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8.3.2 Root Cause

This is a bug. Starting with 2023.3.1, the UID of the postgres user was changed, which causes misalignment with the

postgresql user/group on existing instances that are being upgraded.

A fix will be provided in a future Alation version.

8.3.3 Solution

If the upgrade fails on your instance due to this issue, perform the following steps on the Alation server after the

upgrade fails.

Important: In case of the high availability pair, perform these steps on both primary and secondary

servers.

1. On the Alation server, from the Alation shell, run the following command:

chown -R postgres:postgres /data1/psql /data2/backup/pgbackrest/

2. Restart Alation.

service alation restart

3. Re-attempt the upgrade.

8.4 Reset ETL Checkpoint for the RDBMS Tables

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2024.1

8.4.1 Problem

Titles and descriptions for RDBMS objects aren’t updated in Alation Analytics after the ETL process when changes

have been made via data dictionary uploads.

8.4.2 Root Cause

The update timestamps (ts_updated) in the tables in the Alation internal database (Rosemeta) are not refreshed after

changes to titles and descriptions have been made via data dictionary uploads, which causes no updates in Alation

Analytics after the ETL process.

In the normal case, when users curate titles and descriptions for RDBMS objects through uploading data dictionaries in

the Alation user interface, the system expects the titles and descriptions to be updated along with the update timestamps

in the tables of the Alation internal database. The Alation Analytics ETL process then picks up these updated timestamps

to refresh the data in the relevant tables in the Alation Analytics database.
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8.4.3 Resolution

The issue was resolved in version 2024.1. Going forward, titles and descriptions updated via data dictionary uploads

will be accurately reflected in Alation Analytics.

To update titles and descriptions for RDBMS objects that were previously omitted from Alation Analytics due to this

issue, apply the Python script given below. The script doesn’t require downtime and can be run at any convenient time

after updating Alation to 2024.1. The script resets the ETL checkpoint for the RDBMS model in Alation Analytics,

configuring the next Alation Analytics ETL to refresh all data in the Alation Analytics RDBMS tables from the earliest

record in the internal database. The following tables are impacted:

• rdbms_datasources

• rdbms_schemas

• rdbms_tables

• rdbms_columns

8.4.4 Script

#! /usr/bin/env python

import bootstrap_django_models

from django.db import connections

from django.apps import apps

def get_first_users_date_joined():

result = None

with connections["default"].cursor() as cursor:

SQL = """

select date_joined from auth_user order by date_joined asc limit 1;

"""

cursor.execute(SQL)

result = cursor.fetchone()

return result[0]

def reset_checkpoint_for_model(model_name):

table = apps.get_model("alation_analytics_v2", model_name)

checkpoint = apps.get_model("alation_analytics_v2", "ETLCheckpoint")

load_table = table._meta.db_table

record = checkpoint.objects.filter(load_table_name=load_table)

if record:

record = record.latest("timestamp")

first_user_joined_date = get_first_users_date_joined()

if first_user_joined_date is not None:

record.reset_checkpoint_to = str(first_user_joined_date)

record.is_incremental_reset = True

record.save()

if __name__ == "__main__":

print("Started resetting ETL checkpoint for RDBMS models.")

(continues on next page)
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(continued from previous page)

model_names = ["DimDatasources", "DimSchemas", "DimTables", "DimColumns"]

for model_name in model_names:

print("Processing model:", model_name)

reset_checkpoint_for_model(model_name)

print("Completed resetting ETL checkpoint for RDBMS models.")

8.4.5 Steps

To reset the ETL checkpoint for the RDBMS model:

1. Copy and save the script to a temporary location on your Alation instance.

2. Use SSH to connect to your Alation instance.

3. Copy the script from the temporary directory to its designated directory on the Alation server. In the following

command, we’re using a /tmp directory as an example.

sudo cp /tmp/reset_checkpoint_for_rdbms_models.py /opt/alation/alation/opt/

alation/django/alation_analytics_v2/one_off_scripts/

4. Enter the Alation shell.

sudo /etc/init.d/alation shell

5. Change to the scripts directory.

cd /opt/alation/django/alation_analytics_v2/one_off_scripts/

6. Update ownership of the script.

sudo chown alation:alation reset_checkpoint_for_rdbms_models.py

7. Update the execution permissions of the script.

sudo chmod a+x reset_checkpoint_for_rdbms_models.py

8. Switch to the alation user.

sudo su alation

9. Ensure you are in the script directory /opt/alation/django/alation_analytics_v2/one_off_scripts/.

10. Execute the script.

python reset_checkpoint_for_rdbms_models.py

11. The script completion will be indicated by a success message Completed resetting ETL checkpoint for RDBMS

models. The next Alation Analytics ETL will start reloading the RDBMS tables in Alation Analytics from the

earliest record. Depending on your table size, the reload process may span more than one ETL cycle. Going

forward, the changes to titles and descriptions that are updated via data dictionary uploads will be updated in

Alation Analytics accordingly.

12. Exit from the alation user and the Alation shell by using exit twice.
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8.5 Fix Job Schedules after 2022.3 Upgrade

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

In the 2022.3 release, we unified our use of time zones on the Alation server. We made UTC the default server time

zone and adjusted various schedules so they would continue to run at the same time. Unfortunately, we failed to adjust

the schedule for some jobs, causing them to run eight hours earlier than they should. This affected the schedule for:

• Metadata extraction (MDE)

• Query log ingestion (QLI)

• Profiling

8.5.1 Determine If You Were Affected

To determine if you were affected by this issue, check the schedule for MDE, QLI, and profiling on your data sources. If

they appear to be scheduled eight hours sooner than you would expect, you may be affected.

8.5.2 How To Fix the Problem

If you’re an Alation Cloud Service customer and you know you were affected by this issue contact Support to request

the fix.

If you’re using an on-premises instance of Alation and you were affected, you can fix the issue in several ways:

• Alation 2023.1.4 contains a built-in script that can be run to fix the issue.

• For earlier versions of Alation, contact Alation Support to get a copy of the script, as it isn’t available in the

installation directory yet.

• Update the schedules manually. This can be a good solution if you only have a few schedules to change.

8.5.3 Run the Script

If you’ve already fixed your schedules manually, there is no need to run the script. The script will shift the affected

schedules eight hours later, back to their original time. You can run the script at any time after upgrading to 2022.3 or

later.

To run the job schedule fix in 2023.1.4 for on-premises instances of Alation:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

3. Make a backup of the Alation database. See Create Backups Manually for help making a backup.

4. Change into the Django directory:

cd /opt/alation/django

5. Enter the Django shell:
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python manage.py shell

6. Run the following statement:

from rosemeta.one_off_scripts.update_job_timezones_utc import *; main()

When the script has run successfully, the number of schedules that were updated will be printed to the console

like this:

Updating 3 schedules.

If no schedules needed to be updated because they were already correct, the script will say zero schedules were

updated.

Updating 0 schedules.

If the script produces errors, contact Alation Support.

7. When you are done, exit the Django shell:

exit

8. Exit the Alation shell:

exit

8.6 Duplicate User Found

Customer Managed Applies to customer-managed instances of Alation

Applies from version 2022.3

8.6.1 Problem

Some users report that when they try to log in to Alation, they receive the error Duplicate user found. Contact your

Administrator to resolve this problem.

This error can occur with any type of user authentication: LDAP, SAML, OpenID Connect, or basic.

8.6.2 Solution

From version 2022.3, Alation no longer supports case sensitive usernames. All usernames are treated as case insensitive.

For example, usernames like Alvin.Lucas and alvin.lucas are considered identical.

Note: In releases prior to 2022.3, case sensitive usernames were supported, and usernames differing in the

use of lowercase and uppercase letters only were considered different usernames.

Starting with 2022.3, username duplicates will prevent users from logging in. The duplicate user found error points to

the presence of mixed case duplicate usernames on your Alation instance.

Alation provides a special script to help de-duplicate usernames. Refer to De-duplicate Mixed Case Usernames for

information about this script and for steps to run it on your instance.
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8.7 MDE from Snowflake Data Source Fails with “Error Message:

‘name’”

Customer Managed Applies to customer-managed instances of Alation

8.7.1 Problem

Metadata extraction from a Snowflake data source cataloged using the native (built-in) connector for Snowflake fails.

The extraction job history table on the Metadata Extraction tab of the data source settings shows the error Error

Message: ‘name’ in the Detail column. The /opt/alation/site/logs/taskserver.log file contains an error

message similar to the following:

"exception": {

"stacktrace": "net.snowflake.client.jdbc.SnowflakeSQLException:

SQL compilation error:\nObject does not exist,

or operation cannot be performed <...>

"exception_class": "net.snowflake.client.jdbc.SnowflakeSQLException",

"exception_message": "SQL compilation error:\nObject does not exist,

or operation cannot be performed."}

8.7.2 Root Cause

There were changes to some of the Account Usage views in the Snowflake database, including:

• MASKING_POLICIES

• ROW_ACCESS_POLICIES

• TAGS

It is likely that these changes were released by Snowflake after you created data policy and tag extraction views for

Alation. These changes prevent the new objects to be extracted and require refreshing the views that enable data policy

and tag extraction:

• METADATA_DB.METADATA_SCHEMA.MASKING_POLICIES

• METADATA_DB.METADATA_SCHEMA.ROW_ACCESS_POLICIES

• METADATA_DB.METADATA_SCHEMA.TAGS

• METADATA_DB.METADATA_SCHEMA.TAG_REFERENCES.

For more details, see Account Usage: New and Changed Columns in Certain Views in Snowflake knowledge base.

8.7.3 Solution

Recreate the views that were set up on Snowflake for data policy and tag extraction.

To recreate the views:

1. On your Snowflake database, use the queries given below to recreate the views.

• METADATA_DB.METADATA_SCHEMA.MASKING_POLICIES
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CREATE OR REPLACE VIEW METADATA_DB.METADATA_SCHEMA.MASKING_POLICIES AS

SELECT *

FROM SNOWFLAKE.ACCOUNT_USAGE.MASKING_POLICIES;

• METADATA_DB.METADATA_SCHEMA.ROW_ACCESS_POLICIES

CREATE OR REPLACE VIEW METADATA_DB.METADATA_SCHEMA.ROW_ACCESS_POLICIES AS

SELECT *

FROM SNOWFLAKE.ACCOUNT_USAGE.ROW_ACCESS_POLICIES;

• METADATA_DB.METADATA_SCHEMA.TAGS

CREATE OR REPLACE VIEW METADATA_DB.METADATA_SCHEMA.TAGS AS

SELECT *

FROM SNOWFLAKE.ACCOUNT_USAGE.TAGS

WHERE TAG_ID IS NOT NULL;

• METADATA_DB.METADATA_SCHEMA.TAG_REFERENCES

CREATE OR REPLACE VIEW METADATA_DB.METADATA_SCHEMA.TAG_REFERENCES AS

SELECT *

FROM SNOWFLAKE.ACCOUNT_USAGE.TAG_REFERENCES

WHERE TAG_ID IS NOT NULL;

2. Grant the Alation service role access to the recreated views. Replace <alation_role> in the SQL below with

your actual Alation service account role name.

GRANT SELECT ON METADATA_DB.METADATA_SCHEMA.TAGS TO <alation_role>;

GRANT SELECT ON METADATA_DB.METADATA_SCHEMA.MASKING_POLICIES TO <alation_

role>;

GRANT SELECT ON METADATA_DB.METADATA_SCHEMA.ROW_ACCESS_POLICIES TO <alation_

role>;

GRANT SELECT ON METADATA_DB.METADATA_SCHEMA.TAG_REFERENCES TO <alation_role>

;

3. Rerun metadata extraction for your Snowflake data source in Alation. Now, tags and data policy objects should be

extracted and displayed in the Alation catalog.

8.8 Data Policies are Not Extracted into Policy Center

Customer Managed Applies to customer-managed instances of Alation
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8.8.1 Problem

After the metadata extraction from a Snowflake data source in Alation, the extraction job history shows the status

Success in the Alation user interface, but the new data policy objects are not extracted and do not appear in Policy

Center. Previously, the data policy objects were extracted successfully.

The taskserver.log file contains an error message similar to the following:

"exception_class":"net.snowflake.client.jdbc.SnowflakeSQLException",

"exception_message":"SQL compilation error:\nObject does not exist,

or operation cannot be performed."

8.8.2 Root Cause

There were changes to the INFORMATION_SCHEMA.POLICY_REFERENCES table function in the Snowflake

schema. It is likely that these changes were released by Snowflake after you set up data policy extraction views. These

changes prevent the new data policy objects to be extracted and require that the view METADATA_DB.METADATA_-

SCHEMA.POLICY_REFERENCES should be recreated. For more details, see POLICY_REFERENCES Function:

New Columns in Snowflake knowledge base.

8.8.3 Solution

Recreate the view METADATA_DB.METADATA_SCHEMA.POLICY_REFERENCES set up on Snowflake for

data policy extraction:

1. On your Snowflake database, recreate the view using the following query:

CREATE OR REPLACE VIEW METADATA_DB.METADATA_SCHEMA.POLICY_REFERENCES

AS SELECT POLICY_DB,

POLICY_SCHEMA,

POLICY_ID,

POLICY_NAME,

POLICY_KIND,

REF_DATABASE_NAME,

REF_SCHEMA_NAME,

REF_ENTITY_NAME,

REF_ENTITY_DOMAIN,

REF_COLUMN_NAME,

REF_ARG_COLUMN_NAMES

FROM SNOWFLAKE.ACCOUNT_USAGE.POLICY_REFERENCES;

2. Grant the Alation service role access to the recreated policy view. Replace <alation_role> in the SQL below

with your actual Alation service account role name.

GRANT SELECT ON METADATA_DB.METADATA_SCHEMA.POLICY_REFERENCES

TO <alation_role>;

3. Rerun metadata extraction for your Snowflake data source in Alation. Now, data policy objects should be extracted

and displayed in Policy Center.

Note: Refer to Snowflake for details about setting up Snowflake data sources in Alation.
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8.9 Troubleshooting Alation Analytics V2 Upgrade to 2021.4

Customer Managed Applies to customer-managed instances of Alation

Applies to version 2021.4

Warning: These steps require the root user. When you switch to the root user, always exercise caution. You can

lose data or damage the system by moving or deleting critical files. Only perform the task as described in the steps

and log out of the root user after completing it.

8.9.1 Issue: Alation Analytics V2 Postgres Upgrade Fails

If during the update of the Alation Analytics V2 application to its 2021.4-compatible version, the upgrade of the Alation

Analytics V2 database to version 13.1 fails and the installer exits with the following error in the console:

[X Failed] Postgres database is now being upgraded. Failure Reason => exit status 1:

check the Alation Analytics V2 installer log file installer.log at /var/log/alation-analytics (path inside the Alation shell).

A more specific error message will be in this log file.

Error: “initdb: could not access directory “/var/lib/postgresql/data”

If you find the following error in the installer.log:

Error: “initdb: could not access directory “/var/lib/postgresql/data”: Permission denied”

perform the steps given below.

1. On the Alation Analytics V2 host, change user to root:

sudo -i

2. Go to the Postres directory under the Alation Analytics V2 installation directory. By default, it is /opt/alation-

analytics/postgres. Your installation directory may have a different location and name.

cd /opt/alation-analytics/postgres

3. Change permissions on the sub-directory /data in the /postgres directory in the following way:

chown -R 70:70 data/

4. Exit the root user:

exit

5. Run the Alation Analytics installer of version 2021.4 with the update option one more time.
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Error: New cluster database “alation_analytics_v2” is not empty

If you find the following error in the installer.log:

Error: New cluster database “alation_analytics_v2” is not empty: found relation “public.django_migrations”

perform the steps given below.

1. On the host of the Alation Analytics V2 application, change user to root:

sudo -i

2. Go to the Postres directory under the Alation Analytics V2 installation directory. By default, it is /opt/alation-

analytics/postgres. Your installation directory may have a different location and name.

cd /opt/alation-analytics/postgres

3. Remove the sub-directory /13:

rm -rf 13/

4. Exit the root user:

exit

5. Run the Alation Analytics installer of version 2021.4 with the update option one more time.

If solutions do not work

Also see Also see Alation Analytics V2 Upgrade Console Errors below.

If the provided solutions do not work and the installer continues to exit with the same or a different failure message,

this means that the upgrade of the Alation AnalyticsV2 application on your instance has not been completed. The ETL

process will not work and the Alation Analytics V2 database data will not be updated while the system is in this state.

Also see Alation Analytics V2 Upgrade Console Errors below.

Contact Alation Support to guide you through the troubleshooting process.

If you need the Alation Analytics V2 database to be operational, you can roll the database back to version 9.6 using

the steps in Roll Back Postgres to 9.6 below. Note that these steps only bring up the Postgres 9.6 Docker container if

Postgres upgrade has not been started. They do not resolve the issue with the upgrade.

Roll Back Postgres to 9.6

Use the steps in this section to bring the Alation Analytics V2 Postgres Docker container up after the Alation Analytics

V2 database upgrade failed during the update to version 2021.4.

If Postgres upgrade fails at the database upgrade step, it is likely that the installer did not move any further. The Docker

image for Postgres still uses version 9.6. There is no need to reload the image and it can be brought up using Docker

Compose.

1. Go to the the Alation Analytics V2 installation directory. By default, it is /opt/alation-analytics. Your installation

directory may have a different location and name.

cd /opt/alation-analytics
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2. This directory should contain the docker-compose.yaml file. View the contents of this file. Locate an entry named

Volumes. The volume mount should be as shown below:

Volumes:

/opt/alation-analytics/postgres/data:/var/lib/postgresql/data

If this is the volume mapping you see, proceed with the next steps. If you see a different mount, for example:

/opt/alation-analytics/postgres/13/data:/var/lib/postgresql/13/data

then do not proceed and contact Alation Support. If you see the volume mount of version 13, this means that there

was an issue with the database upgrade and it is incomplete. You will not be able to safely start the container with the

previous database version.

3. Run the command below to bring up the Postgres container:

sudo /usr/local/bin/docker-compose -f /opt/alation-analytics/docker-compose.

yaml up -d

4. Check if the Postgres container is up:

docker ps -a | grep postgres

5. Validate the Postgres version by running:

docker exec -it postgres sh

The version should be 9.6.

8.9.2 Alation Analytics V2 Upgrade Console Errors

exit status 1: initdb: warning: enabling “trust” authentication for local connections

If the Alation Analytics V2 installer exits during the upgrade with the following error in the console:

exit status 1: initdb: warning: enabling “trust” authentication for local connectionsnYou can change this by editing

pg_hba.conf or using the option -A, orn–auth-local and –auth-host, the next time you run initdb.”

perform the steps given below.

1. Go to the the Alation Analytics V2 installation directory. By default, it is /opt/alation-analytics. Your installation

directory may have a different location and name.

cd /opt/alation-analytics

2. This directory should contain the docker-compose.yaml file. View the contents of this file. Locate an entry named

Volumes. The volume mount should be as shown below:

Volumes:

/opt/alation-analytics/postgres/data:/var/lib/postgresql/data

If this is the volume mapping you see, proceed with the next steps. If you see a different mount, for example:

/opt/alation-analytics/postgres/13/data:/var/lib/postgresql/13/data
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Then do not proceed and contact Alation Support. If you see the volume mount of version 13, this means that there was

an issue with the database upgrade and it is incomplete. You will not be able to safely start the container of the previous

database version.

3. Change to root user:

sudo -i

4. Go to the Postres directory under the Alation Analytics V2 installation directory.

cd /opt/alation-analytics/postgres

5. If the subdirectory /13 exists in /postgres, remove it:

rm -rf 13/

6. Check permissions of user:group of the /data subdirectory:

ls -ld data/

You should see the following output:

drwx------ 19 70 70 4096 Xxx xx xx:xx data/

7. If the permissions are different from the expected, run the command given below:

chown -R 70:70 data/

8. Exit from the root user:

exit

9. Restart the Postgres image:

sudo /usr/local/bin/docker-compose -f /opt/alation-analytics/docker-compose.

yaml up -d

10. Proceed with the upgrade by running the Alation Analytics V2 installer of the 2021.4 version with the update

option one more time.

Postmaster Error

If the Alation Analytics V2 installer exist during the upgrade with the following error in the console:

There seems to be a postmaster servicing the old cluster. Please shutdown that postmaster and try again. Failure, exiting

this means that the Alation Analytics V2 Postgres cannot be auto-upgraded. Contact Alation Support to guide you

through the manual upgrade process for Postgres.
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8.10 Elasticsearch Is Not Starting After Update to 2021.4.4

Customer Managed Applies to customer-managed instances of Alation

If after the update to 2021.4.4 you observe issues with Alation Search, perform the checks described below.

In case of the HA configuration, perform the checks on the primary server.

8.10.1 Check Status of the Elasticsearch Component

From the Alation shell, check the status of the Elasticsearch component:

alation_supervisor status java:*

You may see that Elasticsearch is stuck in the STARTING state, for example:

(env) PROD [alationadmin@ip-10-41-2-83 /]$ alation_supervisor status java:*

java:connector RUNNING pid 13526, uptime 1 day, 23:59:59

java:elasticsearch-7.14 STARTING

java:taskserver RUNNING pid 13527, uptime 1 day, 23:59:59

8.10.2 Check Elasticsearch Log File

Check the log file /opt/alation/site/logs/elasticsearch.log. A specific error that usually accompanies this issue is related

to permissions for getClassLoader, for example:

java.security.AccessControlException: access denied ("java.lang.RuntimePermission"

"getClassLoader")

at java.security.AccessControlContext.checkPermission(AccessControlContext.java:472) ~[?

:?]

at java.security.AccessController.checkPermission(AccessController.java:1036) ~[?:?]

If these are the symptoms you find, validate and update the values of the alation_conf parameter elasticsearch.

env.es_java_opts. Use the steps in Validating the Value of Parameter elasticsearch.env.es_java_opts.

8.11 RPM Installation Error During Update

Customer Managed Applies to customer-managed instances of Alation

Note: The issue described below was reported on environments using CentOS 8 and RHEL 8.

An attempt to run the RPM install command on the host during Alation update may result in the following error:

error: alation-<x.y.z.nnnn>.rpm: headerRead failed: hdr data: BAD, no. of

bytes(<17415864>) out of range

Example:
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[root@ip-10-15-28-245 install]# sudo rpm -Uvh alation-7.1.0.128409.rpm

error: alation-7.1.0.128409.rpm: headerRead failed: hdr data: BAD, no. of

bytes(17415864) out of range

error: alation-7.1.0.128409.rpm cannot be installed

This may point to the outdated RPM version on your environment.

To troubleshoot and continue with the update:

1. On the Alation host, before using the RPM install command, run the following command:

sudo yum install rpm -y --skip-broken

2. Run the RPM install command again. You should be able to proceed with the update.

8.12 Error 500 After Updating

Customer Managed Applies to customer-managed instances of Alation

If after an update your users come across the 500 Error on Alation pages, troubleshoot by reindexing the tables that

produce this issue using the information in How to Reindex Tables after Backup Restore.

8.13 Default Server Health Alerts

Customer Managed Applies to customer-managed instances of Alation

Starting from 2021.4.5

Alation enables a limited set of server health alerts by default. The default alerts are defined in the parameter alation.

healthcheck.default_list in alation_conf. Normally this parameter only has one alert: [disk]. In addition, the

DataDog agent will be enabled by default.

You can also enable a complete set of server health alerts. These alerts are defined by the parameter alation.

healthcheck.alert_list in alation_conf. This parameter normally lists all of the available alerts: [

'celery', 'oom', 'disk', 'job', 'postgres', 'es7_migration', 'backup', 'authserver',

'scan_postgres', 'alation_analytics_v2']. You can remove some of these alerts if you want.

Note: The scan_postgres alert was added as a default alert in 2022.1.

The alation_analytics_v2 alert was added in 2023.1.

Whether you get the default list or the full list is controlled by the parameter alation.healthcheck.enable_admin_-

alert_checks in alation_conf :

• If it’s set to False, you will get the alerts in alation.healthcheck.default_list.

• If it’s set to True, you will get the alerts in alation.healthcheck.alert_list.

For definitions of the alerts and help enabling, disabling, or configuring them, see Configure Server Health Alerts for

Administrators.
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8.14 Configure Server Health Alerts for Administrators

Customer Managed Applies to customer-managed instances of Alation

Alation offers automated server health checks to help you monitor your on-premise Alation software. Server health

checks will alert the admins by email if there are any problems with the server. This functionality complements the

component status checks described in Monitoring Component Health. Alation Cloud Service (ACS) instances of Alation

are actively monitored by Alation staff, so ACS customers don’t need to worry about these alerts.

Note: Basic system checks like CPU load and RAM usage are usually monitored by your system monitoring utilities.

Starting with 2021.4.5, Alation will automatically alert Server Admins if Alation disks are too full. (This is the Root or

Data Volumes Overflow Check.) The DataDog agent will be enabled by default. You can manually enable additional

server health checks. See Default Server Health Alerts for more information.

Before 2021.4.5, there are no default alerts. You must manually enable server health checks to get any alerts.

Note: Alation will send an alert only if something is “unhealthy” and the check returns a warning. If the check doesn’t

detect any issues, it won’t trigger an alert.

8.14.1 Enabling Admin Alerts

Use these instructions to enable the full set of server health checks. You must first enter the Alation shell.

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

To enable admin alerts:

1. In the Alation shell, run the following command to enable alerts:

alation_conf alation.healthcheck.enable_admin_alert_checks -s True

2. Enable the DataDog agent with the following command:

alation_action enable_datadog

3. Exit the shell:

exit

After you enable admin alert checks, users with the Server Admin role will start receiving email alerts for the full set of

server health checks. There is currently no way for individual users to opt out of these notifications. All Server Admins

in your instance will receive them.

The alert email will have the details on the check and a suggested course of action to fix the problem.

You can configure which server health checks Alation will perform. See Configuring Which Alerts to Get.
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8.14.2 Alation Server Health Checks

Alation will perform two sets of checks: hourly and daily.

Hourly Checks

By default, these checks run every hour. You can configure how often they run (see Changing the Interval for Hourly

Checks). These checks should run often.

If any of these checks find problems, Alation will send email alerts to Server Admins. If the same check finds a problem

again during the next hour, Alation will send out the same emails again.

Hourly checks include:

• Basic Service Check

• Celery Queues Health Check

• Backend Task Scheduling Health Check

• Out of Memory Kills Check

• Excessive Query Time Check

• Auth Service Check

• Alation Analytics V2 Check

Basic Service Check

Checks if all Alation services are up and running.

Celery Queues Health Check

Alation uses Celery to manage many tasks simultaneously. If Celery queues have too many items, it means that tasks

aren’t processing fast enough. This could result in some tasks getting stuck and prevent other tasks from processing. It

could also mean that the system is underperforming.

By default, this check only monitors some Celery queues. You can configure which queues to check. The queues

included by default are:

• default takes backend jobs.

• ingestion takes backend jobs. If default and ingestion queues get full, metadata will be out of date.

• run_scheduling manages the running of scheduled Compose queries. If full, scheduled queries may stay

unprocessed.

• stewardship manages the Stewardship Dashboard. If full, the dashboard won’t update.

To specify which queues to check, you will need to change the alation.healthcheck.celery_queues_to_monitor

parameter in alation_conf:

alation_conf alation.healthcheck.celery_queues_to_monitor -s [list of queues to monitor]

Don’t use spaces in the list when setting the parameter value. Example:

alation_conf alation.healthcheck.celery_queues_to_monitor -s ['fastqueue','thinqueue',

'default']
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To change the threshold of how many items in the queue to consider as excessive, use the alation.healthcheck.

celery_queue_size_threshold parameter:

alation_conf alation.healthcheck.celery_queue_size_threshold -s <number>

Replace <number> with the number of tasks in the queue.

Note that alation.healthcheck.celery_queue_size_threshold equally applies to all queues.

If a queue has more items than the threshold, Alation issues this alert:

• The following Celery queues are quite crowded: list of unhealthy queues.

Backend Task Scheduling Health Check

Alation users schedule various jobs to run at a specific time. When the server tasks associated with these jobs miss their

scheduled runs, it means the scheduler or the workers fetching jobs from the scheduler may be overloaded. This check

looks at server tasks like:

• BI server extraction

• File system extraction

• Metadata extraction

• Profiling

• Query log ingestion

The check will fetch information if any of these tasks missed their schedule and issues this alert:

• The following tasks missed their latest scheduled run: <list of tasks>.

Out of Memory Kills Check

Checks if there are any out-of-memory (OOM) process “kills.” If so, it issues this alert:

• The following processes were OOM-killed by the OS: list of processes.

Excessive Query Time Check

Checks if there are queries running for too long on the main Alation database. If so, it issues this alert:

• <number> queries are running for longer than 3600 seconds on Alation backend: list of queries that take too long.

Auth Service Check

Starting from 2021.4.5

Checks whether the authentication service is running. If the alation.authentication.service.enabled parame-

ter is set to True but no authentication service is running, this check issues the alert:

• Authserver is reporting error in following services: failed to connect to all addresses.
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Alation Analytics V2 Check

Starting from 2023.1

Checks whether a connection to the RabbitMQ and Postgres components of Alation Analytics V2 can be established. If

not, it issues alerts such as:

• AAv2 Postgres: Error while running query: could not connect to server:Connection refused Is the server running

on host “127.0.0.1” and accepting TCP/IP connections on port 25432

• AAv2 RabbitMQ: Error while establishing connection: AMQPConnectionError: (AMQPConnectorSocketCon-

nectError: ConnectionRefusedError(111, ‘Connection refused’))

For help addressing these errors, see Maintain Alation Analytics V2.

Changing the Interval for Hourly Checks

By default, these hourly checks run every hour, but you can change this interval using the alation.healthcheck.

admin_alert_check_interval parameter in alation_conf:

1. Use SSH to connect to the Alation server.

2. Enter the Alation shell using the following command:

sudo /etc/init.d/alation shell

To change the interval:

1. In the Alation shell, run the following command, replacing <interval in seconds> with the desired interval:

alation_conf alation.healthcheck.admin_alert_check_interval -s <interval in seconds>

2. Enable the DataDog agent with the following command:

alation_action enable_datadog

3. Exit the shell:

exit

Daily Checks

If any of the daily checks detect a health issue, the admins will be immediately notified. The daily checks run once a

day, inside one of the hourly checks. The emails sent from that combined check will only have warnings from checks

that found problems. This may mean the email contains only daily checks, only hourly checks, or a mix.

Daily checks include:

• Root or Data Volumes Overflow Check

• Backup Health Check

• Backend Table Limit Check

• Elasticsearch Migration Status Check
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Root or Data Volumes Overflow Check

Checks if any of the root or data volumes are filled up over a threshold. You can change the threshold using the

alation.healthcheck.disk_usage_threshold parameter in alation_conf:

alation_conf alation.healthcheck.disk_usage_threshold -s <number in %>

If the used disk space passes the threshold, the check issues this alert:

• The following volumes are quite full: list of volumes.”

Backup Health Check

Checks if the daily backup job has run successfully. Starting with 2021.4.5, Alation can also check the health of Backup

V2.

If this check returns a warning, there is something wrong with the backup job health. If this check doesn’t find any

problems, you will still need to check on backups as specified in your admin routine. Currently, the backup job

doesn’t provide any details on the job status. So passing this check doesn’t necessarily mean creating a backup is a

complete success. To validate backups, check if the latest backups are present in your backup directory. This is usually

/data2/backup/. It should have a backup file for each night of the week. You can validate a backup by restoring it on a

fresh instance.

The check issues this alert:

• The latest backup job has failed.”

Backend Table Limit Check

Some tables in the Alation database have limits on how many rows they can take. This check tests if such a limit is

approaching for any of them. If a table is close to the limit, the check issues this alert:

• Integer IDs of the following Alation backend tables have reached <number>% of maximum value.”

8.14.3 Configuring Which Alerts to Get

You can configure which alerts to get. In alation_conf, the parameter alation.healthcheck.alert_list has

the list of alerts:

alation.healthcheck.alert_list = ['celery','oom','disk','job','postgres','backup',

'authserver','scan_postgres','alation_analytics_v2']

• celery enables the Celery Queues Health Check and Backend Task Scheduling Health Check alerts.

• oom enables the Out of Memory Kills Check alert.

• disk enables the Root or Data Volumes Overflow Check alert.

• job enables the Backup Health Check alert for Backup V1.

• postgres enables the Backend Table Limit Check and Excessive Query Time Check alerts.

• backup enables the Backup Health Check alert for Backup V2.

• authserver enables the Auth Service Check alert.
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• scan_postgres enables the Postgres corruption alert. This health check runs on a separate schedule from the

others. See How to Scan Postgres For Corrupted Indexes for more information. This alert is available starting in

2022.1.

• alation_analytics_v2 enables the Alation Analytics V2 alert, starting in 2023.1.

If you want to stop getting an alert, remove the corresponding value from the list in the alation.healthcheck.

alert_list parameter. No components need to be restarted. Don’t use spaces in the list when setting the parameter

value.

For example, if you aren’t using Backup V1 and want to remove that health check, you could remove 'job' from the

list:

alation.healthcheck.alert_list -s ['celery','oom','disk','postgres','backup','authserver

','scan_postgres','alation_analytics_v2']

8.14.4 Health Check Parameters in alation_conf

The following table shows all the parameters in alation_conf that affect admin alerts.

Parameter Description

alation.healthcheck.enable_admin_alert_-

checks

Value can be True or False. If True, alation.

healthcheck.alert_list is used. If False,

alation.healthcheck.default_list is used.

alation.healthcheck.alert_list Specifies which alert checks should be per-

formed if alation.healthcheck.enable_-

admin_alert_checks is True. By default, the

list is ['celery', 'oom', 'disk', 'job',

'postgres', 'backup', 'authserver',

'scan_postgres'].

alation.healthcheck.default_list Specifies which alert checks should be performed if

alation.healthcheck.enable_admin_alert_-

checks is False. By default, the list is just

['disk'].

alation.healthcheck.admin_alert_check_-

interval

Sets the interval, in seconds, for checks that run hourly

by default. See Changing the Interval for Hourly

Checks.

alation.healthcheck.celery_queues_to_-

monitor

List of Celery queues to be monitored by the Celery

Queues Health Check.

alation.healthcheck.celery_queue_size_-

threshold

Sets the healthy Celery queue threshold, in number of

queue items, for the Celery Queues Health Check.

alation.healthcheck.disk_usage_threshold Sets the disk usage threshold, in %, for the Root or

Data Volumes Overflow Check.
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8.15 How to Reindex Tables after Backup Restore

Customer Managed Applies to customer-managed instances of Alation

8.15.1 Issue: Error 500 on Alation Pages After Restore

Sometimes after a backup restore, during the restore testing, users may encounter Error 500 on random pages in Alation.

We have not discovered any pattern in this happening, and this issue is rare.

Restoring from a backup is expected to be successful and to not produce any errors; however, if you run into empty

pages with Error 500 after a restore, please collect the required logs and contact Alation Support to handle the issue and

perform reindexing of individual tables that cause the error.

8.15.2 Finding Logs

The logs with this particular error will be in the uwsgi.log, located inside the Alation Chroot at /opt/alation/site/logs/.

Example error text to look for in the logs: ...unexpected zero page at block....

INFO Exception at CeleryJobLog: task_sent, task_id:

ace8c2c0-a9f8-4a90-999e-5bf55863ac08.

INFO Exception_class: <class

'django.db.utils.InternalError'>,Message: index

"celery_job_monitor_celeryjo_return_status_2495eb60d8e08f4d_like"

has unexpected zero page at block 1328

HINT: REINDEX it.

You can tail the uwsgi.log while reproducing the issue in Alation UI (open the page that throws Error 500):

1. Enter the Alation shell:

sudo service alation shell

2. To tail uwsgi.log:

tail -f /opt/alation/site/logs/uwsgi.log
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Note: The index table name that requires reindexing will appear in the error message:

Example:

...Message: index "celery_job_monitor_celeryjoblog_6d99c442" has

unexpected zero page at block 1351...

In this example: Celery_job_monitor_celeryjoblog_6d99c442 is the name of the index table that needs reindex-

ing. There may be more than one table that require reindexing.

8.15.3 Other Required Logs

In addition to the uwsgi.log, please collect:

• the Postgres logs: inside the Alation Chroot: /var/lib/pgsql/9.6/pgstartup.log and /var/lib/pgsql/9.6/data/pg_log

• the Alation logs alation-error.log, alation-info.log, alation-debug.log at /opt/alation/site/logs/ inside the

Alation Chroot.

8.16 How to Uninstall Desktop Compose

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

To troubleshoot issues with Desktop Compose, you can uninstall and re-install the Compose desktop app if there are no

other clear next steps for your problem.

To uninstall Desktop Compose,

On Windows:

1. Open your Start menu, type in %APPDATA% and press Enter.

2. In the Windows Explorer window, delete the alation-compose folder.

On a Mac:

Open a Terminal window and run the following commands:

rm -rf ~/Library/Application Support/alation-compose

rm -rf ~/Library/Saved Application State/com.alation.compose.savedState

rm -rf ~/Library/Saved Application State/com.electron.alation_compose.savedState

8.17 Scheduled Queries and Daylight Saving Time

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Before the Alation 4.18 release, scheduled queries suffered the following bugs related to daylight saving time (DST):

1. Following the end of US DST (during autumn in the northern hemisphere), a scheduled query would run twice –

an hour early and also at the correct, anticipated time – the first time it ran on standard time in a given year.
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2. Following the start of US DST, a scheduled query would execute an hour late the first time it ran on daylight time

in a given year.

Though these bugs are fixed as of 4.18, the behavior for hourly queries going forward is noteworthy: these queries will

be skipped during the last hour of DST depending on the configured delay tolerance for scheduled queries (alation.

query_exec.scheduling.delay_tolerance); queries during this hour will appear to Alation to be delayed at least

an hour and the delay tolerance must be greater than an hour to allow them to run. For example, on the morning that

DST ends in the U.S., a query that is scheduled to execute on the half hour will not run at 1:30 a.m. daylight time – if

the configured delay tolerance is less than 1 hour – but will run at 1:30 a.m. standard time, an hour later. Effectively, the

query will appear to run once an hour nominally, instead of every 60 minutes, on that particular day.

8.18 Mac Excel 16 Crashes when Refreshing Data from Excel Live

Report

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

Alation has confirmed a bug in Excel for Mac 16.10 and 16.11 which causes Excel to crash after clicking “Refresh Data”

in a workbook generated by the Alation Excel Live Report feature. There is no known workaround with Excel for Mac

16, but it is possible to revert to Excel for Mac 15, which does not have the bug.

Instructions to revert to Office 2016 for Mac version 15

8.19 Query Log Ingestion Failure Diagnosing

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

8.19.1 Issue

When running a Query Log Ingestion, it either fails to run or does not complete successfully.

8.19.2 Cause

There are multiple reasons that could cause query log ingestion to fail. Because of this, Alation has QLI diagnostics you

can run to help obtain more information about the failure. The tool verifies the configuration, runs various diagnostics

specific to the datasource and provides information such as the cause, possible fix, and stacktrace.

8.19.3 Resolution

To troubleshoot and resolve a Query Log Ingestion failure, run the QLI Diagnostics.

Supported Datasource Types: Hive2

Below is an example of the QLI diagnostics running against a Hive2 data source.
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8.19.4 Validation

To check if the issue is resolved, run the Query Log Ingestion again.

8.20 Troubleshooting Network Issues

Alation Cloud Service Applies to Alation Cloud Service instances of Alation

Customer Managed Applies to customer-managed instances of Alation

If you are having network issues, here are instructions to send a file with the data.

1. Open your browser.

2. Clear your browser cache following the steps in: Clearing Browser Cache and Cookies.

3. Click the menu icon in the upper right of your browser and go to More Tools > Developer Tools.
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4. Click the Network tab.

5. Log into your Alation instance.

6. Right-click in the table of events shown in the Network tab, and choose Save as HAR with Content:
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8.21 Alation is Not Accessible to Users

Customer Managed Applies to customer-managed instances of Alation

1. Check the <base_url>/manager/healthcheck page and see which services are down.

2. Take the appropriate action to restart the service which is down.

8.22 Data Disk is Full

Customer Managed Applies to customer-managed instances of Alation

When the Alation server starts running out of space, you may receive reports that jobs are failing due to space constraints.

1. Check the space available: df -h

2. Delete any lingering installer files if they are crowding the root or home directories

3. Enter the Alation shell: sudo /etc/init.d/alation shell

4. Change to the logs folder: cd /opt/alation/site/logs

5. Delete the older log files.

6. If backups are not configured to be stored on a separate drive, check for older backups to be deleted.

7. Empty /opt/alation/site/dumps if there are any files there.

8. Go to /data2/backup and delete old backup files.

9. Check in /opt/alation/site/tmp directories.

10. Delete /extract_cache and /query_ingestion_buffer.

Related Topics:

• Managing Space: Monitor Postgres Table Size

• Managing Space: Purge Query Results
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8.23 Root Disk is Full

Customer Managed Applies to customer-managed instances of Alation

Alation stores a minimum amount of data on the root partition. Because this is where binaries are deployed and run from

Alation requires 8GB to be free to deploy new binaries and at least 1GB to be free at all times to write temporary log

files and configuration. If you are experiencing issues starting up Alation we suggest you check to see if root partition is

full

1. Check if space is available: df -h /

2. If disk is approaching capacity ie: > 80%, contact your system administrator.

8.24 Alation Repair Tool

Customer Managed Applies to customer-managed instances of Alation

Alation provides a repair action to fix the most common issues which currently includes fixing some file permissions and

force sync of time with NTP server.

The following repair action is considered safe.

From Alation shell run the following:

alation_action repair
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CHAPTER

ONE

RELEASE NOTES

Release Notes prior to Alation version 2020.3 have been moved to the Documentation Archive. For Alation version 4,

see Archived Version 4 Release Notes. For Alation version V, see Archived Version V Release Notes.

1.1 Release Notes 2024.1 (General Availability)

build 18.0.0.66893

Released March 4, 2024

Note: This release is available for all Alation instance types: customer-managed (on-premise) and Alation Cloud

Service.

• New User Experience (Public Preview III)

• Document Hubs (Public Preview)

• Lineage

• Enterprise Readiness

• Authentication

• Alation Analytics

• Governance

• OCF Connectors

• Bug Fixes

1.1.1 New User Experience (Public Preview III)

Alation Cloud Service on Cloud-Native Architecture

The New User Experience has now moved into Public Preview III. The list below captures a summary of the major

features and pages currently available in the New User Experience:

• Data Source Catalog Details page

• Schema Catalog Details page

• Table Catalog Details page

• Column Catalog Details page
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• Catalog Navigation

• Search List View

• DataSource Hub

• Domains Hub and Details

• Homepage basic features + Admin Guided User Interface (GUI)

• Query Page (without functionality to run the query in the catalog page)

• BI Hub and all detail pages

Note: To participate in the New User Experience Public Preview, you must have Beta language contained in your

contract or have a Beta addendum signed. Reach out to your Alation account manager for more information if you

would like to access the Preview.

1.1.2 Document Hubs (Public Preview)

This release introduces document hubs, designed to enhance your organization’s ability to categorize and manage

extensive, written content directly related to your data. Document hubs offer the flexibility to create customized

documents, tailored to meet your organization’s data documentation needs.

Document Hubs are set to eventually replace the current articles functionality.

Check out the documentation for Document Hubs.

Key Features

• Centralized data documentation: Each document hub serves as a dedicated space within the catalog for

organizing your written content.

• Structured organization: Document hubs consist of a hierarchical structure with hubs at the top level, followed

by folders, and documents within those folders. This structure facilitates easy navigation and management of

content.

• Management of content: Administrators have the capability to create and publish document hubs. Users

can configure folders, add or remove documents, modify titles and descriptions, and utilize search and sorting

functionalities. (AL-143825, AL-142897)

Note: Document hubs are available as part of Alation’s public preview program. To participate in the Document Hubs

Public Preview, you must have Beta language contained in your contract or have a Beta addendum signed. Reach out to

your Alation account manager for more information if you would like to access the Preview.
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1.1.3 Lineage

Lineage Compound Layout Is General Availability

The Compound Layout lineage view, initially launched into public preview in version 2022.3.0, is now a General

Availability offering for all customers in all environments. The “Beta” label was removed from the Compound Layout

view switch on lineage graphs.

Note: The Compound Layout view organizes objects on lineage graphs into groups under data sources, such as Snowflake

or Tableau, enabling focused analysis of data movement across different platforms. Users have the capability to drill

down from the data source to column level, tracing objects across data source groups and achieving a comprehensive

end-to-end lineage view.

Limitation & Workarounds

There is still a performance limitation in the Compound Layout view feature, where lineage graphs with a large number

of objects may experience slow initial loading times. We’ve prioritized efforts to resolve this issue in the upcoming

releases.

If you run into this issue, you can use the following workarounds until the issue is resolved:

• Adjust graph limits: Ask your Alation Server or Catalog Admin to adjust graph limits and try reloading the

graph with the Compound Layout disabled.

• Clean up the lineage graph: Disable the Compound Layout, and in the default legacy view, remove unnecessary

lineage and dataflows either manually or via APIs. Enable the Compound Layout view and reload the graph.

• Request a targeted node cleanup: Reach out to Alation Support for targeted node cleanup.

• Revert to the default view: If a graph’s loading time exceeds 30 seconds or fails, refresh the page, revert to the

default view, and attempt to reload with the Compound Layout view disabled.

• Try out optimized graph display: Alation Cloud Service customers can request evaluation of a new beta feature

for optimized graph displays. Contact Alation Support to have it enabled on your Alation instance.

Beta Features Within Compound Layout

Some elements of the Compound Layout view are still marked with a “Beta” label, as they remain in public preview:

• Manual Lineage in Compound Layout (Public Preview)

• Data Trust Overlay (Public Preview)

These features have recently transitioned from private to public preview as we seek broader feedback before finalizing

their release.
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Manual Lineage in Compound Layout (Public Preview)

We’ve added an Edit button directly in the Compound Layout view of lineage graphs. The button enables users to

manually create, publish, and, if necessary, delete lineage. The feature is still in public preview, as the user interface

for previewing manual lineage and data source grouping is still under development. As a temporary measure, upon

publishing manual lineage, users are redirected back to the compound layout to review their modifications within the

established data source groups. Users also have the flexibility to refine their manual lineage as needed after reviewing

the graph. (AL-145095)

Data Trust Overlay (Public Preview)

We’ve enriched the lineage diagrams with the overlay summary pane designed to provide users with quick access to key

information. By clicking the overlay icons like depreciation, endorsement, or warning symbols, users can view a pop-up

summary containing asset descriptions, steward contacts, trust flag messages, and impact analysis. The feature is still in

public preview (beta), with more details and additional overlays to come later based on user feedback. (AL-141586)

General SQL Parser Upgrade

The General SQL Parser’s JAR file was upgraded to version 2.8.5.8 to take advantage of the bug fixes and improvements

in the newer version. (AL-143872)

1.1.4 Enterprise Readiness

Postgres Upgrade to 13.13

Upgraded Alation’s internal database (PostgreSQL) to version 13.13 to take advantage of new features and to fix

vulnerabilities. (AL-143302)

Apache Kafka Upgraded to 3.6.1

Upgraded Alation’s internal event streaming platform (Apache Kafka) to version 3.6.1 to take advantage of new features

and to fix vulnerabilities. (AL-143661)

Chroot Removal

Alation Cloud Service on Cloud-Native Architecture

The Alation Cloud Service instances no longer use the Chroot-restricted environment in their builds. (AL-105007)

Note: This change does not impact customer-managed installations, which will remain unchanged.
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1.1.5 Authentication

Alation Is Available Through the Microsoft Entra App Gallery

Alation is now included in the Microsoft Entra application gallery, enabling straightforward integrations with Microsoft

Entra ID (formerly Azure AD) for SAML-based single sign-on (SSO). (AL-143594 )

Reauthentication Due to Inactivity

Alation Cloud Service on Cloud-Native Architecture

Starting with this release, when a user session remains inactive for a predetermined period, it will be automatically

terminated. Users receive a warning two minutes prior to session expiration. For FedRAMP deployments, the inactive

timeout is fixed at 15 minutes and cannot be adjusted. For non-FedRAMP deployments, the timeout interval can be

configured as follows:

• Default duration: 60 minutes

• Minimum duration: 5 minutes

• Maximum duration: 1440 minutes (24 hours) (AL-125476)

Cross-Account IAM Support for AWS Secrets Manager

The authentication support for AWS Secrets Manager has been expanded to include cross-account IAM roles, in addition

to the existing methods of IAM user and IAM user+IAM role. The Authentication Configuration Methods for

External Systems section of the user interface (Admin Settings > Server Admin > Authentication) has undergone

some enhancements for AWS Secrets Manager. Only the relevant configuration fields are now displayed, ensuring a

more intuitive user experience. (AL-119588)

1.1.6 Alation Analytics

Alation Analytics PostgreSQL Upgrade to 13.13

The Alation Analytics PostgreSQL database was upgraded to version 13.13 to take advantage of new features and to fix

vulnerabilities. (AL-143302)

Information About Tables and Columns Linked to Data Policies Added to Alation Analytics

As of version 2023.1.7, Alation Analytics has supported querying data policies directly from the data_policy table.

This enhancement introduces a new table, data_policy_link, which provides detailed associations between data

policies and specific table or column objects. This table can be particularly useful for administrators and analysts looking

to understand the application of data policies at the granular level of tables and columns.
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Columns

• dim_load_id, dim_ts_created, dim_checksum—ETL bookkeeping columns.

• object_id, object_uuid—Object ID in numeric and UUID formats respectively.

• object_type, object_type_id—Object type in the text (table, attribute) and number (27, 1) formats respec-

tively.

• id—Primary Key for the table in Alation Analytics.

• policy_link_id—Internal ID for each policy link.

• policy_id—Policy ID.

• ts_created, ts_updated, ts_deleted—The created, updated, and deleted timestamps.

• deleted—Boolean to denote if a link is soft-deleted. (AL-139218)

Expire Old WAL Archives

A new scheduler will now automatically remove WAL archives of the Alation Analytics database that are older than 48

hours. This change is designed to save disk space by ensuring that WAL archives are regularly rotated and outdated files

are efficiently purged. (AL-139378)

Transition from Redis to Amazon Elasticache

Alation Cloud Service on Cloud-Native Architecture

Alation Analytics now utilizes cache from Amazon Elasticache instead of Redis within the Alation core container. This

is a significant enhancement in the Alation Analytics architecture, aiming to provide a better and more reliable service

to Alation Cloud customers. (AL-141201)

1.1.7 Governance

Resolution of Duplicate Tag Names

The display of Snowflake tags on catalog pages (including schema, table, and column pages) has been enhanced for

better handling of tags with duplicate names across different schemas:

• A new feature flag, alation.feature_flags.enable_snowflake_tag_filtering_by_schema, has been

introduced to allow optional filtering of tags by schema within catalog pages (disabled by default).

• The Custom Fields section under Customize Catalog now displays schema information for each Snowflake tag

within picker fields. This addition is intended to help users differentiate between tags with identical names but

belonging to different schemas. (AL-138710)
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Auto-Enablement of Policy Center and Snowflake Tags Backend Parameters

Starting with this release, when the feature flags for Policy Center and Snowflake Tags are enabled in Feature Configu-

ration, the corresponding set of backend flags is also automatically enabled. This enhancement eliminates the need for

additional manual backend configuration when enabling the Policy Center and Snowflake Tag features in the Alation

user interface. The following backend flags are auto-enabled:

• alation.ocf.mde.policy.enable_extraction

• alation.ocf.mde.policy.enable_ingestion

• alation.ocf.mde.policy.enable_search

• alation.ocf.mde.policy.enable_sync

• alation.ocf.mde.custom_field.enable_sync

• alation.ocf.mde.custom_field.enable_extraction

• alation.ocf.mde.custom_field.enable_ingestion (AL-143847)

1.1.8 OCF Connectors

Updates to the Open Connector Framework (OCF) connectors are released every week. See Open Connector Framework

(OCF) Release Notes for information on the updates in the month of February 2024.

A few February highlights are:

• Amazon DynamoDB OCF Connector (Public Preview) (AL-143589)

• Elasticsearch OCF Connector (Public Preview) (AL-127896)

• TIBCO Data Virtualization OCF Connector (Public Preview) (AL-127897)

• TIBCO Spotfire OCF Connector (AL-139985)

1.1.9 Bug Fixes

Governance & Glossaries

• Fixed an issue where uploading a data dictionary with custom field names in Japanese failed after upgrading to

version 2023.3.3.1. The original parsing limitation to ASCII characters has been expanded to accept Unicode

characters, ensuring successful uploads for Japanese and other Unicode characters. (AL-141572)

• Fixed an issue where titles remained unchanged during a data dictionary file upload when the Keep Existing

Values option was selected and the initial title and description values were blank. The fix ensures that titles

are now updated correctly when the Keep Existing Values option is selected when the current titles are blank.

(AL-146220)

• Removal of field from an object set is now honored via workflows. (AL-144777)

• Fixed an issue where manual catalog set synchronization failed with the error Job is not running. It might have

been killed or crashed unexpectedly or there might have been a system outage. The fix is expected to lead to

reduced job failures in catalog sets synchronization (AL-140909).

• Resolved an issue where changing the term template via the Bulk Utility did not update the template. The Bulk

Utility now supports template updates effectively. (AL-143246)
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• Fixed an issue in the Bulk Utility where the downloaded terms showed deleted objects in Object Sets. Specifically,

when columns related to a term’s Object Set custom field Related Objects were dropped and subsequently soft-

deleted during metadata extraction, they would still appear as [GONE] in the field history, despite being absent

in the user interface. The Bulk Utility has been updated to exclude deleted objects from Object Set values.

(AL-136475)

• Resolved an issue introduced in version 2023.3.1.1 where HTML tags were visibly displayed in the glossary term

pages within the Related Terms section. This fix ensures that HTML tags no longer appear on catalog pages for

Object Sets. (AL-137238)

• Resolved an access issue where users with the Steward roles were unable to use the data dictionary public API.

Now, when the alation.feature_flags.disable_perm_check_on_upload_dd feature flag is set to False,

users in the Steward, Composer, Source Admin, Catalog Admin, and Server Admin roles are allowed to make

data dictionary public API calls, including uploading and retrieving task details. (AL-144523)

• Resolved an issue where workflows reviewer selection was failing on specific instances when user tried to select

group as reviewers (AL-145175)

Alation Analytics and Analytics Experience

• Resolved a synchronization issue affecting column objects’ data between Alation and Alation Analytics, specifically

for column titles and descriptions updated through data dictionary upload. To reload the title and description

missing data, Reset ETL Checkpoint for the RDBMS Tables. (AL-143810, AL-146271)

• Fixed an issue in the rosemeta_allvisits table where updates for conversation visits were not accurately

reflected. Enhanced the logging mechanism for tracking visits to the conversation page in the public.visits table

within Alation Analytics. This fix ensures that all user visits to conversations are properly logged and updated.

(AL-142986)

• Resolved ETL process failures that began following an upgrade to version 2023.3.2.1 and were manifested

through the error TransformManager.transform(): Column name not supported in Snowflake: ACCOUNT. To

address the incompatibility with Snowflake’s reserved keywords used as custom field names (ACCOUNT), we’ve

implemented a solution to rename the affected columns in tables to the format <CUSTOM_FIELD_NAME>_<ID>,

ensuring successful data loading into Snowflake without errors. (AL-142557)

• Fixed an issue where transform containers failed to restart in a healthy state after an unattended server reboot.

This fix ensures a coherent and reliable startup of all necessary containers post-reboot. (AL-136558)

Lineage

• Resolved an issue where upstream column-level lineage links (CLL) failed to generate for certain tables with

quoted column names, although downstream lineage remained unaffected. With this bug fix, we’re ensuring

upstream lineage visibility for columns with quoted names. (AL-140987)

General SQL Parser

• Fixed lineage parsing issues between dbt and Snowflake. The fix ensures lineage accuracy from constructs like

the CONNECT BY subclause. (AL-144356)

• Fixed an issue where Google BigQuery published queries were not associating with their respective tables,

resulting in their absence from the Queries tab. This fix ensures that Google BigQuery published queries correctly

link to tables. (AL-141819)

• Resolved a parser error affecting Snowflake DDL views, where lineage for views defined and ingested by MDE

was not displayed, although connections to related Tableau objects were visible. This update addresses parsing
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issues, including those related to the CONNECT BY subclause, ensuring accurate lineage representation for

Snowflake DDL views. (AL-140906)

Connected Sheets

• Addressed the Excel login error encountered on Chrome, which was caused by changes to third-party cookie

handling. (ACS-562)

• This fixes the issue where the connected sheets hub page redirects in loops because of chrome’s third-party cookie

changes (ACS-589)

Connect Platform

• Fixed an issue with Hive data sources where, after canceling a query within a session, subsequent queries failed to

execute due to concurrent query checks. This fix introduces a cancellation check alongside the concurrent queries

check, ensuring smooth execution of subsequent queries after a cancellation event. (AL-142466)

• Fixed an issue where profiling failed for an AWS Databricks data source with the following error: The connector

was provided with a list of columns to profile from a table, however the schema of the returned result set did

not match those columns. The solution skips tables that cause failures and continues with the sampling process,

ensuring profiling tasks complete successfully. (AL-141595)

• Addressed an issue where multiple installed versions of a connector on an Alation instance were indistinguishable

in the user interface due to the absence of version numbers. This led to confusion over which version was being

selected. Now, in case multiple connector versions are installed, the dropdown shows the connector version next

to its name. (AL-146195)

Other Fixes

• Fixed an issue where content such as @-references, links, and photos included in user profile descriptions

disappeared upon saving. The fix ensures that all content added to profile descriptions is saved. (AL-143451)

• Resolved a deadlock issue in uWSGI worker threads introduced by the upgrade from Python 3.6 to 3.9. The

deadlock occurred when threads loaded a Django application alongside the Python module traceback. From

version 2024.1 onwards, this is addressed by disabling traceback by default. (AL-141594, AL-145955)

1.2 Release Notes 2023.3 (General Availability)

Note: The release notes on this page reflect changes to the Alation application. If you’re looking for OCF connector

release notes, jump to Open Connector Framework (OCF) Release Notes.
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1.2.1 RELEASE 2023.3.5.1

build 17.5.1.68029

Released March 11, 2024

• Resolved a deadlock issue in uWSGI worker threads introduced by the upgrade from Python 3.6 to Python 3.9.

The deadlock occurred when threads loaded a Django application alongside the Python module traceback. The

issue was addressed by disabling traceback by default. (AL-145955)

• Fixed an issue in the rosemeta_allvisits table where updates for conversation visits were not accurately

reflected. Enhanced the logging mechanism for tracking visits to the conversation page in the public.visits

table within Alation Analytics. This fix ensures that all user visits to conversations are properly logged and

updated. (AL-142986)

1.2.2 RELEASE 2023.3.5

build 17.5.0.64295

Released February 6, 2024

Note: This release is available for all Alation instance types: customer-managed (on-premise) and Alation

Cloud Service.

• The Connect Platform

• Alation Public APIs

• Search

• Navigation

• User Management

• Renaming of Glossary Terms Feature Flags

• OCF Connectors

• Bug Fixes

The Connect Platform

Catalog Visibility Management for BI Sources

To provide better control over who can view BI sources in the catalog, we’ve introduced the ability to manage catalog

visibility for BI sources and a function of the BI Server Admin, similar to that of the Data Source Admin for RDBMS

data sources. Users with the Server Admin role can grant the BI Server Admin access to themselves and other users. A

BI Server Admin can access the settings of a BI source and configure its visibility on the new Access tab:

• Public BI Server—Visible to all catalog users

• Private BI Server—Visible to specific catalog users or groups designated by a BI Server Admin

By default, a newly created BI source is public. (AL-124106)
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AWS PrivateLink Support for Amazon S3 OCF Sources

Alation Cloud Service on Cloud-Native Architecture

AWS PrivateLink connections are now supported from the Amazon S3 OCF connector to an S3 bucket located in the

customer’s VPC for VPC’s in the same AWS region. (AL-118070)

Alation Agent Polling Mode

Alation Cloud Service on Cloud-Native Architecture

Alation Agent can now be configured to use polling. In the polling mode, users will see an informational message that

some operations may take longer time to finish. The Agent dashboard in Admin Settings > Manage Connectors will

indicate whether the Agent is configured to use the standard or the polling mode. (AL-138169)

Alation Public APIs

Access to the Custom Field Value API for Catalog Admins

Alation users with the Catalog Admin role can now use the Custom Field Value API endpoints. (AL-140940)

Ability to Manage BI Source Visibility via API

You can now make BI servers private or public when creating a BI server and updating a BI server with the API. When

getting a BI server, the response indicates whether the server is private. This API accompanies the new feature Catalog

Visibility Management for BI Sources. (AL-142964)

New API to Manage Data Source Connections for a BI Server Source

Added new API endpoints allowing users to get, create, update, and delete the data source connections information for a

BI server source. (AL-141305)

Terms API Can Filter by Glossary and Provides More Info

When retrieving terms via API, you can now filter terms by which glossary they belong to. The response includes which

glossary the terms belong to, any custom fields associated with the term, and the ID of the term’s template. (AL-111871)

Fixes to Data Dictionary API and Articles API

• Fixed a bug in the Data Dictionary API where a trailing slash was included in the documentation for the GET

endpoint, which was causing API calls to fail. (AL-142026)

• The Articles API now returns the correct error code (401) when a call is made with an invalid token. Previously it

returned the 403 error code. (AL-134789)
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Search

Filtering by Catalogs

We’ve introduced a new search facet Catalog that can be used to filter metadata by the catalog object. The Catalog facet

is applicable to schemas with multipart names (“catalog.schema”), such as Google BigQuery. Users with the Server

Admin and Catalog Admin roles can add the Catalog facet to the left-hand filter panel in Admin Settings > Catalog

Customization > Customize Search Filters. (AL-122598)

Navigation

Control Users’ Ability to Select Preferred Homepages

Server Admins now have the capability to control whether or not catalog users can select their preferred homepages. We’ve

added a new feature flag alation.feature_flags.homepage.enable_admin_assigned_homepage to alation_-

conf to control the ability for users to set a preferred homepage from the My Account menu.

• By default, the flag is set to True, which means only administrators assign homepages to users.

• When the flag is set to False, users will have the ability to designate a preferred homepage.

The feature flag provides organizations with flexibility to determine if they want users to select from and work with

multiple homepages. (AL-145020)

User Management

User Sign-Up Moderation Enabled by Default

Previously, user sign-up moderation was disabled by default on customer-managed and Alation Cloud Service instances

that are not on the cloud-native architecture. From this release onward, user sign-up moderation is enabled by default

on all new installations, both customer-managed and Alation Cloud Service, and on the cloud instances that are newly

migrated to Alation Cloud Service on the cloud-native architecture.

On subsequent upgrades, the user sign-up moderation setting will be preserved.

Important: If your current instance is customer-managed or an Alation Cloud Service instance that hasn’t

been migrated to the cloud-native architecture yet and you have never changed your user sign-up moderation

preferences, then expect this setting to become enabled by default after updating to 2023.3.5.

If you’ve changed this setting before, your previous configuration will be preserved.

We recommend that user sign-up moderation should be enabled by default on all instance types to adhere to security best

practices. Please review your user sign-up moderation settings after updating to 2023.3.5 and update the setting as per

your organization’s policies. You can find the user sign-up moderation settings under Admin Settings > Authentication

> User Signup Moderation Preference. (AL-141813)
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SCIM Integration Enhancements

We introduced a new read-only attribute groups in the GET request response to the SCIM user detail request. The

SCIM user endpoints for retrieving either a list of users or a specific user will now return the group information in the

response as a read-only attribute. This makes Alation’s SCIM API compliant with RFC 7643 and allows supporting

custom-developed workflows that rely on this attribute. (AL-140681)

Renaming of Glossary Terms Feature Flags

In preparation for the public preview of the Documentation Hub feature that is coming up in the major 2024.1 release

(March 2024), the feature flags enabling the Glossary Terms feature have been renamed in Admin Settings > Feature

Configuration:

• Glossary Terms Setup has been renamed to Document Hubs 1: Setup (disabled by default)

• Glossary Terms GA has been renamed to Document Hubs 2: Show Glossary Hub (disabled by default)

• Glossary Terms Performance has been renamed to Improvement Document Hubs 4: Performance Improve-

ment (enabled by default)

• Glossary Terms Total Count has been renamed to Document Hubs 5: Document Total Count (disabled by

default)

In addition, there is a new feature flag Document Hubs 3: Enable Hub Creation (Public Preview) (disabled by

default). Customers are not advised to enable this feature in 2023.3.5. The enablement guidelines will be available with

the Document Hub Public Preview information. (AL-133300)

OCF Connectors

Updates to the Open Connector Framework (OCF) connectors are released every week. See Open Connector Framework

(OCF) Release Notes for detailed information on the connector updates in the month of January 2024.

Some January highlights include:

New Connector Releases

• Fivetran add-on OCF connector (GA)

• Kafka OCF connector (public preview)

• Mongo DB OCF connector (public preview)

Connector Settings User Experience Redesign

We’ve completely redesigned the user experience for Alation admins setting up OCF sources for the connectors listed

below. Now, the configuration parameters are organized by steps, with new validation features added, such as testing

connection and permissions to access the metadata. The extraction process has been fortified, and more clarifications

and troubleshooting tips are now available in the user interface in case of extraction or ingestion errors.

• Google BigQuery OCF connector

• Oracle OCF connector

• Databricks Unity Catalog OCF connector

• Redshift OCF connector
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Other Updates

Cross-Data-Source Lineage for MicroStrategy BI Sources

Previously, only BI lineage was supported by the MicroStrategy OCF connector. Cross-system table-level lineage was

not supported due to unavailability of the host and port information via the MicroStrategy REST API. As a result,

Alation couldn’t trace a report or document back to the upstream data source.

Now, we leverage the Alation API to input host and port for the data sources where it is not available via the MicroStrategy

API, providing end-to-end table-level lineage for in-memory cubes.

OCF Tableau Enhancements

Native to OCF migration is available for Tableau sources:

• The migration is enabled through both the user interface and a curation migration script.

• The script now has improved logging.

OCF Oracle E-Business Suite 12.2.12 Certification

The OCF connector for Oracle has been quality-certified for Oracle E-Business Suite version 12.2.12. (AL-133313)

Alation Agent Certification with Compose for More Connectors

Compose is now available for the following connectors installed on Alation Agent (AL-139438):

• OCF connector for Impala on CDH

• OCF connector for Impala CDP

Bug Fixes

Data Dictionary

• Fixed an issue where the field editing history is not updated when a user updates fields using a data dictionary

upload. Now, the field editing history for a field appears in the catalog after uploading the data dictionary.

(AL-141644)

• Previously, while parsing the data dictionary header, the grammar was restricted to only ASCII characters, so

Unicode characters were rejected by throwing an error message. We have fixed this behavior by modifying the

grammar to include Unicode characters too. For example, now the upload data dictionary feature works for

Japanese characters and other Unicode characters. (AL-141572)

• Fixed an issue where the data dictionary upload using a CSV file failed in the Firefox browser with the error Invalid

file format. Only CSV or TSV files are supported. Now, users can upload both TSV and CSV data dictionary files

on any version of Firefox, Chrome, and other supported browsers. (AL-141001)
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Alation Analytics

• Increased the consumer timeout for RabbitMQ to two hours to ensure that ETL does not truncate large tables.

(AL-135579)

• Any flag object extracted into Alation Analytics from the Alation database with the is_for_temp_object

column set, will be skipped by the queries. Going forward, we are excluding temporary objects from being stored

in Alation Analytics as they do not reference objects stored in the Alation database. (AL-135191)

• Ensured that Alation Analytics now does not use the Docker 4.7 update instructions alone in Dockerfiles by

updating the base image to use a newer version of RHEL 8 which doesn’t have the update command alone as

instruction. (AL-133173)

• Added a new column groupprofile_id to the alation_group table. This table will hold the ID of the group

profile related to the authentication group. This will ensure consistency between Alation Analytics and the custom

fields in the catalog UI, like the Steward field. (AL-128206)

• Fixed the issue that caused the following error during ETL: Failed to insert records into stg_bi_datasource_columns

due to psycopg2 error: null value in column “bi_ds_fp” of relation “stg_bi_datasource_columns” violates not-

null constraint. Added a not-null constraint to the bi_ds_fp column in the (stg_)*bi_datasource_columns

table. (AL-127789)

• Added support for null values in the ts_started, ts_updated, and other fields to prevent failures of the ETL

job StewardshipBulkActionTransformJob. (AL-137837)

Governance

• Fixed an issue causing pod eviction. Optimized memory usage by the Celery service of the downstream MDE

jobs for OCF Snowflake data sources that handles ingestion of Snowflake tags and tag links. (AL-140666)

• Fixed an issue where workflow reviewers were unable to suggest changes, receiving an error message: Your

suggestion couldn’t be created at this time. The feature is disabled or you do not have sufficient permissions.

(AL-133561)

• Fixed an issue where an initial extraction from a BI source did not display some of the extracted reports in the

user interface, with those reports appearing in the catalog automatically a few days later. The issue was caused

by a Celery queue for long-running tasks. Addressed by optimizing how processing queues are organized for

long-running stewardship tasks. (AL-127200)

• Optimized the downstream jobs that run during MDE for OCF Snowflake data sources. In addition, the job that

handles the clean-up of deleted Snowflake tags will now skip the deletion of the Snowflake tag custom field

if the new alation_conf flag alation.feature_flags.disable_snowflake_customfield_deletion is

enabled (disabled by default). This change decreases memory usage during MDE and shortens MDE duration.

(AL-140666)

Other Fixes

• Fixed an issue that prevented the installation and upgrade on FIPS-enabled operating systems. (AL-135158)

• Fixed an issue where the user moderation setting became enabled after each Alation upgrade since migrating

the instance to the cloud-native architecture. Now, the preference set by a Server Admin will be preserved.

(AL-137401)

• Addressed a security vulnerability in the Golang packages by upgrading to their latest version. (AL-143662)
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1.2.3 PATCH RELEASE 2023.3.4.1

build 17.4.1.63336

Released January 24, 2024

Note: This patch release is for Alation Cloud Service instances on the cloud-native architecture.

This patch includes enhancements to the Alation Analytics offering on the cloud-native architecture. It isn’t universally

available in all AWS regions. If your Alation Cloud Service instance is not planned for this update, the patch may not be

applicable to your instance. (AL-139775)

1.2.4 RELEASE 2023.3.4

build 17.4.0.60909

Released January 4, 2024

Note: This release is available for all Alation instance types: customer-managed (on-premise) and Alation Cloud

Service.

Alation Anywhere

Alation Anywhere for Microsoft Teams (Cloud Native Architecture only)

Microsoft Teams application users can now unfurl a conversation link from Alation. Users can quickly start a new

conversation from Microsoft Teams per a specific object, reply to a conversation, or mark the conversation as resolved.

(AL-124015)

Alation Analytics

Alation Analytics Dashboard Improvements

• On the ETL Status Dashboard an admin can mark all the ETL failure messages as read using the Mark all as read

button. In addition, an admin can refresh the ETL Status Dashboard without reloading the tab using the Refresh

Table button. (AL-138679)

• On the Top Contributors Dashboard, if a user no longer exists in Alation but does exist in the Alation Analytics

data source, then an asterisk will be appended to the user’s name in the Top Contributors Dashboard. (AL-138679)
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Enable Third-Party Metrics in Alation

Naming and default values for feature flags that enable outgoing requests to Pendo and other third-party analytics tools

have been made more consistent. This is enabled by default. Each third-party analytics tool has a dedicated feature flag

that customer admins can enable or disable from the feature flags admin page. (AL-140552)

Alation Analytics Backup and Restore Improvements

Improved overall performance of Alation Analytics backup and restore. (AL-133755)

Improvements to Alation Analytics for BI Access

• Fixed an issue where the initial Alation Analytics data replication to Snowflake failed for certain tables which had

the NULL value among the values in the array-type columns. (AL-133055)

• The script copy_data_to_snowflake.py now accepts the arguments which can be used to copy only the

required tables. The time_period table is now also part of the initial data copy process to Snowflake. (AL-

141482)

Compose Improvements

Ensured that the Compose Desktop menu item Visit Help Center Cloud Authorization redirects to the help center page

as intended. (AL-137205)

Cloud Authorization

SCIM Token Generation Warning

Users will now receive a warning before generating a new SCIM token when a previous token already exists (expired or

not). The warning will indicate that the previous token will be invalidated. (AL-138329)

Data Dictionary Improvements

Upload Data Dictionary improvements include: (AL-138675) - You can now link Terms and Policies to data objects

using Upload Dictionary. Terms and Policies links will also be downloaded in the object set field as part of the data

dictionary file.

• Period characters are now supported. The downloaded dictionary will have key_name quoted as required by the

upload feature when names contain a period character.

• Non-admin users can now access upload dictionary without a page refresh.

• Enhanced object reference presentation in the data dictionary preview table. Previously, the title appeared as

the text of the link within the object reference column. Now, when the key is available, it displays as link text;

however, if the key is unavailable, the object’s title will be shown as text in the link.

• Data Dictionary preview is now able to render fields with a comma in names.
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Glossary and Articles

Users will now see the Stewards field on all Glossary details pages. (AL-133299)

Governance Improvements

Policy ingested timestamp for policies that were ingested using the Native Snowflake Connector will be back-filled with

the created timestamp. (AL-138443)

Group-based Homepages

Catalog admins can assign a homepage to one or more user groups. (AL-134390)

• Users that are part of the assigned group(s) that have a homepage will be able to view this homepage when they

log in to the application.

• Users that are already using role-based homepage associations will automatically be migrated to the group-based

scheme.

• If a user is part of multiple groups that have different homepages assigned, the user will be able to choose a

preferred homepage.

• When a user is not part of any group that has a homepage assigned or they haven’t chosen a preferred homepage,

they will be shown the Alation default homepage.

Search Enhancements

Automated the task to analyze and update search index data. The task is configurable using alation_conf (to enable,

disable, and schedule the task). (AL-129324)

APIs

OCF Data Sources API Compose Support

Enhanced the API to be able to set up compose for data sources using OCF connectors. (AL-130098)

Bug Fixes

Cloud Authorization: Bypass User Email Confirmation for SSO-based Authentication Flows

A recent update from Python 3.6 to 3.9 caused empty passwords to be handled differently; as a result, users or requests

provisioned in the system without a password and not a confirmed email address were redirected to the verify email

page even if the password is not required for those users (like in the case of SCIM). Now the system will set non-empty

passwords for all the users during the user creation flows to ensure that users won’t get redirected to verify their email if

they are not password users. (AL-139068).
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Glossary and Articles

Removed an errant “b” that was prepended to the title slug in Article URLs. (AL-138356)

KVstore Improvements

Some users are affected by a memory hike on the KVstore and need to regularly reboot KVstore. The KVstore has been

upgraded to 8.3.2 and will now consume less memory. (AL-142108)

1.2.5 PATCH RELEASE 2023.3.3.2

build 17.3.2.58486

Released December 13, 2023

Note: This release is available for customer-managed (on-premise) Alation instances.

• Fixed an issue that prevented users from connecting to their OCF Impala data sources in Compose after transitioning

from the Hive driver to the Cloudera Impala driver within the CDP connector. The corresponding driver in

Compose was updated accordingly. Users can now connect and run queries as previously experienced. (AL-

138914)

1.2.6 PATCH RELEASE 2023.3.3.1

build 17.3.1.58212

Released December 5, 2023

Note: This release is available for Alation Cloud Service instances on the cloud-native architecture.

• Fixed a bug where a new Python-based wrapper script that was implemented to support additional Datadog

features caused a bug which resulted in no logs in Datadog from any of the affected clusters. Now, the log

availability in Datadog has been restored. (AL-140466)

1.2.7 RELEASE 2023.3.3

build 17.3.0.57463

Released December 4, 2023

Note: This release is available for all Alation instance types: customer-managed (on-premise) and Alation Cloud

Service.
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Compose

Past Scheduled Executions Dashboard for Admins

A new dashboard is now available as a second tab next to the existing scheduled query admin dashboard that provides

a tabular view of past scheduled executions. This feature aims at helping Server Admins understand the patterns of

scheduled queries on their instance. They will be able to monitor if any schedules fail, take significant execution time,

or were canceled. (AL-128832)

Improved Query Export Scalability

Previously, the Run and Export actions sometimes failed for smaller exports and consistently failed for exports of over

1M records. The Run and Export functionality should now be stable for both small and large exports. (AL-125680)

Data Dictionary Improvements

• Introduced the feature flag alation.feature_flags.disable_perm_check_on_download_dd to disable

permission checks when downloading data dictionaries. Permission checks may take a significant amount of

time, which in some cases can delay the delivery of the download URL to users by a few hours. This flag

allows disabling the permission checks from the backend. By default, the flag is set to False, which means the

Download Dictionary feature will check the permissions and the download option will be available for users with

the Composer role and above. Setting this flag to True will disable the permission checks and the Download

Dictionary option will only be visible to Catalog Admins and Server Admins. (AL-138107)

• Data Dictionary download now includes a new column, al_datadict_column_data_type, which contains the data

type for each column. This information was previously contained in the al_datadict_item_properties column,

but has now been broken out on its own. This column should be considered read-only.

• Added support for custom field names in upper or mixed case in the data dictionary file. (AL-137003)

• Added support for custom field names with a comma in headers. (AL-138310)

• A summary is now displayed for the uploaded dictionary on the Upload Dictionary screen after the upload

dictionary process is completed. (AL-136514)

• The data dictionary upload now accepts the TSV file format. (AL-136379)

• Previously, we relied on object keys (names) to link objects using object set fields in the upload dictionary flow,

which caused some performance challenges and issues identifying the right objects in case of duplicates. To

address this, we added support for the object ID in the format objectid | ObjectKey(name). You can now

provide the object ID or the name or both to link objects via the dictionary upload. When downloading the data

dictionary file, we will include both the object id and the object key for each object set field value. (AL-127462)

Alation Analytics

• Added a “no special characters” password policy for the Alation Analytics database password: the password can’t

contain any special characters. (AL-138780)

• Now you can skip load tables from the subsequent ETL runs using a new alation_conf flag alation_-

analytics-v2.etl.skip_load_tables. This setting can unblock all other ETL jobs if some jobs are failing.

To add tables to this flag, use the following syntax: alation_conf alation_analytics-v2.etl.skip_-

load_tables -s '["users", "query"]'. To reset the flag, use the following syntax: alation_conf

alation_analytics-v2.etl.skip_load_tables -s '[]'. (AL-128081)
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• Cloud-native architecture The alationanalyticsv2_entitlement_counts table has been renamed to license_usage to mor

– num_licenses—The number of licenses available.

– pct_utilization—The number of users as a percentage of available licenses.

– pct_adoption—The number of active users as a percentage of available licenses.

This table is also now replicated to Alation Analytics on Snowflake. (AL-136878)

Note: The license_usage table is populated on Alation instances on Cloud-native architecture

only. On customer-managed instances, this table is present but not populated.

Glossary Improvements

The enable_glossary_terms_performance feature flag, which controls the performance enhancement for Glos-

saries, now defaults to enabled. The flag still remains in the flag list on the Feature Configuration page. If you had

previously toggled it on and then off again, it will remain disabled after the upgrade to 2023.3.3. You can manually

toggle it back on again to experience a performance improvement. (AL-136812)

Absolute User Session Timeout (Cloud-Native Architecture only)

For security reasons, users will no longer be able to stay logged in for an indefinite period of time. A user session will

be terminated forcing the user to re-login once the time limit for session duration is reached. The absolute user session

timeout is configurable on the Authentication page of Admin Settings, in the Session Timeout Settings, using the

field Maximum Session Duration (in hours). This feature applies only to customers on the cloud-native architecture.

(AL-123328)

Alation API

Custom Field Value APIs

• Added support for api_resource, api_resource_field, and api_resource_folder object types in the

Public Custom Field Value API and Public Custom Field Value Async API (Refer to Custom Field Value Overview

on Alation Developer Portal). (AL-134107)

• Fixed an issue with the Public Custom Field Value API where validation errors were not thrown correctly when

using an unsupported object type (AL-134176).

Public API for SCIM Token Generation

• Added support for the API endpoint for SCIM token operations (Refer to SCIM 2.0 API on Alation Developer

Portal). (AL-136805)
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Cloud Infrastructure

Cloud-native architecture

• Re-enabled the admin UI for viewing active tasks which was previously disabled when this service launched due

to some issues. (AL-124848)

• The License dashboard page now shows the contract expiration date. Previously, the license expiration date was

displayed. In Alation, licenses are renewed every year until the contract expires. (AL-137415)

• Elasticache is now in use on instances on the cloud-native architecture. Alation components leveraging Elasticache

have better performance by storing and retrieving frequently used data within Elasticache. (AL-107135)

Bug Fixes

• Fixed an issue where after the upgrade to 2023.3.1, the query forms user experience for the Viewer role was

hampered when the Obfuscate Literals setting was enabled (all literals became unavailable in the query form

result). This fix returns query forms behavior to align with the behavior in Compose where a user with run (or

edit) permissions on a query would see literals, even when literal obfuscation is turned on, as opposed to a viewer

who would not see the literals. A user with only view permissions on a query would not see literals on any Alation

page when obfuscation is turned on. (AL-136260)

• Fixed an issue when the dynamic multi-select widget did not show any error messages on query forms. (AL-

137032).

1.2.8 PATCH RELEASE 2023.3.2.2

build 17.2.2.66531

Released February 28, 2024

Note: This release is available for all Alation instance types: customer-managed (on-premise) and Alation Cloud

Service.

• Resolved a deadlock issue in uWSGI worker threads introduced by the upgrade from Python 3.6 to Python 3.9.

The deadlock occurs when a thread attempts to load a Django application alongside the Python module traceback.

The issue has been addressed by disabling traceback by default. (AL-145955)

1.2.9 PATCH RELEASE 2023.3.2.1

build 17.2.1.55993

Released November 8, 2023

Note: This release is available for all Alation instance types: customer-managed (on-premise) and Alation Cloud

Service.

• This patch release includes platform updates to support the enhanced user experience for configuring OCF

connector settings, which will be available in upcoming connector releases, starting with the Snowflake OCF

connector. (AL-137533)
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• Fixed a Bulk Utility issue where an internal .csv file would become corrupted when users clicked the Download

button on the Bulk Utility page. This issue occurred where the initial use of the Bulk Utility involved clicking

Download as opposed to selecting a specific saved search, resulting in the generated .csv file missing the Search

column and leading to a 500 error. (AL-136141)

1.2.10 RELEASE 2023.3.2

build 17.2.0.55403

Released November 1, 2023

Note: This release is available for all Alation instance types: customer-managed (on-premise) and Alation Cloud

Service.

Alation Analytics

Basic Authentication for RabbitMQ

The RabbitMQ component of Alation Analytics now requires basic authentication for incoming connections from other

Alation components. The RabbitMQ password is auto-generated during the installation or upgrade of Alation Analytics.

The password needs to be set in alation_conf via the alation_analytics-v2.rmq.config.password parameter

before initializing the Alation Analytics database.

This is a one-time setup for customer-managed instances of Alation. Alation will perform this setup for Alation Cloud

Service customers.

Object and User Counts

Object and user counts are now stored in Alation Analytics in the alation_analytics_v2_entitlementcounts

table. The table is updated daily with a snapshot of all object usage across an Alation instance.

Note: For Alation Analytics Snowflake users: This data is not replicated into Snowflake in this release,

but it will be synced starting from the next release (the November release).

Improvements for Third-Party BI Access via Snowflake

Cloud-native architecture
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Snowflake Password Requirements Enforced

If you have a connected Alation Analytics database in Snowflake, your Alation Analytics password must meet Snowflake’s

password requirements. This is now enforced in the Alation user interface under Account Settings > DB Connections.

To create or update the password for the Alation Analytics data source, users will need to follow certain password

policies imposed by Snowflake (a lowercase alphabet, an uppercase, a digit, and the length of eight characters).

Clear Analytics Data - Fixed

The Snowflake database was not getting cleared when clearing up Alation Analytics using the Clear Analytics Data

button. Now, the cleaning up of the database will be done asynchronously as part of a Celery task, and the button click

will post a message to Celery and return success. (AL-125158)

Alation Anywhere

Alation Anywhere for Slack now shows rich previews for glossaries and terms.

Authentication

We have updated and expanded audit logging for important security-related events, such as updates to authentication

settings, authorization changes, and user and group management updates. Authentication logs are written to alation-

events.log.

Compose Enhancements

• You can now sort queries alphabetically by name in ascending and descending order.

• Compose now deletes blank queries after closing the query tab. In addition, on Sunday, Compose automatically

deletes any blank queries from the past week.

• Embedded queries can now be executed in query forms.

• When query results are exported or downloaded in any way, Alation logs the event for auditing purposes. The

logs are recorded to the alation-events.log file.

• Fixed an issue where the Connection Settings dialog didn’t open when attempting to run a query with a connection

error.

• The Query API now respects configuration settings that prevent query results from being exported or downloaded.

• Multi-select parameters in query forms can now have their value options defined with a pre-query. Once the

pre-query has been run, query form users can select values based on the results of the pre-query. For usability

purposes, pre-query results have an upper limit of 100 result items.
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Connected Sheets OAuth Enhancements

• Roles are kept separate for the username and SSO credentials so users will not see roles auto-populated inconsis-

tently between the different credential forms.

• Error messages have been moved to the top so that they are visible without having to scroll.

• A “Connected” badge was added showing the credential that is being used.

• The credentials form now automatically expands and collapses.

Governance

Data Dictionary upload has a new, streamlined interface and now runs asynchronously. Users should avoid quoting

header names containing space characters to avoid issues with well-known CSV editors.

Data Dictionary download now includes a new first column, al_datadict_item_properties, which contains object types

and object IDs for each object in the data dictionary. When updating an RDBMS object with a data dictionary, this

column should not be modified. When migrating curation information from one instance to another, this column should

be removed, as the object IDs may not be correct for the target instance.

Install and Upgrade

• On customer-managed (on-premise) instances of Alation, you can now place the internal Alation database on

the Amazon Relational Database Service (Amazon RDS) instance in your own AWS account. This capability

provides the benefits of RDS to self-managed customers.

• Added support for Red Hat Enterprise Linux (RHEL) 9.x, Ubuntu Linux 22, and Debian Linux 11 as base

operating systems for installation of the on-premise Alation software package.

• The legacy tab—Software Updates—has been removed from Admin Settings.

Lineage

Asset Grouping Icons for Datasource Cluster Nodes

Data source logos are now shown in the Compound Layout lineage diagrams for each data source group. Generic data

source logos are used for virtual data sources and Custom DBs.

Search

Synonym Search On Cloud-Native Architecture

Synonym search is now supported in the cloud-native architecture.
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New Public API for the Management of Synonyms

A new public API has been added for the management of synonyms so that customers can customize synonym terms in

their catalog searches. For more information, refer to Search Overview on Alation’s Developer Portal.

User Management: Generate SCIM Tokens in the User Interface

Server Admins can now generate SCIM tokens on the Admin Settings > Authentication page, making it easier to

maintain the connection between your identity provider and Alation. Server Admins will get alerts about SCIM token

expiration. Email alerts will occur 15 days before expiration, 1 day before, on the day of expiration, and the day after

expiration. Server Admins will also see a banner appear in the Alation interface 15 days before the token expires.

Connect Platform

Zero Touch Agent - Downloadable Installers through Public API

Installer packages for the Alation Agent can now be downloaded programmatically through the public Alation Agent

API.

OCF Connectors

HDFS OCF Connector—New!

The HDFS OCF connector is now generally available (GA).

MicroStrategy OCF Connector—New!

MicroStrategy OCF connector is now generally available (GA). The MicroStrategy OCF connector supports TLS and

other features based on MicroStrategy REST APIs.

Salesforce OCF Connector—Limited Availability

Limited availability release of the Salesforce OCF connector which would be replacing the custom DB connector.

• Known issue: The OAuth support for MDE requires manual token refresh upon expiration.

Bug Fixes for Multiple OCF Connectors

• Column profiling: Fixed a profiling error raised when profiling a column with more than 2,147,483,647 rows

(AL-130007). Applies to OCF connectors:

– AWS Databricks OCF connector

– Azure Databricks OCF connector

– Redshift OCF connector

• The JDBC URI is auto-updated to have useNativeQuery=0 if not given in the URI. This fixes custom query

sampling errors (AL-129772). Applies to OCF connectors:

– AWS Databricks OCF connector
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– Azure Databricks OCF connector

– Databricks Unity Catalog OCF connector

– Databricks Unity Catalog OCF connector

• Removed the jtds prefix appended in sqlserverazure in the connector code (AL-134059). Applies to OCF

connectors:

– Azure SQL DB OCF connector

– SQL Server OCF connector

Athena OCF Connector

• Getting query string from Batch API using query execution ID. (AL-127679)

• Removed the ORDER BY clause from the column profile queries (stats). (AL-133322)

AWS Glue OCF Connector

Upgraded to the latest SDK and passing the Alation compatible version. (AL-132242)

Azure Blob Storage OCF Connector

Azure Service Principal-based authentication feature is supported from Alation version 2023.3.1. (AL-119081, AL-

133846)

Denodo OCF Connector

Fixed selective extraction and now the connector filters tables and columns based on the selected schema. (AL-126061)

EMR Presto OCF Connector

Fixed an issue with dynamic sampling taking user credentials from the General Settings page. (AL-131731)

Google BigQuery OCF Connector

Fixed an issue with child statements of create procedure query not being parsed. (AL-128150)

Redshift OCF Connector

• We need to check the limit while accumulating/appending the string instead of at the end of the sequence to avoid

unnecessary processing. (AL-133320)

• Removed temporary instance profile option from the General Settings page. (AL-130294)
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Snowflake OCF Connector

• Fixed extraction queries which caused an issue when we don’t have a catalog name in the JDBC URI and the

selected Include/Exclude filter option was all schemas except. (AL-133694)

• Snowflake has custom streamer class for filter extraction and that doesn’t handle validation exception similar to

SDK’s streamer class. As part of the fix we added catch block to handle validation exception. (AL-134421)

Starburst Trino OCF Connector

Fixed an issue with dynamic sampling taking user credentials from general settings page. (AL-134314)

Teradata OCF Connector

• Introduced the Extract Schemas From DBASE setting, enabled by default, allowing schema extraction from

DBC.Dbase or DBC.DatabasesV based on permissions, providing a mechanism for scenarios with limited table

access. In the absence of this support, MDE was failing if the service account did not have permissions for

DBC.Databasesv. (AL-133434)

Tableau OCF Connector

Popularity for the Workbook and Report/View objects are now supported in Alation when using the Tableau OCF

Connector.

Vertica OCF Connector

Made a modification of the grammar type from ANSI to VERTICA. Previously, when the ANSI grammar type was in use,

certain SQL queries, such as SELECT * FROM TABLE LIMIT 10;, didn’t undergo proper parsing by Alation during

QLI. With this fix, these types of queries now undergo successful parsing without encountering any errors. (AL-129496)

Bug Fixes

Governance

Revamped Dictionary Upload Flow: More performant and robust data dictionary upload flow is now enabled by default

on all environments. (AL-134121)

Snowflake Tag Fixes for Policy Center

• Snowflake tags are removed from data dictionary during download as we do not support persisting tag value

updates via data dictionary. (AL-131699)

• For the native Snowflake connector, the tooltip text for custom fields wasn’t getting populated correctly. This has

now been fixed for OCF as well. (AL-130336)

• In Snowflake, tags can have allowed_values set for them (see Object Tagging in Snowflake documentation).

Previously, during MDE, the values in a tag’s allowed_values field were not populated as Custom Fields.

However, when tags were attached to objects with a value, those values got populated. Now, MDE is fixed to get

the allowed_values of Snowflake tags as Custom Fields values. (AL-130309)
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Term & Glossaries

• Fixed an issue causing corruption of article snapshots when articles are edited using Bulk Utility. (AL-133010)

• Fixed an issue that resulted in a new row when copying and pasting into a table within an article. (AL-133281)

User Management

• Suspending users flow is optimized to clean up the active session data in a background task. In some situations,

there are 3-4M session entries that previously caused the 504 timeouts. While the background task sweeps

and cleans up sessions, a middleware change further blocks these users and prevents their logins for security.

(AL-122130)

1.2.11 PATCH RELEASE 2023.3.1.2

build 17.1.2.54864

Released October 25, 2023

Note: This release is available for all Alation instance types: customer-managed (on-premise) and Alation Cloud

Service.

• In a recent update of Datadog Agent, a configuration change was omitted. This resulted in email alerts being

sent every 15 seconds, which led to an excessive volume of notifications for Alation administrators. With this fix,

email alerts will be sent based on your configuration in alation_conf, ensuring that their frequency aligns with

your expectations. (AL-134151)

1.2.12 PATCH RELEASE 2023.3.1.1

build 17.1.1.54419

Released October 20, 2023

Note: This release is available for Alation Cloud Service instances on the cloud-native architecture.

• Fixed an issue related to the Okta SCIM integration with Alation. Previously, if a user was deleted from the Okta

SCIM app and subsequently re-added, their reactivation in Alation did not occur as expected. The issue was

indicated by the following error in the scim-debug.log file: Exception - InternalServer: Unexpected error in

updating SCIM user with id <. . .>. With this fix, users who are removed and then re-added to the SCIM app in

Okta will now be automatically re-provisioned and re-activated in Alation. (AL-134886)
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1.2.13 RELEASE 2023.3.1

build 17.1.0.52371

Released October 5, 2023

Note: This release is available for all Alation instance types: customer-managed (on-premise) and Alation Cloud

Service.

Compose

Granular Download and Export Permissions

Introduced user and group-level permissions for downloading and exporting query results to ensure that only authorized

users and groups can export and download the data. Previously, Data Source Admins could enable or disable the Export

and Download feature for all users of a data source. Now, they can select individual users and/or groups and grant them

the ability to export and download. The access settings are available:

• On the Compose tab of the Settings page for an OCF data source

• On the General Settings tab of the Settings page for a native data source or Custom DB.

Query Export Alerts

Added status alerts for the Export and Download feature in Compose. Compose will show an alert if a download gets

stuck or cannot be completed. You will also be informed about the progress status (number of rows downloaded so far).

This feature can be enabled from the Compose preferences.

Ability to Disable Automatic Connections to Data Sources

Server Admins can now disable automatic connections to data sources in Compose. With automatic connections disabled,

Compose won’t use the expired credentials to make connections automatically and cause the data source to lock up the

account.

Sort Query Groups

Users can now apply sorting to query groups.

Multiple Compose Bug Fixes

See Compose Bug Fixes below.
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Search

Alation now searches for matches across all text fields (picker, multi-picker, rich text custom fields) on term tables.

Governance

Data Dictionary download now includes a new first column, al_datadict_item_properties, which contains object types

and object IDs for each object in the data dictionary. When updating an RDBMS object with a data dictionary, this

column should not be modified. When migrating curation information from one instance to another, this column should

be removed, as the object IDs may not be correct for the target instance.

Connect Platform

Query Log Ingestion Pipeline Improvements

Stabilized the performance of query log ingestion (QLI) by restricting a single QLI job to run for seven days or less.

Multiple QLI jobs can still be submitted to account for more days as an alternative. If a QLI job is submitted for more

than seven days, an error message will be displayed in the QLI job submission UI and referenced in the QLI job history

page and the job will not run until resolved. If any exceptions are required to loosen these restrictions and submitting

multiple QLI jobs is not an option, please request an exception via a Support ticket.

OCF Connectors

• Tableau OCF Connector

• Databricks on AWS OCF Connector

• Databricks on Google Cloud OCF Connector

• Databricks Unity Catalog OCF Connector

• Amazon S3 OCF Connector

• Azure Blob Storage OCF Connector

• Teradata OCF Connector

• SQL Server OCF Connector

Tableau OCF Connector

Version 1.6.7.6780

• Removed the settings Disable auto pagination, Number of workbooks to return per request, Number of data-

sources returned per request, Number of connections to return per request, and Number of fields/columns

to return per request from the connector settings page. Pagination is now always enabled. (AL-131539,

AL-129442)

• Added the ability to enable or disable the extraction of auto-generated embedded data sources (Enable MDE for

auto-generated embedded data sources). (AL-132136, AL-125129)

• The REST API calls will now all have a timeout to prevent latency issues leading to extremely long extraction

times. (AL-129663)
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• Fixed an issue with extraction where users observed duplicate and stale objects in the catalog. Duplicates or stale

objects will no longer be created. (AL-129311)

• Fixed an issue where a failure in the popularity API request led to an error during extraction. Added logic to

correctly handle empty popularity API responses. (AL-130126)

Databricks on AWS OCF Connector

Version 2.1.3.5925

Upgraded the Databricks driver in the connector to the the latest version. In this driver version, the JDBC URI protocol

was changed from spark:// to databricks://. (AL-123135)

Databricks on Google Cloud OCF Connector

Version 2.0.0.5925

Upgraded the Databricks driver in the connector to the the latest version. In this driver version, the JDBC URI protocol

was changed from spark:// to databricks://. (AL-123141)

Databricks Unity Catalog OCF Connector

Version 2.0.4.6984

Fixed an issue where a table that was previously extracted and later excluded from extraction, was still displayed, but

with the Deleted from the data source message. Selective extraction now properly filters catalogs, schemas, tables, and

columns, and no longer contains objects from catalogs and schemas that are not included in extraction. (AL-126886)

Amazon S3 OCF Connector

Version 3.8.6.6821

Fixed an issue with extracting folders that don’t have a name, for example, folders that are stored with a / and no explicit

name. Added the ability to extract the S3 folders with no name but having contents. Previously, we didn’t show such

folders on Alation. (AL-128411)

Azure Blob Storage OCF Connector

Version 2.4.1.7072

Added support for authentication with an Azure service principal (Azure Data Lake Storage Gen 2). (AL-119081)
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Teradata OCF Connector

Version 1.0.9.6817

Fixed an issue with dynamic sampling and profiling where it didn’t work when the Use LDAP Server checkbox was

selected in General Settings. Dynamic sampling and profiling now works with LDAP authentication. (AL-131715)

SQL Server OCF Connector

Version 1.3.5.6961

Fixed an issue with the Upload Data feature where it failed with the error The uploaded data does not seem to match

the selected table. Added support for the data types nchar, nvarchar, and timestamp, which had not been available

previously. All built-in data types of SQL server that are normalized to boolean, string, integer, float, date, time, and

timestamp are now supported. (AL-129508)

Enterprise Readiness

Elasticsearch Upgrade

Upgraded the Elasticsearch component to a newer version to leverage support for semantic search.

Python Upgrade

Upgraded the internal Python language libraries to a newer version to take advantage of the new, more secure, function-

ality.

Bug Fixes

Compose

• The parameter Always show column names in the Results section of Compose Settings previously only applied

to query runs. Now, it has been extended to query exports. (AL-127968)

• Previously, changing the query owner of a scheduled query didn’t change the owner of the schedule. After this fix,

a change to query ownership will also change the ownership of the schedule. (AL-130402)

• Fixed an issue where My Queries, Drafts, and By Query Group lists on the Open Query screen did not include

the unpublished queries that a user had access to. Now, users will see all of their queries, including unpublished

ones in these query lists. (AL-124378)

• Fixed an issue where the Password field in the Connection Settings dialog was not clear when users tried to

create a second new connection. (AL-101879)

• Fixed an issue where the Format action could break the formatting for some queries. In query variables, both

keys and values are now permitted to be case-insensitive. (AL-94131)

• Fixed an issue with the OAuth authentication for OCF Snowflake data sources where the Connection Settings

dialog showed the Authentication Successful message when the access and refresh tokens were expired. Now, the

Authentication Failure message will be correctly displayed when token expiration happens. (AL-100851)
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• Removed the OAuth authentication status notifications that were shown in a slide-out in the bottom right corner

of the Compose user interface. OAuth authentication status messages will be now displayed in the Connection

Settings dialog. (AL-126545)

• Fixed an issue where HTML sanitation incorrectly recognized some HTML tags within SQL. Only script tags

will now be sanitized. (AL-131716)

• Fixed an issue where query form results did not obfuscate literals while the data source had the Obfuscate Literals

setting enabled. (AL-115548)

• Fixed a bug in the Compose user interface where un-publishing and then re-publishing a query caused the

corresponding query version to appear as a parentless version in Version History. (AL-36005)

• Fixed an issue where a query schedule could be saved without providing the connection information. (AL-121813)

• Fixed an issue where the Conversation pull-out icon did not appear on the query form catalog page. (AL-133248)

• Fixed an issue with the Load More button for queries on the Queries tab under schema and table catalog objects

where pressing this button did not upload more queries into the interface. (AL-131497)

• When the service account is configured with key pair authentication for Snowflake, the data associated with it is

being used for Compose connections. The key pair parameters should not be used for Compose connections and

the change in this ticket does an extra check to ensure this. (AL-128080)

Alation Analytics

• Fixed an issue where the ts_updated column was not updated when custom templates were modified. (AL-

114792)

• Fixed an issue where the current timezone of a query schedule was not extracted into Alation Analytics. Now

you’ll be able to query the timezone of the scheduled query from the Alation Analytics data source. This can help

in estimating the exact runs of the cron jobs handling the queries. To retrieve this information, make use of the

schedule_cron_tz column in the query table. (AL-119622)

Glossaries and Articles

• Fixed a performance issue where the loading of linked terms on the glossary details page took excessive time.

The fix ensures much quicker responses to hydrate both Glossary Hub and Glossary Term tables. It is controlled

by the alation_conf parameter alation.feature_flags.enable_glossary_terms_performance that is

disabled by default and needs to be enabled if you are affected by this issue. (AL-115695)

• Fixed an issue where the object titles mentioned in the description were missing on the hover-over the Columns

field on catalog pages of table objects. Now, the full description will be displayed. (AL-129977)

• Previously, there was a page length control on the Term Glossary membership dialog. It defaulted to 5, and

could be adjusted to show up to 25 glossaries per page. From Alation version 2023.1.6, this page size control was

no longer visible, but the default page size of five could not be changed. Now, fixed: the page length can again be

controlled by users in the user interface. (AL-132113)

• Fixed an issue with Bulk Utility where domains with an ampersand (&) in the name were not migrated. Alation

now allows the domains with an ampersand to be successfully applied to terms during migration from articles

using Bulk Utility. (AL-132214)

• Fixed an issue where the rich text editor didn’t retain formatting. Users can now choose if they want to keep the

formatting from outlook or discard it. (AL-132418)

• Fixed an issue where suspended users were not displayed as GONE on the Access dialog for object-level permis-

sions–enabled objects. (AL-133111)

4000 Chapter 1. Release Notes



Alation User Guide

Data Dictionary

• Users will now be able to upload a data dictionary file containing rich text fields without experiencing the

Unexpected Error caused by the presence of rich text fields in the data dictionary file while generating a preview.

Additionally, we introduced the alation_conf parameter hydrate_rich_text_field_values_on_data_-

dictionary_preview_ui (disabled by default). It controls whether the existing values of rich text fields

should be hydrated by showing the corresponding display text for each of the mentions on the preview screen.

(AL-129392)

Other Bug Fixes

• Addressed an issue where the Subdomains field was not available for addition to the domain template after it was

deleted. Alation now prevents users from removing of the Subdomains and Domain Users components from the

domain template. (AL-127364)

• Made a performance enhancement to speed up retrieval of object sets. You can still return to the previous way

of retrieving object sets by disabling the alation_conf flag DEV_enable_object_set_value_visible_v2

(enabled by default). (AL-112701)

• Fixed an issue where file system object count reporting query used up lot of disk space. Optimized the query to

avoid excessive disk usage. (AL-132803)

• Fixed a behavior where LMS history files were deleted when any error happened during processing. (AL-132602)

1.2.14 RELEASE 2023.3.0 - General Availability

build 17.0.0.49181

Released September 5, 2023

Alation Agent

Alation Agent Notifications

Once a user subscribes to Alation Agent notifications, the user will receive email alerts 60, 45, 30, 20, 10, 5 and 1 day

before the certificate expires. If the certificate expires due inaction, daily reminders will be sent to ensure action is taken.

Alation Agent Diagnostic Tool

The Agent diagnostic tool allows users to troubleshoot connectivity issues between the Alation Agent and Alation. It

runs a series of diagnostic steps, and is installed on the Agent node. The tool provides an easy way to gather all the

connector logs with a simple command.
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Alation Agent Docker Version Update

Upgraded the version of Docker bundled with the alation_container_service to 24.0.5.

Alation Analytics

Stewardship Data Is Available in Alation Analytics

Stewardship Workbench (Bulk Actions) data is now available in Alation Analytics. With this change, customers can

query Alation Analytics to get metrics around bulk actions.

Third-Party BI Access to Alation Analytics

Cloud-native architecture only

Alation Cloud Service customers on the cloud-native architecture can now connect third-party BI tools to Alation

Analytics. This is done by replicating your Alation Analytics database to Snowflake, where you can connect your BI

tools to access Alation Analytics data.

Alation Anywhere

Slack Conversations

Added support for previewing Conversation object types in Slack, and added the conversation option for all supported

object types. A user is able to quickly start new conversation from Slack per specific object, reply to conversation, or

mark one as resolved.

Preview Dashboard Object Types in Slack and Microsoft Teams

Support of enhanced Dashboard preview in Alation Anywhere for Slack and Microsoft Teams integration.

Alation Database Schema Enhancements

Modified the Alation database schema to support larger volumes of metadata. Users can now ingest more metadata on a

frequent basis without running into issues with integer overflow. Note that migrations during an upgrade can add an

additional 30 minutes depending on the volume of the metadata.

Compose

Flexible Query Result Protection

To ensure Alation instances comply with customer security policies, this feature provides more control and flexibility

to datasource admins on how query results can be shared. Datasource admins have three levels of control on whether

the sharing the query result is allowed or not: No sharing is permitted, only private sharing is allowed, or allowing

private and public sharing. Datasource admins can also control if users have the ability to preserve query results without

automatic deletion
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Compose Compatibility with Query Service-enabled OCF Connectors

Compose is now compatible with Query Service enabled Starburst Trino and SybaseIQ OCF Connectors, so that clients

using these data sources can migrate to these OCF Connectors.

Compose Export Notifications

When Exporting a query execution, Compose will show an alert message containing the title of the query and the number

of result rows exported upon each completed query statement, so that users are informed if the Export is successful.

Connected Sheets Improvements

• Users can now see Column Titles were available in search left navigation bar

• Search results auto expand in left navigation

Conversations

Conversations are now Reflected in Domains

Conversations about catalog objects, which are associated with data domains, are now transitively associated to the

same domains.

Multiple Users and Groups Assigned to Conversations

• Handling multiple assignees for a single conversation (before the change only one user could be assigned to a

conversation).

• Added possibility to assign group profiles to conversations.

Authentication

Metadata Extraction based on Cross-Account IAM Role-based Authentication

Support for cross-account authentication is needed for Metadata Extraction (MDE) between the Alation instance and

AWS resources that might reside in different AWS accounts. With IAM role-based authentication, customers do not

have to enter IAM user credentials in the Alation Catalog. Authentication is performed based on trust set up between an

IAM role in the Alation account and an IAM role set up in the customer’s AWS account where the AWS resource is

running. Metadata extraction and query log ingestion from the following OCF AWS connectors: S3, Glue, Athena, and

Redshift, are supported by this feature.
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API Authentication using JWT - Cloud-native architecture only

APIs can now be secured with JWT token-based authentication in addition to using opaque tokens. With this new

authentication, customers can register an external application with Alation and use the JWT tokens assigned to the

application for authentication and authorization.

Cloud Configuration - Cloud-native architecture only

New Cloud-Native Architecture Service: Entitlement and License Management Service

Cloud Entitlement and License service displays customer licenses in the license user interface page based on entitlement

grants/revocations and track usage of features. The license screen can be viewed only by Server Admins.

Connectors

Azure Blob Storage OCF Connector, version 2.3.4

Improved the Azure Blob Storage OCF Connector performance by streaming directories on the fly instead of storing it

in memory.

Azure Databricks OCF Connector

Azure Databricks OCF Connector Driver has been upgraded to 2.6.33. (AL-97592)

Databricks Unity Catalog OCF Connector, version 2.0.3

• Added QLI support and upgraded the Simba Spark Driver 2.6.21 to the Databricks JDBC driver 2.6.33. (AL-

118979)

• Disabled QLI Lineage by default. The datasource admins no longer need to disable the automatic lineage

generation flag on the datasource settings page manually to turn off QLI Lineage. (AL-130658)

Google BigQuery OCF Connector, version 1.1.8

Improved the memory management and performance of the Google BigQuery OCF Connector. (AL-125140)

Power BI OCF Connector

Power BI Dataflow features introduced for Power BI Scanner Connector. (AL-111227)

• PowerBI Dataflow objects are now cataloged within Alation for the PowerBI OCF Scanner Connector.

• Dataflow objects provide reusable transformation logic that can be shared by Datasets and Reports within PowerBI

and the Power Platform.

• Dataflow objects strengthen security around underlying datasources by exposing required data within it for reports

instead of from the datasource.

• Dataflows are cataloged alongside Datasets in Alation.
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• Users can now view the datasource referred by the Dataflow along with Datasets and Reports that are created

from it and the fields that comprise the dataflow object.

• Hybrid sources that power a Dataset, for example, created from Dataflow(s) and another datasource are now

visible.

• Dataflow objects can be nested i.e. created from other Dataflows.

Snowflake OCF Connector

• Added check for supported Alation versions during installation. (AL-129242)

• Installation will fail on unsupported Alation versions. (AL-129242)

SQL OCF Connector

• Added check for supported Alation versions during installation. (AL-129243)

• Installation will fail on unsupported Alation versions. (AL-129243)

Starburst Trino OCF Connector, version 1.2.8

• Fixed the issue when a customer adds catalog name in JDBC URI, GET list of schemas picks up schemas for all

catalogs. (AL-127362)

• Changed Parser Grammar type from ANSI to PRESTO to align with native connector implementation. (AL-

127352)

Tableau OCF Connector, version 1.6.1

• Resolved out of memory issues and added support for report fields value sampling. (AL-127096) (AL-120383)

• Fixed report columns value sampling feature. (AL-114383)

• Added owner property for projects and sub projects. (AL-127028)

• Added lineage support for tableau dashboards with hidden sheets. (AL-125127)

Enhanced User Experience for the OCF Connector Authentication Process (Private Preview)

OCF Connector Authentication improvements include: (AL-125067)

• Enlarged the URI field to improve user readability and editing.

• Clear help text for URI and QLI fields.

• Streamlined the interface to display relevant fields based on the selected authentication method.

• Rearranged the authentication process to follow a logical order: Connection, Service Account, Permissions, and

QLI.
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Governance – Machine Learning

Allie Steward Suggestions (Public Preview – Cloud-native architecture only)

Allie Suggested Stewards helps users automatically find the right people as stewards for each data object. This feature

leverages a machine learning model that suggests stewards based on interactions, and also improves the suggestions over

time by learning from user actions. This is applicable for cloud-native architecture customers only.

Lineage

Compound Layout Feature Improvements (E2E Column-Level Tracing/Beta Launch)

The compound layout feature, which has been available behind feature flags since 2022.4, is now available as a Beta

offering to all customers in all environments. The compound layout feature groups data sources, e.g. Snowflake,

separately from other data sources, e.g. Tableau, to provide focus on data movement for certain objects, e.g. tables,

across these data sources. This feature has been enhanced to drill down from data sources to the column level with the

ability to trace columns upstream and downstream across data source groups to capture a holistic E2E lineage view.

(AL-126630)

Support for Rename and Deletion of RDBMS data sources in Lineage Source Groups

• Deleting an RDBMS datasource deletes the corresponding lineage source group.

• Renaming a RDBMS source renames the corresponding lineage source group.

Impoved Lineage Performance

Created scripts to clean up duplicate temp objects and dataflows from lineage to address performance issues with large

graphs. (AL-107764)

Native to OCF Migration

Improvements made related to Bulk API for Native to OCF Migration. (AL-12868)

PostgreSQL Upgrade

PostgreSQL is upgraded to 13.11 from 13.6.

Search

Save Column Selections in Saved Search

Saved Search will automatically save the column selections and their sequence in the Search Results Table view, so that

users will see their prior column selections when they retrieve their Saved Searches.
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Terms and Glossaries Improvements

• Customers will now see all valid custom fields, fields present on one or more term type templates, as selectable

options on Term Tables by default. (AL-127525).

• Verbiage on Bulk Utility article body has been updated to indicate that other usages are “not supported” (previously

“not recommended”). (AL-127569).

• Term detail pages now show the “Description” field name. (AL-128745).

APIs

Public APIs for Table User Permission / Privacy Updates

Added Public APIs for updating the table permissions and privacy settings. More information is available in the swagger

docs under ‘/openapi/members_permission/’ and ‘/openapi/privacy_settings/’. Server admins by default have access to

both APIs. Members with catalog or source admin roles can only access these APIs if they are tagged as data source

admins for the table’s parent data source.

Upload Data Dictionary Public API (Public Preview)

Public Preview of Upload Dictionary Public API that brings an improved, performant and asynchronous approach to

update records supporting a csv as an input file.

Conversation Public API Version 2

The new API is available at the following endpoint: ‘/integration/v2/conversations/’. This API includes the ability to

handle multiple assignees for a single conversation and added the possibility to assign group profiles to conversations.

Conversations Public API Improvements

• Conversations Public API is updated with advanced handling of deleted conversations, including new search

options and possibility to restore deleted conversation.

• Updated the Conversations Public API V2 and Conversations Internal API to support new searching and filtering

options. Users can search for conversations by creation date, assignee, or last response date. (AL-125306).

Workflows Public APIs

Public APIs for workflows are now available. These will allow users to list all the workflow requests, create a change

request, and show workflow request details.
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Bug Fixes

• Alation Analytics: - Fixed issue causing customer to not be able to query rdbms_columns. (AL-126878)

– Fixed issue causing deprecation flag description that was updated using the API not being updated in Alation

Analytics V2. (AL-123876)

• BI Migration:

– Migration script validates if source and target are the same before starting migration using the script.

(AL-127623)

– Added validation for source and target when migrating servers from native to OCF in Alation. (AL-126483)

• Bulk Import Utility: Fixed an issue causing keys inconsistency and incomplete, missing data source ID (ds_id)

and causing an error. Download template now has all object sets of type table, data source, column, schema

prepended with ds_id. (AL-119516)

• Bulk Utility: Fixed issue to avoid Bulk Utility Download process issue on encountering a Term linked to a

Glossary without title. (AL-125179)

• Compose:

– Comment syntax inside query variables are now treated as plain text. (AL-128065)

– The “Open New Query In Compose” button from AAV2 dashboards now creates queries without titles and

prevents them from being automatically published to avoid duplicate queries. (AL-126656)

– Fixed issue causing Schedule Result Sharing Modal to not follow the admin setting ‘Allow Public Sharing Of

Compose Results’. After the fix, public sharing is disabled if it is disabled from admin settings. (AL-124132)

• Conversations: Fixed an issue causing the conversation resolution status to be empty or null. (AL-106466)

• Google BigQuery OCF Connector: Fixed issue causing Lineage to not display for Temporary Tables and other

connected upstream and downstream tables, although the queries are parsed successfully. Added support to show

the lineage via a temporary node. (AL-117243)

• Governance/Workflow: Fixed issues for Review Policy/Term object set and Suggest column object set. (AL-

128809)

• Lineage:

– Added support to create lineage for duplicate queries with different comments across data sources. (AL-

125865)

– Fixed issue causing incorrect list of data sources to display for DataFlow sources. Deleting or renaming a

RDBMS source now deletes/renames its corresponding lineage source groups. (AL-120403)

– Fixed issue to support column-level lineage (CLL) for Select * queries with SET operators. (AL-77284)

• Power BI Scanner OCF Connector: Fixed connector links for apps and app related objects. (AL-120876)

• RDBMS Migration: Migration script validates if source and target are the same before starting migration using

the script. (AL-127532)

• Search:

– Fixed an issue causing multi-picker custom fields in catalog search to not display an accurate not_set count

for custom fields. (AL-116323) (AL-95802)

– Fixed an issue when using Edit Columns on the Advanced Search page to not display custom fields. (AL-

100937)

– Fixed appearance of backend value for “not set” filter. (AL-130483)

• Snowflake OCF Connector:
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– Fixes KeyError that occurs while Snowflake tag ingestion when a schema/table/column associated with a

Snowflake tag is not found in Alation. (AL-128018)

– Fixed failure in policy links ingestion due to missing objects caused by inconsistent custom queries for

tables and columns. (AL-125463)

– Fix failure in tag links ingestion due to missing objects caused by inconsistent custom queries for schemas,

tables and columns. (AL-125462)

– Fixed issue causing the error when trying to establish database connection in Compose when Snowflake

datasource is configured to use OAuth. (AL-124305)

– Fixed issue when detecting role switching for Snowflake configured using External Authentication. (AL-

122112)

– Lineage is not getting created for Snowflake Create View DDL queries having “With Tag” clause. (AL-

115186)

• Tableau OCF connector: Fixed connector links in Tableau OCF connector. (AL-118648)

1.2.15 KNOWN ISSUES

• The upgrade to 2023.3.1 or a later minor version of 2023.3 may fail due to Postgres failing to start. The issue

affects some of the Alation Cloud Service instances that have not been migrated to the cloud-native architecture

and the on-premise instances that used a custom approach to the installation and installed the Postgres component

in a Docker container. This issue can be addressed through a workaround: 2023.3.x Upgrade Fails Due to Postgres

Not Starting. A fix will be provided in a future Alation version.

1.3 Release Notes 2023.1 (General Availability)

1.3.1 RELEASE 2023.1.7.6

build 16.7.6.52631

Released October 11, 2023

Note: This patch release is available for customer-managed (on-premise) instances.

• Users will now be able to upload a data dictionary file containing rich text fields without experiencing the

Unexpected Error caused by the presence of rich text fields in the data dictionary file while generating a preview.

Additionally, we introduced the alation_conf parameter hydrate_rich_text_field_values_on_data_-

dictionary_preview_ui (disabled by default). It controls whether the existing values of rich text fields

should be hydrated by showing the corresponding display text for each of the mentions on the preview screen.

(AL-129392)

• Added a scheduled job that runs daily and deletes the data dictionary input files and generated report files that

are expired. The expiration period is set to five days with a feature flag which can be adjusted dynamically.

(AL-124514)
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1.3.2 RELEASE 2023.1.7.5

build 16.7.5.49213

Released August 30, 2023

Note: This patch release is available for customer-managed (on-premise) instances.

• Fixed an issue with the Health Check not showing any data. (AL-129229)

• Fixed an issue with the Health Check page not loading the status of services. (AL-118674)

1.3.3 RELEASE 2023.1.7.4

build 16.7.4-49180

Released August 30, 2023

Note: This patch release is available for Alation Cloud Service instances on the cloud native architecture.

• When deployed on the same node, the alationfc pods were sharing the process ID. This resulted in a number

of issues, such as the supervisord crashing and containers having access to processes in other containers. The

issue has been fixed. (AL-131522)

1.3.4 RELEASE 2023.1.7.3

build 16.7.3.48794

Released August 25, 2023

Note: This patch release is available for Alation Cloud Service instances on the cloud native architecture.

• This patch disables the synonym search feature on cloud native architecture, as we have identified an issue with

it and are actively working on a fix. We’ve made a decision to disable synonym search for now to ensure your

catalog experience is not affected. (AL-130610)

1.3.5 RELEASE 2023.1.7.2

build 16.7.2.48581

Released August 24, 2023

Note: This patch release is for all Alation instance types.

This patch release delivers important security fixes, addressing potential security risks in a number of components of

the Alation application. Your security tools may report vulnerabilities in Alation if this patch is not applied.

The patch includes these fixes:

• Upgraded the package golang.org/x/crypto in the Alation Connector Manager code to a newer and more

secure version. (AL-127369)
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• Native connector dependencies were upgraded to address potential security issues. (AL-127903, AL-127194)

• Addressed potential security risks in AuthServer. (AL-128630, AL-127600, AL-129757)

• Fixed a potential security risk in Compose by upgrading to Log4j 1.2 bridge. (AL-127586)

• Upgraded the General SQL Parser to a newer version to take advantage of the most recent bug fixes and improve-

ments. (AL-124451)

Additionally:

• Made changes to enable the transition to a new KVStore binary, providing the dynamic configuration on cache_-

index_and_filter_blocks and partitioned index and filter. (AL-124995)

1.3.6 RELEASE 2023.1.7.1

build 16.7.1.47079

Released August 16, 2023

All instance types

On-premise, cloud native, and instances that haven’t been migrated to cloud native architecture

• Fixed the error KeyError that occurred during tag ingestion from a Snowflake data source when a schema, table,

or column associated with a Snowflake tag was not found in Alation. (AL-128018)

• Fixed an issue where views ingested through incremental metadata extraction were incorrectly renamed and as a

result, incorrect lineages were created and displayed on Lineage diagrams. Solved by enhancing the view parsing

logic during the calculation of lineage. (AL-127249)

Instances on cloud native architecture

Cloud native only

• Previously, enabling the MT QLI flag on a cloud native architecture instance would result in enabling the QLI 2.0

flow for all tenants. This flow should be restricted to the Enterprise cluster only. This fix ensures that enabling the

MT QLI flag only applies to tenants in the Enterprise cluster. (AL-128327)

1.3.7 RELEASE 2023.1.7

build 16.7.0.44693

Released August 1, 2023

Note: Features or updates that are “on-premise only” or “cloud native architecture only” are identified with

a label in these release notes. If there is no label, it means the feature or update applies to both architectures

with the exception of items listed in the Cloud section.
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Alation Agent

• You can now subscribe to email notifications that alert you when any of your Alation Agents have become

disconnected from your Alation Cloud Service instance for an extended period of time.

Alation Analytics

• Data for policies and policy groups are now included in Alation Analytics.

Alation Anywhere

• The OpenWith API now provides additional fields: stewards, userName, and userEmail.

Cloud Platform - Cloud native architecture only

• Added a new cluster in Tokyo to better support customers in that region. (Cloud native architecture only)

• Align token_buffer_time in OAuth and AWS IAM Authentication configuration: The “token_buffer_time” pa-

rameter in OAuth Authentication configuration is now allowed to have a value between 1 to 10 minutes, unlike

previously which allowed a value between 1 to 60 minutes, For all existing OAuth Authentication configuration

whose “token_buffer_time” is greater than 10 minutes, it must be updated to comply with the new allowed range.

This change makes the allowed range of values for “token_buffer_time” consistent across OAuth and AWS IAM

Authentication configurations. (Cloud native architecture only)

Compose

• Compose now provides code folding, which enables a user to selectively hide or display subsections of long SQL

queries, improving readability and making it easier to focus on specific sections of code.

• When viewing the results of a SQL query in Compose, you can now click on a row number in the results pane to

highlight that entire row. You can toggle highlighting off and on for multiple rows by clicking their row numbers.

This makes it easier to keep track of your place when scrolling horizontally.

Connected Sheets - Cloud native architecture only

• Sharing Connected Sheets: Users can now share Excel spreadsheets stored in OneDrive or SharePoint, or Google

Sheets, with their colleagues. This feature is not available in Excel files stored in the local file system. See the

Alation Connected Sheets documentation for more information. (Cloud native architecture only)

Search

• Users can now export selected columns in the Search table view. Previously, users were only able to export four

default columns.
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Workflows

• Creator Optional in Change Request Workflow: While configuring a change request workflow, the user can decide

whether the creator of the object for object types like Policy, Policy Group, Term, and Glossary should go under

review or if they are allowed to bypass workflow.

Connectors

Snowflake OCF Connector

• Added Fields on MDE settings page to support custom tag and tag link feature. You can now curate queries to

extract tags and tag links to personalize which tags have to extract.

• Updated Default Snowflake QLI query to extract only successful statements.

• Changed session column of default query in the query to take up only the session ID.

Starburst Trino OCF Connector

• Support added for SSL connection with .jks files in addition to .cer files.

• Updated current single catalog extraction logic for a generic jdbc URI.

Open Connector Framework

• Added new endpoints to the Data Sources API (OCF) to get and patch general configuration settings for data

sources. The new endpoints allow all settings to be modified except certain authentication profiles like OAuth.

Alation APIs

• The Public Custom Field API now has access to Catalog Admins, in addition to Server Admins.

• New Workflow API endpoints to list active reviews, approve an active review, or reject an active review.

• New Policy API endpoint to delete policies in bulk.

Bug Fixes

Alation Analytics

• Fixed an issue where users receive an email indicating Alation Analytics setup failed when first installing it,

followed by a duplicate email. (AL-121948)

• Fixed an issue where the Alation Analytics groups table was not getting updated when a name change was made

to a custom group. (AL-122632)
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Compose

• Fixed an issue where the Scheduled Query Sharing Settings dialog would allow users to share query results, even

when the public sharing of query results were disabled in Admin Settings. (AL-124132)

• Fixed an issue that was causing Server Admins and Catalog Admins to be unable to edit trust check flags from

within Compose. (AL-123960)

• Fixed an issue where query forms would still allow you to click the Run Form button even if the query was empty.

(AL-82406)

Glossaries, Terms, and Articles

• Fixed glossary pagination issues. (AL-103526)

• Fixed an issue where custom fields were missing from articles after the upgrade to 2023.1.5. (AL-126298,

AL-126255)

• Fixed an issue that prevented members from being added to private data sources. (AL-123954)

Governance

• Fixed an issue in Stewardship dashboard causing duplicate and incorrect schemas when using the dropdown filter.

(AL-121211)

Native to OCF Connector Migration

• Fixed issue causing View Query to be missing from View Catalog page after migrating from a Native to OCF

connector. This fix is for both single data source and bulk migrations of RDBMS sources. (AL-116534)

Connectors

• Denodo OCF Connector: Fixed an issue for column extraction for null datatype returning from driver (v1.2.1,

AL-121751)

• Oracle OCF Connector: Fixed an issue where MDE failed as the Default Column Extract query was adding (, ).

(v1.4.6, AL-177498)

• Snowflake OCF Connector: Fixed table-based QLI query (v1.2.2, AL-124415)

• SQL Server OCF Connector: Fixed an issue causing last run usernames to display incorrectly. (v1.3.1, AL-

121091)

• Teradata OCF Connector: Fixed issue with Compose query execution in script mode (v1.0.8, AL-122878)
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1.3.8 PATCH RELEASE 2023.1.6.1

16.6.1.45432

Released August 3, 2023

Note: This patch release is for Alation Cloud Service instances that have not yet been migrated to cloud

native architecture.

• Fixed an issue where views ingested through incremental metadata extraction were incorrectly renamed and as a

result, incorrect lineages were created and displayed on Lineage diagrams. Solved by enhancing the view parsing

logic during the calculation of lineage. (AL-127249)

1.3.9 RELEASE 2023.1.6

build 16.6.0.43241

Released July 10, 2023

Note: Features or updates that are “on-premise only” or “cloud native architecture only” are identified

with a label throughout these 2023.1.6 release notes. If there is no label, it means the feature or update

applies to both architectures with the exception of items listed in the Cloud section.

Alation Analytics

Alation Analytics Backup and Restore Support - On-premise only

• Alation Analytics (AA) now supports backup and restore for AA data. Using this feature, users can restore to the

latest available backup instead of rehydrating ETL from start (which could take more time depending on the data

size). This feature is not applicable to Docker rootless on-premise installations or Alation Cloud Service (ACS)

installations, and there is no support for scheduled backups.

ETL Status Dashboard and Failure Notification feature

• ETL status dashboard and failure notification feature (delivered in the 2023.1.4 release) can be controlled by the

feature flag. The default status is disabled/ OFF.

Alation Anywhere

Alation Anywhere for Tableau - Private SSL Support

• Implemented self-signed SSL certificates and Personal Access Token (PAT) support for Tableau Metadata Upload.

This feature is behind a feature flag and provides improved handling of connection encryption during metadata

upload from Alation to Tableau (use of custom self-signed SSL certificates or disabling SSL certification).
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Alation Anywhere OpenWith Improvements

• Improved support for OCF data sources in OpenWith functionality.

• OpenWith is available for datasources for which it was not configured. Added change to ensure that requests filter

datasource types properly.

Cloud Platform

Alation Cloud Service URLs now have subdomains

• Alation is introducing subdomains to the URL for Alation Cloud Service. This will make it more clear that

your data is hosted in your geography, provide isolation between regions, and improve compliance with local

regulations. It also allows Alation to better optimize the performance of each region.

AWS IAM Authentication has new aws-global option in the region field

• The Admin feature aws-global is now an option in the region field for AWS IAM Authentication configuration.

This provides the ability to select global STS endpoints instead of region specific endpoints, as global endpoints

might be preferred because of high availability.

PrivateLink Support for Alation on Cloud Native Architecture

• Alation Cloud Service customers using PrivateLink can connect to data sources after migrating to Alation cloud

native architecture. Alation cloud native architecture provides PrivateLink connectivity to data sources in all

supported regions.

New Status Page for Alation Cloud Service

• Users can directly subscribe to updates or view anytime the status of Alation Cloud Service at sta-

tus.alationcloud.com. The status page displays the status by region for all tier one shared services. The status page

also displays any major incidents affecting all customers in a given region.

Compose

Compose Improvements

• Compose users can select an object (schema, table, column) in the left side bar and drag it to the Edit pane.

The full object name is inserted into the current cursor location in the Edit pane, by default, instead of previous

hyperlink functionality.

• Added the ability to support PKCE for Snowflake integration with External Oauth with Azure AD by removing

an extra = character.

• Decreased the default polling time for compose query completion to increase responsiveness. It is still configurable

by the alation_conf alation.query_exec.polling.min_interval.

• Added support to Compose SSO to work with Databricks URI, as per naming conventions specified for Databricks

Driver 2.6.29.
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• When using an Advanced schedule, users now have the option to chose a timezone whenever they are in a different

timezone. Previously, the Advanced schedule could not be converted from one timezone to another.

• Users can now go directly from Compose to the Query Catalog page by selecting the “View Query Page” dropdown

button.

Connected Sheets - Cloud native architecture only

• Support Azure SQL from Connected Sheets from both Microsoft Excel and Google Sheets.

Governance App

Policy Center

• Made minor improvements to how policies are fetched, sorted, and paginated. (AL-118350)

Workflows

• Users can configure that reviewers of a step will bypass the entire workflow while adding or updating step

configuration. This feature is under a dev flag.

Lineage

Cross System Lineage

• Added support in the MDE/QLI lineage flow for cross-system lineage across data sources with the same host and

port configuration.

Lineage Improvements

• Dataflow Public API will now return HTML content instead of plain text for the description field. (AL-122740)

• Updated the migration script deferred_lineage_group_sync to ensure temp objects appear in default groups

to make it easier to differentiate them from other catalog objects. (AL-118343)

• Made changes to ensure that the expand and collapse operation of asset groups will focus the groups and the root

node will be centered initially. (AL-122595)

• Support added for temp node creation in MDE lineage flow and cross-system lineage across data sources with the

same host configuration. (AL-114337)
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Connectors

Improvements and Updates to OCF Connectors

• Fixed issue on the Datasource page, causing the page to not render properly when using the browser back button

to move from one tab to other. (AL-121951)

Amazon S3 OCF Connector Enhancements

• Added Proxy support for OCF S3 connector (Basic Proxy and Auth Proxy). Upgraded to the latest cData csvdriver

to resolve a sampling issue.

• Provided a fix for failing MDE for referential directories for OCF Connector v3.5. Also added exception handling

while decoding path string to prevent MDE failure. (AL-119420)

• Fixed issue causing extraction to fail due to connection timeout. (AL-117232)

Azure Blob OCF Connector Enhancements

• Upgraded the JRE version to Temurin JRE 11.0.18, and ensured that the timestamp field in the parquet file will

have the correct value.

• With connector version 2.3.1 onwards timestamp field in parquet file will have correct value.

Azure Synapse OCF Connector Enhancements

• Ensured Azure Synapse OCF Connector server-less extracts views and columns for schemas as expected. (AL-

121471)

Impala OCF Connector Enhancements

• Compose works with SSL enabled CDH. (AL-120004)

Looker OCF Connector Enhancements

• Significant improvements related to MDE performance and logging.

Postgres OCF Connector Enhancements

• Fixed an issue in which Postgres OCF MDE was failing to extract the definition of aggregate functions using

QUERY_FUNCTION. (AL-120774)
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PowerBI Scanner OCF Connector Enhancements

• Added the PowerBI field level descriptions as source descriptions in Alation. These source comments will appear

on the overview page in the Catalog.

• Added source description for datasource fields.

Redshift OCF Connector Enhancements

• Upgraded the SDK 4.1.31. This SDK ensures complex column datatype, null and empty object ingestion failures

no longer occur.

Snowflake OCF Connector Enhancements

• Policy extraction is available for TABLE, VIEW, COLUMN. Policy linked with a tag is not supported and removed

from extraction (1.1.5).

• Improved MDE Column Query performance for selective extraction. (1.1.3) (AL-119284)

• Updated query column to exclude METADATA$ROW_VERSION system generated column. (1.1.4) (AL-122046)

SQL Server OCF Connector Enhancements

• Fixed an issue in which usernames appeared incorrect in query history. (AL-121091)

Starburst Trino OCF Connector Enhancements

• Starburst Trino OCF Connector now picks up only schemas of the catalog specified in JDBC URI.

Tableau OCF Connector Enhancements

• Migration Script fix for Tableau Native to OCF migration of bi_folder and bi_folder_filter data which

has composite_key= "postgres_id"

Query Service Support for More OCF Connectors

• Implemented Query Service in Impala OCF connector (1.1.0), Impala CDP OCF Connector (1.1.0), and Databricks

Unity OCF Connector (1.2.1), Fixed bug for Query fails for certain field types in SQL server (1.3.2) and MySql

(1.3.8) with Query Service enabled.
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OCF SDK Enhancements

• Modified the Maven dependencies to remove log4j 1.2.17 and replace it with the log4j1.2 API bridge library. This

ensures no log4j 1.x is used in the SDK.

Alation APIs

Dataflow Public API Improvements

• The Dataflow public API will return HTML content instead of plain text for description field.

Policies API

• Added an API to update business policies.

Public Bulk Create Custom Field API

• Added support for bulk creation of Custom Fields in the Public Custom Field API. Update and Delete behavior

are not supported.

Bug Fixes

Alation Analytics

• Fixed issue causing tenant to fail to provision due to null credentials from vault for Snowflake. (AL-124078)

• Fixed observing error in the backup command in Docker Rootless Ubuntu16 instance. (AL-123612) - Cloud

native architecture only

• Postgres is stopped before cleaning archive directory, allowing proper cleanup of old files. (AL-123253, AL-

122786)

• Fixed issue causing an invalid failure notification email to be sent when setting up Alation Analytics in cloud

native infrastructure. (AL-123094) - Cloud native architecture only

Glossary Page

• Fixed issue causing alert text to not display when removing term from Glossary Page. Alert text now displays

properly. (AL-120139)
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Compose

• Fixed an issue where Query Form Authors, Description, and Run information were not updating when modified.

(AL-67395)

• Fixed issue so that OCF Teradata respects the data upload chunksize for number of rows, same as Native Teradata

data source. (AL-120471)

• Fixed issue causing “Compose new Query” link from Query execution to not work properly. (AL-118756)

• Fixed issue in data upload when data source is configured to use query service. (AL-118675)

• Query permission modal was not showing the update fields without page refresh. Fixed the issue so that re-opening

the modal will show the updated fields. (AL-111298)

• Fixed issue in Compose Preview, where the description of schema, table, and attribute were only showing the

icon for the mentions and the name was missing. (AL-49226)

Cloud Platform

• Fixed issue causing /dev/shm mount missing inside chroot after upgrade. (AL-116942)

Search

• Fixed an issue to ensure Viewers are able to access and navigate to functions as expected. (AL-123062)

Workflows

• Fixed a blocking behavior for reviewers. Previously if a user took action on a suggestion (for example, approved a

change) and the user was part of the approval workflow downstream as part of a group, the user could no longer

take action on the suggestion. Now the same reviewer in multiple steps can act on all steps. (AL-121448)

1.3.10 PATCH RELEASE 2023.1.5.1

build 16.5.1.40261

Released June 16, 2023

Support for AWS PrivateLink on Cloud Native Architecture

AWS PrivateLink is now supported for Alation Cloud Service instances on cloud native architecture. Alation supports

AWS PrivateLink between a customer’s Alation instance VPC and a customer’s VPC in the same AWS region. You can

use AWS PrivateLink to connect to your regionally local data sources over a non-public internet connection. See AWS

PrivateLink with Alation Cloud Service for more details.
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Bug Fixes

• For Alation Cloud Service deployments that haven’t been migrated to the cloud native architecture, we upgraded

the RDS component to version 13.8. The previous version 13.6 is at end of life, which caused the need for this

upgrade. (AL-123330)

• Fixed an issue with Lineage diagrams where cataloged objects appeared as temporary nodes that disappeared

when the temporary object filter was applied. This fix ensures that cataloged objects will not disappear from the

graph when the temp filter is applied. (AL-122844)

• Fixed an issue with the lineage service consuming a large amount of memory because of unbounded queries.

(AL-122667)

• Enabled cache_index_and_filter_blocks to use the block cache for indexing and filtering. (AL-120852)

• The connection reset by peer error was often observed when Alation was reading configurations from CMS on

Alation Cloud Service deployments that haven’t been migrated to the cloud native architecture. This blocked some

jobs from moving through processing. Now, the cmsclient retry has been added to reduce the possibility of

failure when the connection reset by peer error occurs. (AL-120592)

1.3.11 RELEASE 2023.1.5

build 16.5.0.39106

Released June 1, 2023

Alation Analytics

• Glossary Terms and Glossary Data are now available in Alation Analytics (AAv2). Visualizations in Alation

Analytics will not explicitly call out Glossary Terms and Glossaries, but the data is available for querying.

• Added Workflows data to Alation Analytics: Workflows data is now available in Alation Analytics, enabling

customers to query Alation Analytics for Workflows usage data.

Alation Anywhere

Alation Anywhere for Microsoft Teams integration

The Alation App is now available on the Microsoft teams app store and provides customers with the following capabilities:

• Search and filter objects within Alation

• Preview objects

• Star and watch objects

• Support for the following object types: Tables, Queries, Data Source, Domains, Glossary, Terms, Articles,

and Conversations.
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Alation Anywhere Improvements

Resolved some notification related issues.

Cloud Platform

AWS Secrets Manager and Azure Key Vault

• Connection settings for OCF Connectors can now be pulled from user-maintained vaults, either AWS Secrets

Manager or Azure Key Vault. This allows users to consolidate secrets previously stored directly in the Alation

database, preventing “credential sprawl” and allowing organizations to comply with their IT security policies.

• Credentials stored in AWS Secrets Manager may be stored as plain text, JSON Key/Value pairs, or as binary

certificates.

• Credentials stored in Azure Key Vault must be plain text only. In particular, it is not possible to obtain binary

certificates from Azure Key Vault.

Support Migration of Alation Analytics Database from On-prem to ACS

Users have full access to Alation Analytics data after the migration from on premise to Cloud Native Architecture

without having to rebuild the Alation Analytics database.

OCF Connector Updates

Google BigQuery OCF Connector

Support Auto Lineage for Non-data Manipulation Queries: Added auto-lineage for SELECT queries coming with the

destination table for Google BigQuery. The destination table is considered the target table for the particular SELECT

query and lineage is built accordingly.

Impala CDH OCF Connector

HTTPS, HttpFS, and keytab are all supported. Tables with space in the HDFS location are extracted without errors.

Power BI Scanner OCF Connector

• Support for Dataset Parameters: Power BI uses parameters to make reports dynamic. The connector now supports

these values within Datasets making it easy to use dynamic PowerBI reports and view them within Alation.

• Enhanced MDE import: Only active workspaces are retrieved now within MDE and exclude deleted workspaces.

This improves MDE performance while also making it more robust.

• Updated JRE image: JDK version updated to 11.0.18 from previous version 11.0.16.
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File System Connectors

Verified folder navigation working properly for files/folders with special characters in their name.

File System Native Connectors to OCF Connector Migration

Added support for a Migrate button in UI for Amazon S3 and Azure Blob Storage native file system connectors.

Query Service Support for OCF Connectors

• Google BigQuery

• Databricks on Google Cloud

• Azure Synapse Analytics

• SAP ASE (Sybase ASE)

• SingleStore (MemSQL)

• Amazon Athena

• Denodo

RDBMS Connector SDK Metadata Extraction

The OCF Connector SDK now skips streaming and logging the objects received during RDBMS MDE that violate the

following constraints for text fields within them: fields exceeding the maximum character limit, fields having a non-zero

length and also a null character in payload, and fields representing the original name for objects as empty.

Compose

Compose Improvements

• Added the ability to switch to advanced scheduling for schedules created before the 2022.3 release and ensured

query schedules appear correctly regardless of query owner timezone. Also resolved various timezone related

issues within query scheduling.

• A Compose user can now select max number of columns to display per page for query results, making it easier to

link columns far apart on the same row.

• Ensured that the time appears as expected for simple and advanced schedules in query search.

Governance App

• Support of Policy as permitted otype in Object set custom field. With this, you can now link policies to objects

using object set custom fields.

• When rejecting a change request, users will be asked to provide a rejection reason.
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Workflows

• In My Tasks and Workflow Configuration table, user title was taking priority over username. Fixed this to take

username as higher priority while displaying.

• Added Workflows data to Alation Analytics: Workflows data is now available in Alation Analytics, enabling

customers to query Alation Analytics for Workflows usage data.

• Field Level Workflows: Alation now allows creating change requests on specific fields. Change request workflow

can be configured on the field level by selecting specific fields while in the change request workflow configuration.

Users can still configure change request workflow on an object by selecting all fields.

Connected Sheets

• Auto refresh capability is now available in Excel add-in. This allows users to schedule automated data refresh on

hourly, daily, weekly and monthly cadence and users can also opt into email notifications for successful and/or

failed scheduled jobs.

• Connected Sheets now supports Databricks on AWS and Azure Databricks via Alation Agent.

Lineage

Lineage Impact Analysis Improvements

• Changes made to the Impact Analysis feature allow lineage users to first select the filters and then ‘Apply Filter’

to load relevant data based on user selection instead of loading all data by default.

• Added support for pagination on the lineage service for Impact Analysis requests to improve performance.

• Added the ability to cancel an impact analysis request that is being processed.

• Added support for more fine-grained incremental control on the ‘Max Distance’ filter option instead of the preset

dropdown values.

Search

• Custom Field Search: Enable text search on custom_field values so that searching a value in custom fields

will return the relevant search results (objects). To enable this setting, set the flag alation.search.enable_-

custom_field_search=True.

Alation API

Conversation API improvement

The full path of an element was not being returned by the GET request, with the same issue visible in the user interface.

Improved so that GET values return full path.
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Public API Pagination Support for OCF datasources

• The BIServer APIs to get folders, reports etc., supports limit and offset API parameters for pagination.

• The API to sync the schemas from datasource to Alation has been split into two APIs to improve performance.

There is a new API to sync the schemas from data source to Alation. This will allow users to trigger sync job and

check job status. Once the job is done, the available_schemas endpoint can be used to fetch a list of schemas in a

paginated way.

Public API Support for Policies

• Added the ability to create Policies in bulk through public API.

• Added support to list policies through API. API also supports pagination, sorting, filtering and searching based

on some parameters.

Alation Developer Portal

For a full list of Alation API updates, see the 2023.1.5 API Release Notes on the Alation Developer Portal.

Bug Fixes

• Alation Analytics: Fixed an issue in ETL Jobs which caused extended running and resulted in stalling the ETL

pipeline. This was due to sub-optimal extraction of filesystems, files and directories. This task is now optimized

to work in smaller batches so that the ETL pipeline does not stall and AAv2 data refresh stays on cadence.

(AL-116308)

• Alation Analytics: Fixed an issue for a AAv2 where users could see the AAv2 settings page without enabling it by

going to the URL directly. After the fix, the page is only visible if the admin enables the feature flag for AAv2 in

Admin settings > Feature configuration page. (AL-73040)

• Alation Analytics: Fixed an issue affecting Custom Group names that were added and removed frequently in the

Alation catalog were not reflecting correctly in AAv2 due to unique constraints implemented in the associated

table. This constraint is removed and users can view how custom group names have been added and removed via

AAv2. (AL-113239)

• Compose: Fixed issue causing schedule time to display incorrectly. Fix ensures the time appears as expected for

simple and advanced schedules in query search. (AL-120473)

• Compose: Previously disabling/enabling a schedule from query search/scheduled query dashboard/compose

scheduling modal was modifying the timezone of schedule, causing the user interface to display incorrect time

and also triggering schedule runs at incorrect time. Now disabling/enabling schedule will not alter the timezone

of schedule. (AL-112937)

• Compose: Fixed issue causing variables in commented lines of query display when not supposed to display.

(AL-107727)

• QLI Pipeline: The task name for QLI Event Archiving was rosemeta.tools.event_archiver_with_-

partitioning.archive_execution_events_and_mentions. The fix is to update the entry for the QLI

Event Archiving task field in the PeriodicTable entry. (AL-118821)

• Looker OCF Connector: Fixed issue for selective MDE option to handle extraction of excluded/deleted folders

and associated objects appropriately. (AL-119475)

• SSRS OCF Connector: Fixed issue with MDE for ensuring consistency of folders and objects from SSRS that are

extracted into Alation. (AL-118662)
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• Power BI Scanner OCF Connector: Added buffer time to the retry mechanism for API retries when rate limit is

reached. (AL-114578)

• Power BI Scanner OCF Connector: Fixed issue to redirect to correct URL within customer Power BI instance

using the connector option within Alation’s catalog page for paginated reports. (AL-107494)

• dbt OCF Connector: Fixed issue causing metadata to not ingest from tables with an alias. (AL-117369)

• EMR Presto OCF Connector: Fixed issue causing columns to be missed in Alation for delta tables after successful

metadata extraction. (AL-119574)

• Amazon Redshift OCF Connector: Fixed issue to add support for complex data types having nested fields with

more than 100 characters. (AL-118629)

• Amazon Redshift OCF Connector: Fixed issue causing dynamic sampling to not work with the URL provided in

Compose section. (AL-117835)

Known Issues

BI Datasource catalog pages are not rendering correctly when dataflows are extracted

• When the user is navigating between tabs (Connections, Fields, Overview, etc.) in the BI Datasource catalog

pages, and if they click on the browser’s back button to navigate between these tabs, there is HTTP 500 error

thrown. This issue is because of the async operation to pass the properties within the feature flag, but ideally, it

should have been initialized before the feature flag. The user will see sporadic errors when they click the browser’s

navigation buttons instead of clicking the tabs to navigate from one page to another.

• Workaround: Use the tabs in the application to navigate between pages (BI Datasource catalog page), or reload

the page when encountering this page rendering issue.

1.3.12 PATCH RELEASE 2023.1.4.2

build 16.4.2.37601

Note: This patch is for Alation Cloud Service customers who haven’t moved to our cloud native architecture. It is

not available for customer-managed (on-premise) instances or Alation Cloud Service instances on the cloud native

architecture.

• The BI (GBMv2) public API now includes support for pagination with limit and offset parameters.

1.3.13 PATCH RELEASE 2023.1.4.1

build 16.4.1.36590

Note: This patch is only released for Alation Cloud Service instances on the cloud native architecture and is not

available for customer-managed (on-premise) instances.

• Previously, when restoration of a backup of an Alation version with Postgres version 13.6 was attempted on

the 13.8 instance image, updating Postgres version configuration failed, as it is not allowed on the cloud native

architecture. Now, Alation will skip updating Postgres version if RDS is enabled, ensuring that the backup

restoration can move forward.
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• Fixed an issue with Hive Connector 1.0.0 where query log ingestion (QLI) returned the error File /user/history/done

does not exist. The Hive connector expects query log files to use a certain format, and Hive QLI job failed when

processing malformed files. After this fix, instead of failing the job, Alation will skip such files in processing.

1.3.14 RELEASE 2023.1.4

build 16.4.0.35588

Alation Analytics

• Health Check Notifications to Server Admins

– Server Admins can turn off Alation Analytics ETL status alert email notifications.

– Server Admins can see the latest ETL failure status alerts on the Homepage. Detailed ETL failure

statuses along with the history will also be available on the ETL status page.

– Created monitors on Datadog for ETL failures for the SRE team for environments on Cloud Native

Architecture.

Alation Anywhere

• Alation Anywhere for Tableau

– Metadata upload to Tableau feature works with OCF Connectors.

∗ Previously, metadata upload worked only if extraction was done using native connectors. After

this change metadata upload to Tableau works if extraction was done using OCF Connector

for: Snowflake, MSSQL Server, Oracle, Postgres, MySQL, Azure Databricks, AWS Databricks,

Redshift and BigQuery.

– New Tableau enhancements, such as sending the endorsement flag to Tableau objects, sending catalog

set definitions and inherited tags, adding common branding for endorsement and quality flag consistency.

Connect Platform

• OCF Connector Migration Improvements

– Added support for bulk migration using command and Public API which can allow users to bulk migrate

their sources of the same database type from Native to OCF connectors.

– Enhanced Native to OCF migration command and UI option to migrate all the connection configurations,

MDE configuration, Compose configuration, sampling configuration and QLI configuration except SSL

certificate migration for all the connectors which supports SSL auth and User Auth certificate.

• Column Level Lineage for Sybase is now GA.

• Column Level Lineage for Hive is now GA.

• Incremental metadata extraction support for RDBMS data sources.

– Alation RDBMS connectors now support incremental direct lineage extraction by default. This is useful for

data sources such as Databricks Unity Catalog that have metadata that can be used to leverage incremental

lineage data extraction.

• OCF Alation Connector Manager in Rootless mode
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– Alation Connector Manager and Docker can now be run in rootless mode. Deploying the services requires

root or sudo privileges.

• Query Service Support

– Added QueryService Support for a variety of OCF connectors including AWS Databricks OCF, Azure

Databricks, Google BigQuery, Starburst, and Oracle.

• Email notifications for file system sources

– Alation now sends email notifications to Server Admins and File System Admins about extraction failures

on file system sources. Admins will be notified if the following jobs fail: metadata extraction, schema

extraction, Get List Of Schemas, or scheduled extraction. Notifications are sent for both OCF and native file

system sources. Previously, email notifications were only sent for RDBMS sources (data sources). Admins

can opt out of these notifications by disabling the toggle a scheduled metadata extraction/query log

ingestion/profiling job fails on a data source or by opting out of all email notifications on the Notifications

tab of their user account page. For more on email notifications from Alation, refer to Edit Your Preferences

and Profile.

Connected Sheets

• Enhanced search with ability to search on Title and Description, or use catalog object URL in search bar of

Add-in.

• Improved performance on catalog load and search experience with caching. Users can also refresh the cache at

any given time.

• View trust flags in Add-in for objects downloaded.

• Easily access catalog page for downloaded objects.

• Connected sheets now support Postgres, SQL server, Oracle and MySQL via Agent.

Lineage

• Added an Apply Filter button to load data relevant to the user selection.

• Instead of using a dropdown there is now a number input with increment / decrement buttons for max depth.

• Added pagination for Impact Analysis to improve performance.

Governance App

• A public API has been added to list workflows.

• Add support to provide reason for rejection during workflow add term / associate term request process.

• Data Dictionary Improvements. Improvements to the data dictionary upload API and pagination of the preview

list in order to prevent failure during file upload.

• Fixed issued causing properties section was showing as duplicated in the business policy catalog page.

• Fixed issue causing Policy Center page to fail to load due to null values being present in the API response.

• Untag values for Snowflake only for the data source currently being ingested instead of all sources.
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Installation and Upgrade

• Some existing jobs (Metadata Extraction / QLI / Profiling) which were in LocalTimeZone are still time-shifted 8

hours earlier after a previous Alation upgrade. A new script is available to update time zones to UTC.

Cloud Platform

• OCF Agent Rootless mode

– Alation Connector Manager and Docker can now be run in rootless mode. Deploying the services

requires root or sudo privileges.

• LMS History Service: Data Archival

– Support archiving history data in the new, performant LMS History Service which is used on Cloud

Native Architecture platform.

Alation API

• Public APIs for Alation Agent

– APIs allow admins to configure the Agent certificate and resync operations programmatically. These

APIs allow admin users to automate the lifecycle operations in an unattended fashion.

• Article API

– Article Swagger UI is always available, as Articles API is GA.

• Conversations API

– Users can now like a post in a resolved conversation.

– Mentioned link text (URL and name) is now returned by GET request.

Bug Fixes

• Fixed formatting issue when uploading business metadata containing special characters. The solution modifies

the existing process to treat all data passed as part of description as text.

• Ensured Data source, Schema, Table or Attribute name loads when reviewing suggestions on workflows opened

from Task Inbox.

• Fixed issued causing properties section showing as duplicated in the business policy catalog page.

• Fixed issue causing Policy Center page to fail to load due to null values being present in the API response.

• Untag values for Snowflake only for the data source currently being ingested instead of all sources.

• Fixed issue causing search with lineage to not return the most relevant attribute on the top of search results.

• Fixed issue causing attribute objects to not be indexed after upgrading Alation to version 2023.1.

• Fixed data format issue when uploading a data dictionary. The upload process was treating numerical data without

any text incorrectly, rather than considering it as text. This issue was fixed by modifying the existing process to

treat all data passed as part of description as text.

• Fixed issue causing glossary pages and glossary hub not to open and showing an error message.

• Fixed issue when searching for a node outside of the returned paginated data to return no values. The search

functionality on the asset grouping modal for collection nodes when searching for an object now returns search

results from the entire collection for the currently opened lineage graph.

4030 Chapter 1. Release Notes



Alation User Guide

• Fixed issue to increase the limit of object set individual records from a limit of 50 characters to 256 characters.

• Fixed an issue causing Policy custom templates to create a new visual_config clone on every edit and save action.

• Fixed an issue causing ampersands (&) to show as ‘&amp;’ in the left hand navigation. Ampersands now display

correctly in the left hand navigation.

• Fixed issue causing the arrow icon in the right navigation pane to not work for the data source.

• Fixed issue where OCF Connector status is showing as unknown after server restart when using the Alation OCF

Agent.

• Fixed issue causing QLI 2.0 to display an incorrect timestamp in a job status message.

• Fixed issue causing QLI 2.0 to trigger airflow when there are no queries to ingest and status message displays

“Query Ingestion Started”.

• Fixed issue causing Fivetran to display the dataflow object incorrectly. The dataflow object now displays correctly

between the source and the destination.

• Added a script in the diagnose tool to solve a QLI archival issue, where event_id is null for some partitions.

• Fixed issues to support cross-system lineage.

• Fixed issue causing search with lineage to not return the most relevant attribute on the top.

• Added more object types being tracked to the script that checks the indexing status of different object types. No

changes for how to use or new flows.

• Fixed issue causing an incorrect Healthcheck error message in the native cloud environment.

• Performance improvements for Upload Data Dictionary flow.

• Fixed the logic for how/when to show the “Restore draft” on Article Body and rich text fields.

• Fixed formatting issue when uploading business metadata containing special characters. The solution modifies

the existing process to treat all data passed as part of description as text.

1.3.15 RELEASE 2023.1.3

build 15.3.3.33838

Note: This build is available for Alation Cloud Service customers on the cloud-native architecture.

• Fixed an issue related to the background task scheduler. Previously, background jobs running for over an hour

could cause subsequent jobs to crash. In the user interface, the issue manifested itself through an error message in

the Job History table for the jobs that had crashed: Job is not running. It might have been killed or crashed. . .

With this fix, long-running Celery jobs will not impact subsequent jobs.
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1.3.16 RELEASE 2023.1.2

build 15.3.2.32690

Alation Catalog and Compose Improvements

• SQL literals can now be obfuscated for all view objects in the catalog. To enable this feature, set the alation_conf

flag alation.feature_flags.enable_obfuscating_view_sql to True. This will mask the view SQL

query on the catalog pages where it is displayed for all views. See Obfuscate Literals in View SQL for more

details.

• Added a new Compose setting Always show column names which is turned on by default. With Always show

column names enabled, the column headers of query results tables will show physical column names even when

columns also have curated titles in Alation. With Always show column names disabled, the column headers of

query results tables will show titles or physical column names depending on whether a column has a title. Titles

will be shown for columns that have them and physical column names will be shown for columns without titles.

Alation API

• Added support for Catalog Set (dynamic_set_property) and Catalog Set Shared Fields (propagated_-

catalog_set) in Supported Object Types in the Public Custom Field Values API.

OCF Connector Updates

• Azure Blob Storage OCF Connector

• Azure Synapse OCF Connector

• Databricks Unity Catalog OCF Connector

• dbt OCF Connector

• EMR Presto OCF Connector

• Impala on CDP OCF Connector

• Power BI OCF Connector (Non-Scanner)

• Amazon Redshift OCF Connector

• Amazon S3 OCF Connector

• SAP BW OCF Connector

• Snowflake OCF Connector

• Tableau OCF Connector
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Azure Blob Storage OCF Connector

New connector version available: 2.2.0.4373

• Fixed an issue where extraction failed with an “unexpected error” when information for some fields that were

optional for extraction was missing in the extracted files. Now, if object properties that are optional for extraction,

for example, size or modified time, are missing, MDE will successfully complete without ingesting these object

properties.

• The rule name parameter is now a mandatory field for extraction. Extraction will fail in case of an empty rule

name or empty destination container, or both, with the corresponding message in the connector log.

• Added an option to exclude individual files during schema extraction (applicable if Schema Path Pattern is

enabled).

Azure Synapse OCF Connector

New connector version available: 1.1.0.4029

• Added ability to extract metadata from serverless SQL pools.

Databricks Unity Catalog OCF Connector

New connector version available: 1.0.3.4144

• Added support for lineage generation.

dbt OCF Connector

New connector version available: 2.1.0.4367

• Added support for the Google BigQuery data source.

• Added support for the Databricks on AWS, Databricks on GCP, and Azure Databricks data sources.

EMR Presto OCF Connector

New connector version available: 1.0.4.4060

• Added support for extracting Hive Delta tables.

Impala on CDP OCF Connector

New connector version available: 1.0.3.4132

• Fixed an issue with Kerberos with a keytab connection.

• Fixed an issue with SSL-enabled connection.

• Fixed an issue with extraction where it failed if external tables pointed to the HDFS file path with spaces in the

file name.

• Added support for extracting Kudu tables.
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Power BI OCF Connector (Non-Scanner)

New connector version available: 3.0.0.4371

• Fixed a number of metadata extraction issues.

Amazon Redshift OCF Connector

New connector version available: 1.2.0.4216

• Added support for EC2 instance profile-based authentication.

Amazon S3 OCF Connector

New connector version available: 3.5.0.4216

• Added support for extraction from the PSV and TSV files.

• Fixed an issue where extraction failed with an unexpected error when information for some fields that were

optional to extraction was missing in the extracted files. Now, if object properties that are optional to extraction,

for example, size or modified time, are missing, metadata extraction will successfully complete without ingesting

these object properties.

• Added an option to exclude individual files during schema extraction (applicable if Schema Path Pattern is

enabled).

SAP BW OCF Connector

New connector version available: 1.0.9.4297

• Fixed a number of extraction issues.

• Added support for schema prefix extraction. When we extract from JSON files with a schema prefix, metadata

extraction now completes successfully and all columns are extracted. Previously, column names were not extracted

from JSON files with a schema prefix.

Snowflake OCF Connector

New connector version available: 1.1.1.4303

• Added ability to reuse the QLI view created for the native Snowflake data source.

• Added support for Snowflake key pair authentication with the public and private key generated using the

aes-256-cbc encryption.
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Tableau OCF Connector

New connector version available: 1.5.0.4134

• Fixed a number of metadata extraction issues, including extraction failing due to an out of memory exception and

other errors.

• Added ability to successfully extract metadata from a Tableau BI source when embedded data sources have a very

large number of upstream columns.

• Updated the connector’s JRE image.

• Fixed issues with metadata upload when the data sources are Google BigQuery and MySQL.

• Fixed an exception-handling bug where the connector froze without erroring out when an API request failed. The

connector will now log a clear error message and skip the object that caused the error.

• Updated the Tableau BI source settings user interface. The fields required for Personal Access Token authentication

now appear on top of the settings page under Connector Settings > Server Connection.

• Added ability to extract the owner information for workbooks, dashboards, reports, embedded data sources, and

published data sources.

Connected Sheets

• Added ability to edit the dataset configuration including columns and filter criteria at any time. Available in both

Google and Excel add-ins.

• Added the trust flags information to data objects downloaded from an add-in. You will see the relevant trust flag

descriptions in the add-in with a link to view more details on the catalog page.

• Connected Sheets can now work with an on-premise PostgreSQL data source connected with Alation Agent.

Bug Fixes

• Resolved an issue where the HA pair rebuilding failed after the upgrade to version 2023.1 with cluster splitting

due to a bug in the replication service. Now, the admin performing the upgrade of an HA pair with cluster splitting

should be able to successfully complete it.

• Fixed a bug in Compose where large query executions on an Amazon Redshift data source were getting stuck.

The issue was due to a race condition on the server created by one of the internal API calls. Now, users should be

able to successfully execute large queries on Redshift.

• Fixed a bug that caused an error when accessing the Policy Center page on some Alation instances. The issue was

due to the API response for the “/all_policies” GET request containing unexpected null values for the Stewards

field on some of the policy objects. Fixed by adding logic to the frontend to properly handle unexpected values.

• Fixed a bug where the QLI archiving job was set to run once a year in the internal database even though users had

previously added a different schedule in the settings of a data source. The QLI archiving job will now respect

schedules set by users.

• Fixed an issue with the Compound Layout lineage view where the More nodes indicator disappeared from the

graph after adding a node from the Search for more objects dialog. Now, when there are collection nodes present

for the graph, the down arrow indicator will also be present.

• Fixed an issue where the Show Parent and Show Children actions did not have an effect after a user attempted to

expand a lineage node on a large Lineage diagram.

• Fixed an issue where the Show Parent and Show Children actions only displayed a part of the available lineage

nodes on large Lineage diagrams.

1.3. Release Notes 2023.1 (General Availability) 4035



Alation User Guide

• Fixed a number of user interface issues to stabilize and improve the Lineage Asset Grouping feature.

• Added a warning to the Delete BI server confirmation dialog that deleting large BI sources may cause issues in the

Alation user interface. Deleting a large BI source may cause a 500 error on the Alation server. We recommend

contacting Alation Support for help with deleting such BI sources until this issue is resolved. Note that BI sources

with a small number of objects or with no objects can be safely deleted from the user interface.

• Fixed an issue where the lineage generation job was stuck in the Running status even though the corresponding

metadata extraction job was completed and assigned the status Succeeded. The job history will now reflect the

correct status of all jobs subordinate to metadata extraction.

• Fixed the time zone discrepancy in the Next Run column in Admin Settings > Monitor > Scheduled Query

Dashboard. Now the Next Run time will be shown in an admin’s local time zone.

• Fixed an issue where Alation failed to start after remounting the data volumes from the old to the new Alation

instance. The problem was due to a permission issue when trying to restart a process. Fixed by updating the

directory permission.

Known Issues

• The Alation update of an HA pair without splitting the cluster will fail. We recommend upgrading HA instances

using the cluster splitting upgrade method until this issue is resolved.

• Deleting a large BI source may cause a 500 error on the Alation server. We recommend contacting Alation

Support for help with deleting such BI sources until this issue is resolved. Note that BI sources with a small

number of objects or with no objects can be safely deleted from the user interface.

1.3.17 RELEASE 2023.1.1

build 15.3.1.30768

• Fixed an issue where tag values on multiple Snowflake data sources cataloged using the Snowflake OCF connector

were reset to Not set after metadata extraction on one of them. The fix ensures that after metadata extraction on

one of the existing Snowflake OCF data sources, the tag field values will not change on other Snowflake OCF

data sources.

• Fixed an issue for an Oracle data source where the Compose connection kept timing out with the error Could not

start query. Check your connection and try again in the UI and the Connection closed error in the log. Added a

configuration option to enable a check that the Oracle database connection is open before running a query. To

enable, append -DcheckOracleConnIsOpen=true to the alation_conf parameter connector.extra_flags.

Note: Do not override existing values. If the parameter connector.extra_flags already has some

values set, add your new value:

alation_conf connector.extra_flags -s ' -Darg1=value1 -Darg2=value2 -

DcheckOracleConnIsOpen=true'

On how to use alation_conf, see Using alation_conf .

• Fixed an issue where users were unable to see the table and column object lists on the Curate > Assign Stew-

ards page. The issue was due to the internal APIs used for curation dashboards performing multiple queries to

the database in an inefficient manner, which resulted in the 504 error. Added a fix where for every given batch of

1000 curation object records, all related records will get pre-fetched using a single bulk query.

• Queries ingested with QLI with the only change in the comments will no longer create duplicate dataflow objects.
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• Fixed a performance issue with Multi-Select Picker custom fields. With multiple populated Multi-Select Picker

custom fields on a catalog page, multiple duplicate calls to the internal API were happening to refresh the Multi-

Select Picker field data. These extra calls were redundant and caused performance slowness. Fixed by updating

the conditional check on Multi-Select Pickers to only fetch data when the selected values have changed.

• The health check API http(s)://<your_alation.com>/monitor/i_am_alive now has a configurable time-

out threshold. The the health status check of the lineage service will be terminated if the threshold is reached.

The threshold is controlled by the alation_conf parameter lineage-service.health_check.timeout, set in

seconds. Previously, this threshold could not be configured. When it was reached, the i_am_alive API response

or the corresponding email alert indicated that the lineage service health check failed but did not contain any

specific exception. Now, the API response and the email alert will include a message that the request timed out

based on the health check timeout threshold.

• Previously, Alation users could run into a bug where the column profile histogram on the Sample tab of the

column catalog page only added new counts and values but never removed values that had been removed from the

underlying database. This issue has now been addressed and column samples should correctly reflect the removal

of a value during any corresponding profiling request (scheduled table profiling or manual column profiling).

• Fixed a SAML authentication issue on Alation Cloud Service instances where the login failed for new users with

the error RelatedObjectDoesNotExist: User has no profile. After the fix, Alation will process SAML responses

with empty attributes lists correctly. For example, if an empty list is received from the IdP for an attribute like

Title, then an empty string will be saved instead of breaking the login flow.

• Fixed a SAML authentication issue on Alation Cloud Service instances where active users were unable to log in or

suspended users could not be activated if the case in their username had changed in the IdP. Now, a username can

be patched in IAM using the PATCH endpoints. If there is any change in the username in the IdP, the username

will be sync’ed to IAM as well.

1.3.18 RELEASE 2023.1.0 - General Availability

build 15.3.0.29706

Released February 21, 2023

Governance App

Add Object Request Workflow for Glossary Terms

This new workflow aims at governing the creation of terms in Alation. It allows you to set up a review process for any

newly created glossary term before it is added to a glossary. For any new term under a workflow, there are two modes:

• DRAFT—A private mode for terms in a workflow. It allows the creator to work on the term in a private space and

invite other users to collaborate. The term is not accessible to users unless they are granted access by the creator

or are Catalog or Server Admins.

• UNDER REVIEW—Review mode. Once the creator has finished drafting the term, they can submit it for review.

This initiates the review process, and the term enters the Under Review mode. The term is available for review by

a defined set of reviewers, which includes the creator and collaborators. The term remains in the Under Review

mode until it is reviewed and approved. Once it is approved, the term goes live and can be viewed by all users.

All workflow participants get real-time email notifications about the changes and reviewers get a rich experience enabling

them to act on terms pending review.
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Compose

Granular Access Permissions for Queries

Previously, Alation didn’t have the capability to set granular access permissions for query objects that would allow only

certain users to view, edit, or run them. Starting with this release, you can use the new Sharing & Access feature to

configure access to queries in Compose and the catalog, thus controlling who can view, edit, and run them. Levels of

access supported for queries are:

• No access

• View Access

• View & Run Access

• View, Run, & Edit Access

• Owner.

The access rules are set on individual query objects and apply to both unpublished and published queries. For new

queries, the default is View & Run Access for everybody.

If you are using the alation_conf parameter alation.catalog.unpublished_query_visibility_level to con-

trol visibility of unpublished queries, note that this setting will take precedence over individual access permissions

on unpublished query objects. If the parameter alation.catalog.unpublished_query_visibility_level is

currently set to not_visible (unpublished queries can only be accessed by Owners and users with whom they were

explicitly shared), then after enabling the Sharing & Access feature, unpublished queries will remain invisible to users

even if they are given View Access in the user interface. We do not recommend changing the parameter alation.

catalog.unpublished_query_visibility_level to visible before all protected unpublished queries have been

assigned the correct access privileges.

Scheduled Query Dashboard for Admins

The Scheduled Query Dashboard in Admin Settings > Monitor empowers Server Admins to manage scheduled

queries across all users and data sources in an Alation instance:

• All scheduled queries at-a-glance

– Tabular view of all scheduled queries with the following details: Query Title, Data Source, Query Owner,

Owner Status, Schedule, Next Run Time, Status, and Actions.

• Actions on specific scheduled queries

– Change Schedule Settings

∗ Modify schedule settings to spread query loads over time, improving overall system performance.

– Change Permission

∗ Grant or revoke View, Run, and Edit permissions to or from individuals or groups in case the query

owner is not available.

∗ Change the owner of a query to avoid “ghost” scheduled queries.

– Cancel Next Run

∗ Cancel the current execution or the next pending execution of a scheduled query to save resources.

– Disable Schedule

∗ Disable a query from running on a schedule, so that scheduled queries with owners who are no longer

employed at the company or queries that are no longer needed don’t keep running forever.

4038 Chapter 1. Release Notes



Alation User Guide

Ability to Use Hive Variables in Compose

Previously, since Hive variables were in conflict with Query Form variables due to their syntax, they could not be used in

Compose. With this enhancement, Compose users can use an escape character (${\hivevar:tablename}) to resolve

syntax conflicts between Query Form variables and Hive variables, enabling the use of Hive variables in Compose

queries.

Lineage

Compound Layout View

Alation now provides the ability to represent lineage objects based on their logical alignment with the data source and

dataflow objects: the Compound Layout View of the lineage data. The view supports the Show Parent/Show Children

functionality which will display additional upstream and downstream lineage nodes that are not directly linked to the

main object.

This feature is not enabled by default. To make it available on your Alation instance, set the following alation_conf

flags to True:

• alation.feature_flags.DEV_enable_lineage_asset_grouping—Enables the Compound Layout View

toggle on the Lineage tab.

• alation.feature_flags.DEV_enable_lineage_asset_grouping—Enables the three-dot menu on lin-

eage nodes on the Compound Layout View.

• alation.feature_flags.DEV_enable_lineage_collection_nodes_modal—Adds the Show Par-

ent/Show Children functionality.

If a data source supports DBT connections, users will see the DBT dataflow objects grouped together.

Compound Layout View currently doesn’t support column-level lineage.

Lineage Default View Configuration—No Restart Required

Previously, after the lineage settings were modified in Admin Settings > Customize Catalog > Lineage, the lineage

service had to be restarted. Starting in 2023.1, the restart is no longer required.

Impact Analysis Performance Improvements

We implemented a number of changes to improve the general performance of the Impact Analysis reports:

• Reports now use lazy loading to load faster.

• Temp objects are excluded by default. Previously, the configuration parameter lineage-service.filters.

exclude_temp was applied only to the graph view. Now, it’s applied to both the graph and the Impact Analysis

reports.
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Catalog

Domain and Term Objects Now Respect Object-Level Permissions

• On the catalog page for a domain, if a user doesn’t have View permission for a specific object, they will not see

this object in the Browse this Domain list.

• Users can no longer apply changes to objects they don’t have Edit permission for when adding an object to a

domain.

• The Domains field on the catalog pages of objects will now respect object-level permissions. Only users with

permissions to edit an object will be able to modify its domain membership.

• If a user does not have Edit permission for a parent glossary, they will not be able to apply membership changes to

child terms. A user will need View or Edit access to a term object and Edit access to a glossary to add or remove

a term to or from a glossary.

• If a term object is added to more than one glossary and is configured to inherit permissions from all of them, a

user will need access to all glossaries to have access to this term.

• A user will be able to see and/or update the template of a term object based on their object-level permissions for

this term.

Term and Glossary Navigation and Search Improvements

• We added the Glossaries column to the Terms table to indicate which glossaries the terms belong to. This applies

to the Glossaries landing page and each individual glossary pages.

• We added the Glossaries facet to full-page Search for term objects. When searching for terms with the full-page

search, you can now filter by glossary.

Data Quality Indicators Added in Search Results

Alation Search users will be shown an icon indicating a Data Quality warning that affects objects in the search results.

This icon represents quality issues affecting the object or upstream objects.

Quality Propagation of Downstream Data Objects—General Availability

Alation’s Data Quality service now includes quality values generated from ingestion from OCF data sources. On

detection of deleted data objects, Data Quality creates a deleted quality value on that object which then propagates to

the downstream nodes on the lineage graph. This information will be displayed for downstream tables, BI reports, and

BI datasources and is surfaced on the new Data Health > Upstream Issues tab for each respective catalog page.

This functionality, introduced in the previous release as Beta, is now General Availability.
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Search Results Span Title and Rich Text Fields

The Search function now enables search results that span the title as well as rich text fields. For example, an article with

“new york city” in the title and “local park” in the body can be found by searching for “new york park”.

Note: There is a small accompanying change in the search spell checker behavior. When a search query

consists of one word, it will be checked for spelling. When a search query consists of several words, the

spell checker will be invoked less often. It will only check and suggest a correction if there are no results

for the word(s) that are spelled correctly.

For example, in the query “healthcare revnue”, “revnue” is misspelled. However, if the search finds results

matching “healthcare”, the spell checker will not correct the second word, returning results that match

“healthcare”. If both words are misspelled, the spell checker will correct the first word. For example, if you

typed “halthcare revnue”, the search would still return matching results for “healthcare”.

Search Indexing Improvements

• Implemented the force merge API for Elasticsearch for better search index storage management. Force merge

executes every Sunday.

• Completed a number of modifications to reduce the search index size, including setting the current default stored

values for fields to False so that Elasticsearch saves source data only.

Alation Analytics App

Supportability Improvements

• Added functionality to improve the ETL process and failure tracing for Alation Analytics. Implemented an error

notification framework in order to communicate ETL errors. Server Admins will now receive email notifications

if the ETL process ends in an error, reducing the time required for them to become aware of an issue.

• The health status of Alation Analytics Postgres and RabbitMQ containers can now be monitored from the user

interface in Admin Settings > Monitor > Health Check. Note that on the instances on Cloud Native Architecture,

only the RabbitMQ health is displayed, as Postgres is a managed RDS service. Failure notifications are sent as an

email to Server Admins.

Data Model Additions

• Added fields file_url, directory _url, and filesystem_url to tables files, directories, and

filesystems respectively in Alation Analytics to improve consistency with columns available for other data

objects like datasources, schemas, tables, and columns.

• Added a new boolean column private to the rdbms_tables table in Alation Analytics to indicate whether the

table is private or public.
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Alation APIs

New Conversations API

Added a new API for working with Conversations, introducing endpoints for getting, creating, updating, and deleting

Conversations and Conversation replies (posts).

Updates to OCF Data Sources API

Added new endpoints to the OCF Data Sources API:

• API now allows users to update OCF data source information using the PUT endpoint /integration/v2/

datasource/{datasource_id}/.

• Added datasource config checks group of endpoints that allow performing connection tests that are equivalent to

the Test Connection functionality in data source settings in the user interface:

– /integration/v2/datasource/{datasource_id}/configuration_check/—Check all configura-

tions of the data source.

– /integration/v2/datasource/{datasource_id}/configuration_check/service_account_-

authentication/—Check the service account authentication status of the data source.

– /integration/v2/datasource/{datasource_id}/configuration_check/service_account_-

privileges/—Check the service account privileges of the data source.

– /integration/v2/datasource/{id}/configuration_check/network_connection/—Check if

the OCF connector is responsive. Returns response 200 if responsive and response 400 when a gRPC

timeout occurs.

Updates to User V2 API

Enhanced the GET methods to return the date the user was created and their last login date. We also added new query

parameters to enable filtering on the user’s creation date and last login date. This will enable Alation program owners to

drive adoption of the catalog by programmatically identifying users who haven’t logged in for a given time. You can

then send users a message encouraging them to take advantage of Alation.

Updates to Virtual File Systems API

Fixed a bug where POST calls were failing if the ts_last_accessed parameter was missing from the request. This

has been fixed so that ts_last_accessed is no longer required for uploading virtual file systems.

Alation Integrations

Connected Sheets

Connected Sheets for Microsoft Excel

The Connected Sheets for Microsoft Excel is a new add-on that helps users discover data sources in the Alation catalog,

download data using filter & sort criteria, and refresh on demand. The Connected Sheets page, accessible from the

Apps menu in Alation, will have the MS Excel add-on installation link.
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This feature is available on the Alation Cloud Service with cloud-native architecture. Users must have an Explorer or

Creator license to use the add-on.

Connected Sheets for Google Sheets

Users can now edit the configuration of the downloaded sheet.

Alation Anywhere for Tableau

• To provide more visibility into automated data upload jobs for Server Admins, we added the Upload Job Status

table to the Metadata Upload From Alation to BI Server section of the Tableau BI source settings showing the

status of automated data uploads. The details for each upload job are available on clicking the View Details link

in the Details column of the table. The table will be available if Alation Anywhere for Tableau is enabled on the

Alation instance and if automated uploads are enabled for the Tableau data source.

• The @-mentions used in the Description field and in the trust flag comments of data source and table objects are

now transferred to Tableau as part of metadata upload.

Alation Anywhere for Slack

User Experience Improvements

• Added a success indicator that an item was sent to a chat to the Alation Search dialog in Slack.

• Undefined items have been removed from preview.

Cloud Platform

New Explorer Role

Alation Cloud Native architecture customers will now be able to use a new user role Explorer with the corresponding

new license type. This role offers all the capabilities of a viewer and also provides access to Connected Sheets, query

forms, and the Queries API, except the CREATE endpoint.

Bring Your Own Key (BYOK)

Bring Your Own Key (BYOK) is an encryption key management system that allows customers to encrypt their data and

retain control and management of their encryption keys. Available for Alation Cloud Native architecture customers.

Connect Platform

Column Level Lineage Add-Ons

• Column-level lineage for PostgreSQL will be shown on the Lineage tab along with table-level lineage after running

MDE or QLI jobs.

• Column-level lineage (CLL) for Presto is GA (previously Beta).

• Column-level lineage (CLL) for Databricks is GA (previously Beta).
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• Column-level lineage (CLL) for Hive is Beta.

• Column-level lineage (CLL) for Sybase is Beta.

User Interface for Migrating Native BI Sources to OCF

Admins can now migrate native BI sources to OCF in the Alation user interface. Previously, this action required access

to the backend of the Alation server.

View Jinja Code on Dataflow Catalog Pages for dbt Dataflows

Added ability to view Jinja code on the dataflow catalog pages for DBT dataflows.

New OCF Connectors

Amazon Athena OCF Connector

The OCF connector for Amazon Athena is available in this release.

Databricks GCP OCF Connector

The Databricks GCP OCF connector is available in this release.

dbt Add-on OCF Connector

The dbt add-on OCF connector is available in this release. The connector supports dbt Core and Cloud, and extracts

dbt descriptions for tables and columns in the catalog and dbt lineage for supported databases and data warehouses

(Snowflake, Amazon Redshift, and PostgreSQL). The configuration settings for add-on connectors are available on the

General Settings tab of OCF RDBMS connectors when the add-on is enabled on the Alation instance.

Also see View Jinja Code on Dataflow Catalog Pages for dbt Dataflows.

If the Compound Layout View is enabled on Lineage diagrams, the dataflow objects from dbt will be grouped together.

SSRS OCF Connector GA

The SQL Server Reporting Services (SSRS) OCF BI connector is now General Availability.

Improvements and Updates to OCF Connectors

Power BI OCF Connector Enhancements

• Added support for commas in queries available in dataset expressions returned in Power BI REST API responses

for the SQL Server data source.

• The connector can now parse queries with multiple quotes and spaces to get the connection information for the

SQL Server data source.

• The connector now validates port numbers in dataset expressions returned by Power BI REST API responses for

all data sources.
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• The connector now gets connection information from a non-quoted connection string in the dataset expression

returned by Power BI REST API responses for the Snowflake datasource.

• Enhanced the connector to work with HTTP proxies (for example, Squid).

• Added the ability to restrict access to only those workspaces to which the service principal has access.

• Enhanced the connector to support Google BigQuery data source for table-level lineage.

Tableau OCF Connector Enhancements

• Added support for column-level lineage.

• Added an error log summary report at the end of metadata extraction.

• Added extract or live indicators and extract date for Tableau datasources (both published and unpublished).

• Removed pagination fields from the Tableau OCF settings page as pagination is now handled within the system.

• Implemented a fix to remove un-extracted sites and (or) projects when selective MDE is run.

• Enhanced the connector to support BigQuery data source for table-level lineage.

Looker OCF Connector Enhancements

• From version 1.4.1, the Looker OCF connector has support for Looker 4.0 API.

• Fixed an issue where the curation data for BI reports and BI datasources was lost after extraction if a column had

been added or removed to a report in Looker. Alation provides a migration script to update Looker BI objects in

Alation to restore missing curation data. The script should be run before the connector upgrade.

• Enhanced the connector to support BigQuery data sources for table-level lineage.

Azure Blob Storage OCF Connector Enhancements

• Added support for schema extraction for CSV, TSV, PSV, and Parquet files.

• Added support for on-demand end-user driven Sampling for a CSV, TSV, PSV, and Parquet file. Access keys and

Shared Access Signatures are supported authentication mechanisms. Azure Active Directory authentication is

also supported via AuthService. Available with Azure Blob Storage OCF Connector version 2.0.0 and Alation

version 2023.1.

AWS Databricks OCF Connector Enhancements

• AWS Databricks OCF connector version 2.0.0 now uses Databricks driver version 2.6.29.

• AWS Databricks OCF connector version 2.0.0 is certified to be used with Databricks runtime 11.x.

1.3. Release Notes 2023.1 (General Availability) 4045



Alation User Guide

Databricks Unity Catalog OCF Connector Enhancements

Databricks Unity Catalog OCF connector version 1.0.2 supports Sampling, profiling and Compose. Azure Active

Directory auth is supported for Compose and Dynamic Sampling for Databricks on Azure.

Query Service Support for More OCF Connectors

Query Service enables the use of Compose for OCF data sources that are added through Alation Agent. In this release,

Query Service support was added for DB2, Teradata, Greenplum, SAS Base, SAP HANA, Vertica, SAP IQ, and EMR

Presto.

QLI Support for RDS-Based Data Sources

Added QLI support for MySQL, Oracle, and SQL Server on RDS. Previously, Alation did not support QLI for these

RDS-based data sources.

Direct Lineage Extraction Is General Availability

The direct lineage extraction feature is now available to all users as the feature flag alation.ocf.mde.direct_-

lineage.enable_extraction has been removed. OCF connectors that support direct lineage will extract direct

lineage metadata from data sources as part of metadata extraction.

Alation Agent

For Alation Cloud Service instances, we’ve certified the Amazon S3 OCF file system source with Alation Agent running

in the customer VPC.

Enterprise Readiness

Postgres Upgrade to 13.8

The Alation internal PostgreSQL database is upgraded to version 13.8 for customer-managed (on-premise) Alation

instances. PostgreSQL version 13.8 includes a security vulnerability fix and provides performance gains over previous

versions.

Default Backup Tool Is pgBackRest

The default backup tool is now pgBackRest, which has improved backup reliability and performance capabilities over

the previous tool, pg_probackup. The pg_probackup tool remains as an option to restore older backups.
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Bug Fixes

• Fixed an issue where if term objects were added as Object Set field values, their descriptions did not appear on the

table view of the Object Set field in the main panel of the catalog template. Terms will now have their descriptions

displayed in the Object Set field tabular view, as expected.

• Fixed a bug where the Details column of the Job History table on the Query Log Ingestion tab of data source

settings did not display the success message for the Succeeded status. Now, the Details information will be

available for every QLI status.

• Fixed an issue where back references from term objects did not appear in the See more dialog. The See more

link is displayed when there are more than five back references in the Related Articles field. Now, the dialog will

show all available back references.

• Fixed an issue where permission to share a query from a catalog page was not available to users with the Viewer

role. Now, Viewers can share queries they have access to. The Share button will be available to them under the

More menu on catalog pages of queries and query forms.

• Fixed an issue where Server Admins could not see the Access dialog for queries if they were not the owner or

editor. Now, Server Admins can change query permissions on the query catalog page or in Compose, if necessary.

• Fixed an issue where the workflow lookup did not include the workflow after removing an excluded object from

the workflow configuration. Former known issue in LA.

• For Alation Anywhere for Slack, fixed an issue where the search results were incorrect when the search string

contained spaces. Users can now use search strings with spaces.

• Fixed an issue where the Impact Analysis or Upstream Audit reports were sending duplicate API requests to

the database. For large lineage graphs, this could noticeably affect the lineage data loading time. After the fix, the

loading time for large graphs has been significantly improved.

• Optimized the migrations of the database which were slowing down the upgrade of the Alation Analytics app.

After the installation or upgrade of 23.1, the flags will need to be reconciled between Alation Analytics and the

internal database. To do that, execute the one-off script reconcile_flag that is located in the one-off-script

folder under Alation Analytics after updating Alation to 23.1. (Included into the 23.1 upgrade steps).

• Fixed an issue with tags, which were not updated in Alation Analytics after being removed from the catalog.

After the installation or upgrade, the tags will need to be reconciled between Alation Analytics and the internal

database. To do that, execute the reconcile_tags script that is located in the one-off script folder of Alation

Analytics. (Included into the 23.1 upgrade steps).

• Alation Cloud Service instances will no longer send a redundant email notification that was sent to Server Admins

after the Alation update that extraction from Alation Analytics failed due to the outdated Alation Analytics version.

• Alation now respects custom field permissions during field editing set through People Sets when users use Bulk

Actions. Previously, bulk updates of custom fields of picker type by users given edit permissions through a People

Set did not work from Stewardship Workbench.

• Fixed an issue where users observed a discrepancy between lineage graphs on Lineage V2 and V3 when temp

tables were excluded and when the main node was connected to all temp nodes on the first lineage level. Lineage

V3 rendered an empty graph, while Lineage V2 displayed the main node. Now, the main node will be displayed

even if temp tables are excluded.

• Fixed a bug where the column width of the results table in Compose did not scale correctly and clipped the last

column, adding horizontal scrolling. The fix also addresses other display issues where content was not visible

when the browser window (Chrome) was set to 90% Zoom.

• Fixed an issue where a user with the Catalog Admin role, assigned as a Data Source Admin to a data source,

could not use the Test Connection feature on the data source settings page. The connection test resulted in an

unexpected error. The fix allows Catalog Admins to use the test connection feature.
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• Fixed a bug where for an Amazon Redshift data source, query snippets for queries containing a regex expression

produced result sets different to query results for a query without the snippet. The issue occurred due to a

discrepancy in the expansion of the regex in the snippet and the query. The issue has been resolved.

• Fixed an issue in the Account Settings section where users were unable to navigate to other tabs from the DB

Connections tab. The fix ensures that users can click between tabs of the Account Settings page.

• Fixed an issue where the Compose auto-complete feature suggested column name in lowercase for columns where

the column name had uppercase letters. The attribute model has two fields for storing the table column name.

The name field is case-insensitive, while the original_name field maintains the case of the original column

name. In order to maintain the case of the column during auto-suggestion, Alation now returns the value of the

original_name field.

• Fixed an issue where the GBM V2 GET folders bulk API threw an internal server error for a non-existing parent

folder. Now, if the parent folder does not exist, the API will return null for the parent_folder parameter.

Known Issues

2023.1 Update Known Issue

If you have a password set on the internal PostgreSQL database (Rosemeta), the update to 2023.1 will result in an error

similar to the following:

WARN: unable to check pg-1: [DbConnectError] unable to connect to 'dbname=

'postgres' port=5432':

FATAL: password authentication failed for user "postgres"

password retrieved from file "/home/postgres/.pgpass"

ERROR: [056]: unable to find primary cluster - cannot proceed

Update to 2023.1 requires that the password on the internal PostgreSQL database should be cleared for the time of the

update. The password can be set again after the update is completed. On how to set the Postgres password, see Set

Password for Internal PostgreSQL Instances.

Lineage Compound Layout View Known Issues

• Searching for a node that is not part of the currently opened pagination page does not return it. Searching for any

available node in the cluster should return it even if it’s not part of the current page.

• The Show Parent and Show Children actions do not have an effect after a user attempts to expand a lineage

node on a large Lineage diagram. (FIXED IN 2023.1.2)

• The Show Parent and Show Children actions only display a part of the available lineage nodes on large Lineage

diagrams. (FIXED IN 2023.1.2)

• After a manual update, the Lineage graph displays the incomplete lineage data with some disconnected lineage

nodes.

• After a manual update to the Lineage graph and adding new nodes to existing nodes, the updated part of the graph

is not displayed and the node that was updated is removed.

• Cyclic Lineage graph between multiple nodes results in duplicated nodes and incorrect lineage links.

• On the Compound Layout view, the More nodes indicator disappears from the graph after adding a node from

the search for more objects dialog, although the nodes are listed in the dialog itself and can be added to the graph.

(FIXED IN 2023.1.2)
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Scheduled Query Dashboard Known Issue

On the Scheduled Query Dashboard, the Next Run column is displayed in UTC while the Schedule column is displayed

in the user’s time zone.

Term and Glossary Known Issues

• Sometimes a term in Draft or Under Review mode shows up in search. Terms should show up in search only after

they were reviewed and approved.

• Selection of reviewers from People Sets is not available for the Add Object Workflow, as glossaries do not support

People Sets yet.

• The first click within the Add / Remove Glossaries dialog seems to get “swallowed” and has no effect, but further

clicks succeed. The same behavior exists on the Add / Remove Policy Group dialog.

Workflows Known Issue

Accessing the Workflows page for the first time after enabling it in Admin Settings > Feature Configurations shows

the permission denied error.

Catalog Known Issue

After switching a data source from Public to Private, all data source objects are still showing in catalog searches.

Known Issues in 2023.1 Limited Availability Release (build 15.2.0.27498)

• Server Admin cannot see the permission dialog if they are not the owner/collaborator: In 2023.1 LA, a Server

Admin who is neither the owner nor the author cannot see the permission dialog for a query and make permission

changes to it. This is a capability that used to be available in 2022.4 and earlier releases. FIXED IN GA

• Viewers do not have permission to share a query: In 2023.1 LA build, Viewers do not have the permission to

share a query with another Alation user. This is a capability that used to be available in 2022.4 and earlier releases.

FIXED IN GA

• Workflow lookup not including workflow after removing excluded object in workflow configuration: In certain

scenarios, workflow running on a glossary does not show up on the respective Glossary page. FIXED IN GA

1.4 Release Notes 2022.4 (General Availability)

1.4.1 RELEASE 2022.4.11

build 14.4.11.45870

Note: This build is available for customer-managed (on-prem) instances.
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• Fixed an issue that caused an empty value in the settings of some OCF connectors of newer versions. Alation

version 2022.4 didn’t recognize AWS_IAM as an authentication option and loaded an empty value into the

corresponding dropdown list. This caused the connection test and MDE to fail due to an unknown authentication

value. We added logic to handle the new value correctly. (AL-127207)

1.4.2 RELEASE 2022.4.10

build 14.4.10.43552

Note: This build is available for customer-managed (on-prem) instances.

• Added a backward compatibility fix to resolve an OCF connector upgrade failure on Alation versions that don’t

have the cross-account IAM authentication feature yet. The new authentication type in question was added to the

OCF SDK in the latest version but is not available on versions prior to 2023.1.6. Without this fix, you would need

to first update Alation to version 2023.1.6 or later to install or update some OCF connectors. The fix enables you

to install or update an OCF connector without upgrading Alation to 2023.1.6. (AL-123743)

• Fixed a number of issues with the Terms Public API List endpoint:

– Increased the API performance by re-structuring the way term objects are iterated over, eliminating duplicate

permissions checks, and breaking once the limit is reached.

– Fixed the behavior of the skip query parameter.

– Fixed an off-by-one error with the limit query parameter, which had caused one additional term to be

returned. (AL-115877)

1.4.3 RELEASE 2022.4.9

build 14.4.9.38945

Note: This build is available for customer-managed (on-prem) instances.

• Fixed an issue causing incorrect displaying of query schedule times in the user interface. Fix ensures the time

appears as expected for simple and advanced schedules in query search. (AL-120473)

• Previously, existing query schedules were shown incorrectly in the user interface after the upgrade to versions

newer than 2022.3. In addition, users reported other issues with query schedules, for example, the inability to

switch to advanced scheduling for schedules created before the upgrade or new query owners seeing incorrect

schedules if their time zone was different from that of the previous query owner. All these issues have been fixed.

(AL-113141)

• Previously, disabling or enabling a schedule from the query search, Scheduled Query Dashboard, or the scheduling

dialog in Compose also modified the time zone of the schedule, causing the user interface to display an incorrect

time and triggering query runs at the incorrect time. Now, disabling or enabling a schedule will not alter its time

zone. (AL-112937)
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1.4.4 RELEASE 2022.4.8

build 14.4.8.35994

Note: This build is available for customer-managed (on-prem) instances.

• Improved the memory usage and performance for the data dictionary upload feature. Previously, in the data

dictionary upload preview, we used an HTML table with all the records of the API response. Now, we have

replaced the table with a client-side paginated table. In a client-side paginated table, the data is divided into

smaller “pages,” with only a limited number of rows or items displayed per page.

• Some customers previously reported that displaying a preview of a data dictionary for uploading took a long time,

or sometimes resulted in the No data found error. The root cause was the previous implementation of this feature,

where a large number of database calls was made to form a preview. To resolve this, we have optimized the code

to minimize the number of database calls by batching records and temporarily caching results. Additionally,

pagination has been introduced on the client side, and results are now rendered in batches across pages. As a

result of this optimization, Alation is expected to successfully upload a 3 MB file and its preview in approximately

two minutes; and for a 25 MB file, this should take approximately 23 minutes.

1.4.5 RELEASE 2022.4.7

build 14.4.7.31281

Note: This build is available for customer-managed (on-prem) instances.

Lineage Default View Configuration—No Restart Required

Previously, after the lineage settings were modified in Admin Settings > Customize Catalog > Lineage, the lineage

service had to be restarted. Starting in 2023.1, the restart is no longer required.

Bug Fix

• Fixed an issue for an Oracle data source where the Compose connection kept timing out with the error Could not

start query. Check your connection and try again in the UI and the Connection closed error in the log. Added a

configuration option to enable a check that the Oracle database connection is open before running a query. To

enable, append -DcheckOracleConnIsOpen=true to the alation_conf parameter connector.extra_flags.

Note: Do not override existing values. If the parameter connector.extra_flags already has some

values set, add your new value:

alation_conf connector.extra_flags -s ' -Darg1=value1 -Darg2=value2 -

DcheckOracleConnIsOpen=true'

On how to use alation_conf, see Using alation_conf .
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1.4.6 RELEASE 2022.4.6

build 14.4.6.29505

Note: This release is available for customer-managed (on-prem) instances.

• Fixed an issue where back references from term objects did not appear in the See more dialog. The See more

link is displayed when there are more than five back references in the Related Articles field. Now, the dialog will

show all available back references.

• Fixed an issue where users were unable to see the table and column object lists on the Curate > Assign Stewards

page. The issue was due to the internal APIs used for curation dashboards performing multiple queries to the

database in an inefficient manner, which resulted in the 504 error. Added a fix where for every given batch of

1000 curation object records, all related records will get pre-fetched using a single bulk query.

• Fixed a performance issue with Multi-Select Picker custom fields. With multiple populated Multi-Select Picker

custom fields on a catalog page, multiple duplicate calls to the internal API were happening to refresh the Multi-

Select Picker field data. These extra calls were redundant and caused performance slowness. Fixed by updating

the conditional check on Multi-Select Pickers to only fetch data when the selected values have changed.

• The health check API http(s)://<your_alation.com>/monitor/i_am_alive now has a configurable time-

out threshold. The the health status check of the lineage service will be terminated if the threshold is reached.

The threshold is controlled by the alation_conf parameter lineage-service.health_check.timeout, set in

seconds. Previously, this threshold could not be configured. When it was reached, the i_am_alive API response

or the corresponding email alert indicated that the lineage service health check failed but did not contain any

specific exception. Now, the API response and the email alert will include a message that the request timed out

based on the health check timeout threshold.

1.4.7 RELEASE 2022.4.5

build 14.4.5.28479

• Fixed an issue where the previews of report, document, and dossier metadata objects were not available for a

MicroStrategy BI source. Fixed by improving preview extraction performance for MicroStrategy sources.

• Fixed a bug where Alation Analytics containers did not auto-start after a server reboot. Enabled a new start-up

systemd service aacontainers_startup.service to bring the containers up after a reboot.

• Previously, due to certain race conditions on the server, scheduled query executions failed with the following

error: Could not connect to the database. Please reconnect or reload. The issue has now been fixed.

• Fixed an issue where the More nodes lineage node was not displayed for target tables on Lineage charts. Now,

the More nodes option will be available for both source and target tables.

• Fixed an issue where the Curation Progress report on My Stewardship Dashboard auto-refreshed a short time

after loading filtered results and reset to the data source level. The issue was happening due to a race condition

that triggered a re-fetch of the table data. The issue has been fixed.

• Corrected a number of typos in the User V2 API documentation.
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1.4.8 RELEASE 2022.4.4

build 14.4.4.26642

Note: An Alation Cloud Service release.

This build is not available for customer-managed (on-prem) instances.

• Added a fix to ensure high availability containers are placed in different zones from those of the core alationfc

container, which guarantees high availability.

• Fixed a bug to exclude configuration replication in cloud native architecture.

• The first user on the Enterprise Edition can now change their password on the User Profile page after logging in.

• The Forgot Password functionality can now be used by the first user on the Enterprise Edition before they log in.

• Fixed an issue where users were not able to connect to the Alation Analytics database in Compose using their

own Alation Analytics account. Added the Connect privilege on the Alation Analytics database for users who

create Alation Analytics accounts. This ensures users can connect from Compose.

• Added internal provisioning enhancements.

1.4.9 RELEASE 2022.4.3

build 14.4.3.25341

New Features

Granular Access Permissions for Queries

Note: In 2022.4.3, the Granular Access Permissions functionality for queries is not enabled by default. The feature can

be made available to you for preview on demand. The general availability release of this functionality is planned for

version 2023.1 (February, 2023).

Previously, Alation didn’t have the capability to set granular access permissions for query objects that would allow only

certain users to view, edit, or run them. Starting with this release, you can use the new Sharing & Access feature to

configure access to queries in Compose and the catalog controlling who can view, edit, and run them. Levels of access

supported for queries are: No access, View Access, View & Run Access, View Run and Edit Access, and Owner. The

access rules are set on individual query objects and apply to both unpublished and published queries. For new queries,

the default is View & Run Access for Everybody.

If you are using the alation_conf parameter alation.catalog.unpublished_query_visibility_level=not_-

visible to control visibility of unpublished queries, note that this setting will take precedence over individual access

permissions on unpublished query objects. If the parameter alation.catalog.unpublished_query_visibility_-

level is currently set to not_visible (unpublished queries can only be accessed by Owners and users with whom

they were explicitly shared), then after enabling the Sharing & Access feature, unpublished queries will remain invisible

to users even if they are given View Access in the user interface. We do not recommend changing the parameter

alation.catalog.unpublished_query_visibility_level to visible before all protected unpublished queries

have been assigned the correct access privileges.
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User V2 Public API

A new public API User V2 is now available to users with the Server Admin role. The API introduces two endpoints:

• GET {protocol}://{base_URL}/integration/v2/user/—Lists all users.

• GET {protocol}://{base_URL}/integration/v2/user/{id}/—Fetches an individual user.

Compared to the already existing API User V1, the User V2 API allows retrieving more user attributes (for example,

user created date and user last login date) as part of the request.

Suspend Duplicate User Account(s) Using API

Two new endpoints were added to the User V1 public API to provide an alternative way to remove duplicate user

accounts. This API is available to users with the Server Admin role.

• `GET {protocol}://{base_URL}/integration/v1/generate_dup_users_accts_csv_file/

—Creates a file with a list of duplicate accounts.

• POST {protocol}://{base_URL}/integration/v1/generate_dup_users_accts_csv_file/

remove_dup_users_accts/—Updates user accounts in Alation and eliminates duplicates.

Send Email Notifications About the Lineage V2 to V3 Migration Status

The Lineage V2 to V3 migration script now supports the ability to specify emails to send notifications to users about the

lineage migration job status.

Improvements

• Added the ability to limit Bulk Utility to working with Articles and Terms only. This is controlled by the alation_-

conf parameter alation.feature_flags.DEV_enable_bulk_utility_gating. When this development

flag is turned on:

– If a user attempts to download saved searches that contain objects other than Articles or Terms, those objects

will be ignored and not present in the downloaded payload.

– If a user attempts to upload any files which contain non-Article non-Term rows, those rows will be ignored

and no objects created or updated for those rows.

• For the custom API BulkMetadata V2 (available on demand), added flags create_new and replace_values.

BulkMetadata V2 API will update article titles when replace_values is false and create_new is true.

Bug Fixes

• Fixed an issue where the headline color on the customized homepage was reset to the default dark gray after the

upgrade to 2022.4. Now, the custom headline color will stay as was.

• Fixed an issue where for some queries ingested during QLI, the Alation SQL parser issued an error containing an

encoded form of emoticons. This exception caused QLI to fail. Now, this exception will be handled gracefully so

that the queries causing the error do not cause QLI to fail.

• Fixed a user interface issue with the Lineage diagram where column-level connectors were not highlighted when

users selected the corresponding dataflow object node. Now, when users click a dataflow object, its upstream and

downstream column-level connectors will be highlighted.
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• Improved loading time for catalog pages that contain single picker or multi-picker custom fields. Previously, some

customers reported noticeable slowness when opening such pages.

• Added logic for the column filter on catalog pages of column objects to search for characters % and _ in column

names. Previously, they were interpreted as wildcard characters and the search rendered no result.

• Fixed an issue where users were unable to create a Change Request workflow for the Type field on policy objects.

The approval of such change requests resulted in an error. Now, we added support for updating the Type field for

policy objects using Change Request workflows.

• Fixed an issue where Bulk Utility might incorrectly associate a migrated term with an RDBMS object stored as a

value in an Object Set field as such values do not contain unique identifiers. Added logic to handle non-unique

RDBMS Object Set field values while using Bulk Utility.

• Fixed an issue where custom fields were not displayed in the left-side filter panel on the Search results page when

All was selected from the Object Type filter.

1.4.10 RELEASE 2022.4.2

build 14.4.2.23237

Encryption Security Fix

Important: Action required after this Alation update on customer-managed (on-prem) instances.

Alation Cloud Service customers will receive this update as part of the routine maintenance, and no action

is required on the part of instance administrators.

This patch includes a security fix removing a risk identified in the current encryption mechanism which makes Alation

potentially susceptible to key reuse attacks. Information about this risk is available in November 3, 2022 - Encryption

Key Reuse Security Advisory available on Alation Community (requires Community login).

The fix ensures that all new data will be properly encrypted using new, randomized initialization vectors appended to

the ciphertext and eliminates the possibility to reuse the non-unique initialization vector.

On customer-managed instances, after the update to this patch, the existing data needs to be re-encrypted. Re-encryption

will run as a background process and no separate downtime is required apart from that needed for the regular version

upgrade. Users can work in Alation while the re-encryption job is in progress. For re-encryption steps, refer to

Re-Encrypt Existing Data.

Other Fixes

• The Impact Analysis report will now exclude temp objects by default. This is based on the alation_conf parameter

lineage-service.filters.exclude_temp, which is now True by default. Previously, the default view of

the Impact Analysis report included temp objects.

• Fixed an issue with the order of steps in change request workflows where the change requestor and reviewers

saw a different order of steps. This fix ensures that the change requestor and reviewers see the same order of the

workflow steps.

• Optimized the lineage service query that is used to enable the Lineage tab on catalog pages. The fix improves

page load experience for catalog objects that support lineage.

1.4. Release Notes 2022.4 (General Availability) 4055

https://community.alation.com/askalationexpertsmicrosite/viewdocument/november-3-2022-encryption-key-r?CommunityKey=ae45134b-412a-4cff-bb26-1e9f3caa2f60
https://community.alation.com/askalationexpertsmicrosite/viewdocument/november-3-2022-encryption-key-r?CommunityKey=ae45134b-412a-4cff-bb26-1e9f3caa2f60


Alation User Guide

• Improved page load time for catalog pages of view objects with long definition queries from minutes to a few

seconds. Now, Alation will skip SQL highlighting for view definition queries with more than 1,000 characters to

ensure faster page load time.

1.4.11 RELEASE 2022.4.1

build 14.4.1.22725

Note: An Alation Cloud Service release.

This build is not available for customer-managed (on-prem) instances.

• Updated the Connected Sheets add-on installation URL.

• Fixed an issue with publishing manual lineage and adding lineage via API, where new lineage did not appear on

the diagram after publishing.

• When migrating a data source connection details to OCF, Alation reads the data from the native_to_ocf_-

mapping field in the manifest file. A connector manifest file will have this key when the connector implements

RdbmsNativeConfigurationMap or BINativeConfigurationMap. This change provides a default value if

the field does not exist in the manifest file.

• Fixed an issue of pgBackRest failing to initialize.

• Previously, in case of an OCF metadata extraction job failing, the object counts (for example, tables per schema

and attributes per table) were incorrect and attribute breadcrumbs were missing the schema and table references.

After this fix, the counts and the objects references should be populated correctly even when extraction fails, and

the incorrect counts should be corrected during the next successful extraction.

• Fixed an issue where the backup_all action stalled at the Event Bus backup step, resulting in no backups getting

generated.

• On the settings page of data sources, in the Migrate to OCF dialog, added a text box for validation requiring users

to type the connector name and version. After the validation, if the text matches with the value in the dropdown

list, the Migrate button becomes enabled.

• The Object Set values will now be properly handled by Bulk Utility (Article to Term migration).

• Fixed an issue with collection nodes not expanding on Lineage diagrams. An error occurred instead. Now, this

action is available to users.

• Fixed an issue where invalid connection strings were successfully added to the Connection Settings dialog instead

of Alation throwing an error during the Compose connection testing. This fix ensures that connection errors are

properly handled.

• Previously, for Query Service-based connections, DDL and DML queries returned the update count (number of

rows updated) in the ResultSet object instead of the Statement object as in JDBC-based connections. This

caused the system to not process update counts properly. This fix ensures that the update counts are extracted

from the ResultSet object for Query Service-based query executions.

• Fixed an issue where incremental MDE was not triggered due to a conditional check in Compose, disabling the

incremental MDE or QLI flows for Query Service-based data sources. This change removes the conditional check.

• Fixed an issue where bulk actions failed for the object types doc_schema, docstore_folder, and docstore_-

collection. Now, bulk actions with these object types will succeed.

• Fixed an issue with uploading Lexicon terms from a CSV file where the upload resulted in inconsistent handling

of existing confirmed titles.
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1.4.12 RELEASE 2022.4.0 — General Availability

build 14.4.0.21319

Alation Anywhere

Alation Anywhere is a set of features that integrates Alation with other software that you use, so that you can access and

use Alation data anywhere.

Alation Anywhere for Slack

With Alation Anywhere for Slack, rich contextual information about data from Alation is surfaced via previews in Slack.

Data teams can search the catalog, preview helpful metadata at a glance, and navigate to the object in Alation to get more

information. This could be anything from a business glossary term, to a table in a database, or a SQL query someone

has published and described.

Alation Anywhere for Tableau

With Alation Anywhere for Tableau, users of Tableau can see certain metadata from Alation directly within Tableau.

This enables Tableau users to see data descriptions, warnings, and more in Tableau itself. Alation serves as the single

source of truth while supporting data users in their chosen context.

Connected Sheets

Connected sheets is a new spreadsheet tool using Google Sheets that helps users discover data sources in the catalog,

download data using filter and sort criteria, and manage downloaded sheets including auto-refresh. Customers must be

on the newly released multi-tenant Alation Cloud Service and a Creator or Explorer License is required.

Catalog

Term and Glossary Navigation Improvements

Term and Glossary Navigation improvements include:

• Added the ability to recursively add and remove terms in Glossary to a Domain.

• Added new optional columns to both Term tables (on the Hub as well as Glossary detail pages): Last Updated,

Created and Term Type.

• Term Table column selection can now have a saved default view chosen by Catalog Admins.

• Added new custom fields search facet for Glossary Terms.

• Added breadcrumbs to Term catalog detail pages, and added Last Updated to Term and Glossary Properties

panels.

• Added a new Glossary Terms Total Count feature flag (off by default), which controls whether the total Term

count is calculated and displayed at the top of the Glossary Hub Terms table.
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Terms Public API

The Terms Public API enhancements include:

• The GET endpoint of the Terms Public API now includes additional fields to match the CREATE endpoint plus

the unique ID.

• Added an UPDATE endpoint to the Terms Public API.

• Indicate in the documentation that search, skip, limit, and deleted=true are supported query parameters in the

Term bulk GET request.

• The Terms Public API List endpoint is now object-level permissions aware.

Bulk Utility

Bulk Utility is an admin-only feature that enables users to specify which Articles they would like to migrate to Terms

easily by leveraging download of a saved search to csv. All critical Article fields will be contained within newly created

Terms and associated with Glossaries and Term Types as desired. The Bulk Utility can also be used to create and edit

multiple Terms and Articles at a time. Links to detailed instructions for use can be found on the feature page itself.

Customized Search User Interface (UI) Improvements

The More Filters drawer closes instead of refreshing when users switch otype filters. Flags and Star Watched History

filters are compatible with custom filter settings, and move to the filter drawer when removed from the outer filters.

Persona-Based Homepage Preview Mode

Custom Homepages can now be previewed using the Preview button. The new homepage renders so that users can see

their custom homepage in action before enabling it for viewing.

Propagated Data Quality Table on Downstream Data Objects

Alation’s Data Quality service now includes built-in quality values being generated from ingestion from OCF data

sources. On detection of deleted data objects, Data Quality creates a ‘deleted’ quality value on that given object which

then propagates to downstream nodes on the lineage graph. This information will be displayed for downstream Tables,

BIReports, and BIDataSources and is surfaced on the new Data Health > Upstream Issues tab for each respective catalog

page.

Search Ranking Improvements

Catalog Admins can now influence the order of how search results appear through ranking by object type. The

customization is available via alation_conf settings.
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Elasticsearch Upgraded to 7.17.6

Upgraded the Elasticsearch version from 7.17.3 to 7.17.6. This was completed for both on-premise and cloud environ-

ments.

Other Catalog Improvements

Added a search flag alation.search.enable_search_with_literals. The search will return the exact match for

a query with a period.

Governance App

Create Publicly Accessible APIs

Created a Public API to list Policy Groups.

Policy Center Template Support

Added support for various multi-template layout functionality for business policy templates, including displaying the

business policy template name in the All policies and Policy group links table, registering a new built-in template for

business policy, and migrating the existing built in template to a non-built in template.

Updated Database Configuration Settings Modal

Updated the Connection Settings dialog used in Add Data flow of Policy Center, bringing consistency and providing

capabilities around managing multiple connections.

Enabled “Select All” for Stewardship Workbench Bulk Actions

One-Click approach to select up to 10K objects and update them all at once using bulk actions.

Improved Add/Remove Stewards Bulk Action

Merged the add or remove Stewards bulk action with the capability to add or remove people-sets as Stewards.

Object-level Permissions for Stewardship Workbench Actions

When a Steward is performing bulk actions in the Stewardship Workbench, the Steward who initiated a bulk action has

object-level permissions including edit access to both the selected objects and the selected field.
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Policy Center UI/UX Updates

Added the “Create Policy Group” and “Create Policy” buttons to replace the “Create New” button on the Policy Center

homepage.

Compose

Query Service Integration with Compose

Compose now supports connections requiring Alation Agent. This is achieved through the Query Service and requires

that an OCF Connector has been modified to support this. This support includes all query execution, manually in either

Compose or query forms, using scheduled queries, or using Excel live reports and data upload. This feature requires

Query Service enabled OCF Connectors. Oracle OCF Connector is the first supported one. Additional supported OCF

Connectors will be announced as they become available.

Alation Analytics

Support for Deploying Alation Analytics V2 on Docker as Non-root User

Support is added for deploying Alation Analytics V2 on Docker daemon running as a non-root user. Alation Analytics

V2 works in Docker rootless mode for the following platforms:

• Redhat 8

• Fedora 33, 34

• Ubuntu 18

• Debian 10

• Centos 8

• Oracle Enterprise Linux (OEL)

For installation of docker in rootless mode, see https://docs.docker.com/engine/security/rootless/

Connectors

Please note that connectors are released independent of Alation releases. The following connectors and connector

changes are now available unless specified otherwise.

LA OCF Connectors

• Azure Blob Storage OCF Connector is LA. This connector enables cataloging objects/files in a file/folder heirarchy

for Azure Blob Storage and ADLS Gen 2.

• Databricks Unity OCF Connector is LA. This connector provides connectivity to Databricks’ Unity Catalog (AWS

and Azure) for metadata extraction.

• SSRS OCF Connector is LA. The SSRS OCF connector does not support Sharepoint mode, and is verified with

2016, 2017 and 2019.

• Tibco Spotfire OCF Connector is LA. This connector catalogs Tibco Spotfire as a Business Intelligence source

in Alation and catalogs Tibco Spotfire artifacts such as Folders, Reports, Report Fields, Data sources, and

Connections.
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GA Connectors

• Amazon S3 OCF Connector

• Denodo OCF Connector

• CDATA Azure Analysis Services CustomDB Connector

• Impala with CDH OCF Connector

• Google BigQuery OCF Connector

• MemSQL OCF Connector: All features are implemented as per the support matrix with the exception of LDAP.

• Qlik Sense Connector

• SAP Business Objects OCF Connector

• Tableau OCF BI Connector

Other Connector Updates

• CDATA SSAS OCF Connector: Added Expressions in the Catalog and an option to catalog hidden tables

• Google BigQuery (Native): Profiling timeout is behind a configuration flag to be increased as required.

• Looker OCF Connector: Upgraded the latest SDK, Fixed the BI connection and Reports preview issues.

• Power BI OCF Connector: Populate report owner field from scanner API response for Power BI Report

• Snowflake: Added support for Snowflake system tags for data classification and updated section headers.

• For BI object catalog pages, the Source Comments field is now renamed to Source Descriptions.

Alation Connector Manager

With Alation Connector Manager 1.2.1.1168, you can now configure Alation Connector Manager to use the host network

so it appears to be coming from the same host as Alation. This may be needed if your network is configured with an

Access Control List. See the Alation Connector Manager configuration instructions for more information.

Connector Platform Service

Public APIs for OCF Data Sources and Connectors

• APIs for creating data sources, listing all data sources, getting details for a given data source, and getting details

for all OCF connectors are now supported for OCF data sources.

• Metadata extraction and selective extraction are now supported via Public APIs for OCF data sources.

Important: The existing Data Sources API (v1) will no longer support OCF data sources. It could

previously be used to get limited data for OCF data sources. Use the new OCF Data Sources API (v2)

for working with OCF data sources.
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Lineage

Lineage V3 Is Now Enabled by Default

If the instance is for a new Alation customer, Lineage V3 is enabled by default. If the instance being upgraded to 2022.4

or later has Lineage V3 disabled, it will remain disabled after the upgrade to 2022.4. When Lineage V3 is enabled, the

Lineage V3 functionality, such as manual lineage, can be used immediately without a Celery restart. All V2 functionality

is also available in V3, using V3 just adds extra functionality and improves the lineage graph performance.

Column Level Lineage (CLL) for DB2 Is Available

Column Level Lineage (CLL) for DB2 is now generally available (GA).

Column Level Lineage (CLL) for Azure Synapse Is Available

Column Level Lineage for Azure Synapse is now generally available (GA). Enabled feature flag to turn on Automated

Column Level Lineage for Azure Synapse data source.

Lineage Depth Based Filtering improvements

Ability to ‘View More’ lineage based on lineage-service.max_depth configuration. The default setting is to view all

lineage. Change the max_depth value to set the initial view distance for both upstream and downstream.

Default View Settings Page

Default View Settings page adds the ability for server admins to set default settings for lineage graphs through the

Settings page. The settings can be seen on the customize catalog section of the settings page, that is, Settings >

Customize Catalog > Lineage.* After the settings are modified, the lineage service needs to be restarted.

Lineage V2-V3 Migration Enhancements

When the Lineage V2 to Lineage V3 migration is run, email notifications are sent to instance admins to inform them

about the outcome of the migration. This is for any outcome whether successful or failed. Occasional progress status

notifications are also sent for long running jobs. This means monitoring the logs as the migration runs while still

recommended is not strictly required unless something goes wrong.

General Platform

Upgrade Kafka for On-Premise Instances

Kafka upgraded to version 3.1.1.
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Cloud

Cloud Console Dashboard

Created a multi-region cloud dashboard to manage cloud accounts.

Certifications

Connector Certifications

OCF PostgreSQL EC2 14.5 Version is certified.

Driver Updates

Driver updates include:

• Azure SQL DB OCF Connector is certified w/ 11.2.0 Driver

• SQL Server OCF Connector is certified w/ 11.2.0 Driver

Known Issues

Homepage Headline Color Turns to Dark Gray

After upgrading to 2022.4, any homepages that use the default headline color will default to a dark gray. You can fix this

by editing your homepages to enter the desired headline color manually after upgrading. See Role-Based Homepages -

2022.3 to 2023.3.3 for help editing your homepage. (FIXED in 2022.4.3)

Domain Default Field Should Not Show “remove” Icon

When navigating to a custom template > Policy template, and hover over the Domain field, the “remove” icon should

not display.

Glossary Membership Modal Does Not Show All Glossaries

When viewing the Glossary Membership modal, all glossaries are not shown because of a pagination issue, buttons are

disabled, and it’s possible selected glossaries are shown incorrectly.

Relational Update APIs Inconsistency

New Data Quality values added to Columns will be shown to be ingested successfully but will not be displayed on the

column’s table.
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NoSQL User Interface Issue

The NoSQL catalog table data requires to return an indicator whether a schema has nested children with it or not. There

is a known issue causing the user to be unable to see a child elements link when the child elements are more than the

depth configured, and unable to see the Load More button to load elements in batches.

Workaround: Configure the depth flag “alation.feature_flags.docstore_tree_table_depth” to a higher number to see the

child elements.

Fixed Issues

• Fixed an issue where the backup process failed at the Event Bus backup generation stage resulting in no backup

file being created in the backup folder.

• Alation Analytics V2 no longer shows deleted flags.

• Fixed issue for proper handling of data values in scientific notation when unwrapping.

• Fixed issue to give access to admins other than server admin when updating OCF settings.

• Cleaned up older backup files failing because of a permission issue.

• Fixed issue with Alation’s Relational Integration API with column calls on SAP BW Data Source.

• Fixed issue causing deleted terms through Public APIs to display on Search Page.

• Fixed issues where users cannot copy rows from results of Run Form.

• Postgres folders permissions update, secured by default.

• Fixed issues where search filters are not cleared when more than four options exist.

• Fixed issue causing high CPU load when backup run after upgrading to 2021.4.12.

• Added ability to run queries using script mode for Google Big Query (GBQ) datasource.

• Fixed issue causing Column profiling for Custom DB data sources to not work as expected when custom queries

are used for sampling tables.

• Term-accepting ObjectSet fields that are hydrated with Terms will now properly allow the object types they are

placed on to be indexed by search.

• Fixed issue causing backup status missing in health checklist.

• Fixed issue causing homepage to always load in default state, instead of custom homepage.

• Checkbox styling is now consistent across all browsers.

• Fixed issue causing tables to display governance count percent mismatch.

• FileSystems in the left pane are now sorted by Title.

• Restored the ability to add PDF and Excel files as types for upload via Rich Text Fields.

• After ingesting schemas via API for a NoSQL Virtual Data Source, record types should preserve capitalization

style.
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1.5 Release Notes 2022.3 (General Availability)

1.5.1 RELEASE 2022.3.15

build 13.4.15.29988

Note: This release is available for customer-managed (on-prem) instances.

• Previously, due to certain race conditions on the server, scheduled query executions sometimes failed with the

following error: Could not connect to the database. Please reconnect or reload. The issue has now been fixed.

1.5.2 RELEASE 2022.3.14

build 13.4.14.26176

Note: This release is available for customer-managed (on-prem) instances.

• Fixed an issue where the metadata and data dictionary upload into a virtual data source from a CSV file failed

with the No correct data found error if the file was more than 2.5 MB in size. Addressed by improving the logic

of dialect detection for input files.

• Previously, the Download Latest Usage Data button on the Admin Settings > Reporting > Upload Manually

page did not initiate the data download. This issue was fixed, and all usage data download steps will work as

intended.

1.5.3 RELEASE 2022.3.13

build 13.4.13.23874

Encryption Security Fix

Important: Action required after this Alation update on customer-managed (on-prem) instances.

Alation Cloud Service customers will receive this update as part of the routine maintenance, and no action

is required on the part of instance administrators.

This patch includes a security fix removing a risk identified in the current encryption mechanism which makes Alation

potentially susceptible to key reuse attacks. Information about this risk is available in November 3, 2022 - Encryption

Key Reuse Security Advisory available on Alation Community (requires Community login).

The fix ensures that all new data will be properly encrypted using new, randomized initialization vectors appended to

the ciphertext and eliminates the possibility to reuse the non-unique initialization vector.

On customer-managed instances, after the update to this patch, the existing data needs to be re-encrypted. Re-encryption

will run as a background process and no separate downtime is required apart from that needed for the regular version

upgrade. Users can work in Alation while the re-encryption job is in progress. For re-encryption steps, refer to

Re-Encrypt Existing Data.
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Other Fixes

• Improved loading time for catalog pages that contain single picker or multipicker custom fields. Previously, some

customers reported noticeable slowness when opening such pages.

• Fixed an issue in the user interface where the hint under the automatic schedule sections in settings of data sources

was in UTC. This was misleading as schedules are set in local time zones.

1.5.4 RELEASE 2022.3.12

build 13.4.12.21484

Note: This release is available for customer-managed (on-prem) instances.

• Fixed an issue where users could not create temp tables in Google Big Query using Compose. Added the ability

to run queries using script mode for Google Big Query data sources for the native (built-in) connector. Temp

tables can now be created by running the corresponding queries as scripts.

• Previously, when the metadata extraction job failed for an OCF data source, this resulted in incorrect object counts

(for example, tables per schema or columns per table) for extracted objects and in missing schema and table

references in column breadcrumbs. After this fix, object counts and object references will be populated correctly

even if metadata extraction fails; or they will be corrected during the next successful metadata extraction job.

• Fixed an issue with uploading Lexicon terms from a CSV file where the upload resulted in inconsistent handling

of existing confirmed titles.

• Fixed an issue where enabling pgbackrest as the backup tool resulted in an error.

1.5.5 RELEASE 2022.3.11

build 13.4.11.20480

• Fixed an issue where custom fields were not displayed in the left-side filter panel on the Search results page when

All was selected from the Object Type filter.

• Fixed an issue where users with the Catalog Admin and Source Admin roles who were assigned as Data Source

Admins to OCF-based data sources were unable to edit the data source settings. Now, Catalog Admins and Source

Admins added as Data Source Admins can fully manage the data source settings (edit the General Settings tab,

run MDE, sampling, and QLI).

• Fixed a bug where users were unable to copy multiple rows or columns from query form results. Now, they can

use their mouse or touchpad to select a part of the expanded query results table and use copy-and-paste to copy

the selection to a document.

1.5.6 RELEASE 2022.3.10

build 13.4.10.19871
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Data Catalog

• Fixed an issue with term-accepting Object Set fields where the term objects were not indexed in the catalog and

did not appear in search after adding terms as values to such Object Set fields. Now, the term objects that are

added as values will be properly indexed by search.

• Fixed an issue where a homepage customized for a role was loading slowly exposing the default homepage in the

first few seconds. Resolved by introducing a loading screen that covers the page while the customized homepage

data is being loaded. The homepage data is then rendered on screen as expected.

• Fixed an issue where in some cases Compose showed No data to display message in the results pane, simultaneously

displaying the Retrieved N rows message. The issue was caused by failure to unwrap values in scientific notation

bigger than Number.MAX_VALUE and smaller than Number.MIN_VALUE. Addressed by adding logic to handle

corner cases in the unwrap_scientific_notation method which caused this rendering failure.

Multi-Tenant Cloud Architecture

• Fixed an issue where the alationfc-ha container was not updating because we passed the wrong container

name. After this fix, we’ll dynamically pass the container name, which ensures that the update of alationfc-ha

containers works correctly.

• Fixed an issue with pre-upgrade failing for the alationfc pod. The alationfc pod has multiple containers and

all calls to connect_get_namespaced_pod_exec should specify the container name or pre-upgrade will fail.

Now, the container names will be passed in the calls, ensuring that pre-upgrade is successful.

• Fixed an issue where search incremental indexing did not work for some of the cloud tenants. Fixed by removing

aliases from stale indices while running search indexing scripts. This will prevent multiple indices from using the

same alias.

• Fixed an issue with high availability set up on multi-tenant cloud architecture where both alationfc and

alationfc-ha pods read the same configuration. Now, they read different groups of parameters in alation_conf,

as expected.

• Fixed a check for the live and live_large index on the alationfc pod before backup restore.

• Temporarily disabled the active task monitoring user interface in Admin Settings > Monitor on cloud service

versions of Alation to further investigate an issue with queuing of a number of task types.

1.5.7 RELEASE 2022.3.9

build 13.4.9.18541

• Fixed an issue with object sync tasks for lineage where they were reported to take a very long time to run. This

fix optimizes the runtime of each object-sync task in the Celery component. As the result of the fix, on the

Active Tasks page (Admin Settings > Monitor > Active Tasks), you will notice that the Celery tasks named

lineage_object_syncing_task that used to run on the Default queue now run on the Lineagepublishing

queue. The tasks will also be fewer in number than before. Previously, for every 10,000 objects ingested into

Alation during MDE, there were ten of the lineage object-sync tasks queued or running at the same time. Now

there will be one task queued or running for every 100,000 objects ingested during MDE. The fix ensures that

the lineage object sync tasks do not block other high priority tasks that may be simultaneously running on the

Default queue.
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1.5.8 RELEASE 2022.3.8

build 13.4.8.17648

An Alation Cloud Service release.

This build is not available for customer-managed (on-prem) instances.

1.5.9 RELEASE 2022.3.7

build 13.4.7.17205

Note: This release is available for customer-managed (on-prem) instances.

• For the Alation Analytics application, upgraded the library versions for the postgres and Transform containers

to eliminate potential security risks identified in the previous library versions.

• Fixed an issue with the backup cleanup process where old backup files were not automatically removed based on

the value in alation_conf parameter alation.backup.data_dump_versions, causing the disk space to fill

up. Now, old backups are cleaned up successfully based on the configuration in alation_conf.

• Fixed an issue where Alation previously did not allow console calls that would display certain internal API errors,

which made error reporting more difficult. These calls are now allowed and can be caught in the developer console

and reported. Additionally, fixed an issue with the error page where in certain cases, it did not differentiate

between server-side and client-side errors. The error page now uses the unknown error code to generate the

unknown error page instead of the server error page. This should make it more obvious to disambiguate between

a client side issue vs. a server side issue.

• Fixed an issue with the Relational Integration API (<your_Alation_URL>/openapi/integration_apis/) where an

invalid foreign key reference caused the creation of an invalid column. If an invalid column was referenced as a

foreign key during the creation of another column with the Integration API, an invalid column was created. After

this fix, the API will create a foreign key association only if the foreign key is valid.

• Added a new alation_conf parameter alation.profiling.single_table_profiling_timeout that allows

setting the profiling timeout. Previously the timeout was hardcoded. The default is 600 seconds.

• When adding or removing terms using the public API, the Elasticsearch framework does not re-index these terms.

Prior to this fix, users had to visit the catalog page of a term for newly created or deleted terms to show up in or

be cleared from the search results. This fix will now correctly add or remove the terms created or deleted using

the public API to or from the Alation search.

• Fixed a bug with the Policy Center page where the Stewards column was not displayed in the Policy Groups

table. Now, the Stewards column is displayed in the user interface as expected.

• Fixed an issue with the user interface of the Compose web application where the UI elements on the top toolbar

became misaligned when users reduced the size of the browser window. This fix adjusts the styles of the Compose

toolbar to ensure a better responsiveness of the Compose page when the browser window is resized.

• Fixed a bug where the alphanumeric sorting of data sources in the left sidebar did not apply to data source names

containing special characters, which caused a mismatch between the list in the left sidebar and the list on the

Sources page. Now, the data source list in the left sidebar is sorted with the special characters taken into account.

• In version 2022.3.3 or earlier versions of Alation 2022.3, the upgrade of OCF RDBMS connectors to the latest

available version could result in the following error:

Installation failed, changes not committed. Wrong data schema in manifest file: {“features”: [“Field

features can take one of the following values: [BI_GENERAL, BI_MDE_GBM_V2, BI_CERT_GBM_-

V2, [. . . ]. Invalid value : RDBMS_QUERY_SERVICE.”]}.
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This issue happens due to Alation not recognizing RDBMS_QUERY_SERVICE as a new feature added

to connectors. The issue is fixed in this patch release. We recommend updating to 2022.3.7 or later,

when available, to be able to upgrade to and use the latest versions of OCF RDBMS connectors.

1.5.10 RELEASE 2022.3.6

build 13.4.6.15702

An Alation Cloud Service release.

The build is not available for customer-managed (on-prem) instances.

1.5.11 RELEASE 2022.3.5

build 13.4.5.14981

This build is not available for customer installations.

1.5.12 RELEASE 2022.3.4

build 13.4.4.14662

An Alation Cloud Service release.

This build is not available for customer-managed (on-prem) instances.

1.5.13 RELEASE 2022.3.3

build 13.4.3.13911

• Fixed an issue when a bulk action using Stewardship Workbench failed if the objects selected for the action

included at least one file or directory object. Now, bulk actions will successfully apply to file and directory objects.

• Fixed an issue with checking the OCF SDK version for BI connectors developed on the unified version of the

SDK (Tableau OCF connector). Previously, this issue prevented an OCF BI source in Alation from establishing a

successful connection to the BI system.

• Previously, when term objects were added to Object Set fields as values on the catalog pages of articles, the

corresponding back references were not displayed on the catalog pages of terms. After this fix, back references to

articles will be displayed under the Relevant Article section on the catalog pages of terms.

• Fixed an issue where the backup process changed the permissions on the Postgres folders on the Alation server to

world writable. With this fix, the Postgres folders permissions are secured by default. Also, the Postgres folders

permissions will be auto-corrected in case an admin, a privileged user, or a process changes them to a state that is

different from the expected state.

• Previously, if the Description field included an at-mention or a link, this information was not exported with the

API. The at-mentions and links were left out of the exported field value. After this fix, the full Description field

will be exported.
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Known Issue

Note: Action is required after updating your instance to 2022.3.3.

In this version, users may run into the error Sorry, something went wrong when they access the Policy Center page. The

error occurs due to an issue with loading the policy objects when there are more than 9,000 policy objects to load. After

updating to 2022.3.3, go to Govern > Policy Center and check if you experience this error. If this is the case on your

instance, apply the following workaround:

1. From the Alation shell, change the value of the alation_conf parameter alation.api.object_level_-

permissions.limit to 9000.

alation_conf alation.api.object_level_permissions.limit - s 9000

2. Restart the Web component.

alation_supervisor restart web:*

3. In Alation, go to Govern > Policy Center, and verify that the error no longer appears.

1.5.14 RELEASE 2022.3.2

build 13.4.2.13511

An Alation Cloud Service release.

This build is not available for customer-managed (on-prem) instances.

1.5.15 RELEASE 2022.3.1

build 13.4.1.13309

An Alation Cloud Service release.

This build is not available for customer-managed (on-prem) instances.

1.5.16 RELEASE 2022.3.0 — General Availability

build 13.3.0.12402

Catalog

Role-based Homepage Customization

Server or Catalog Admins can now design separate homepages for each Alation user role, so every role can get targeted

and relevant content. The new homepage design capabilities are available in Admin Settings > Customize Homepage.

You can create homepages for one or multiple roles, adding the content that your users find the most engaging.
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Alation Marketplaces

Alation Marketplaces is now live. Alation Marketplaces is a new Alation site where you can search for datasets like

those on the AWS Data Exchange & Snowflake Data Marketplaces. A Marketplaces tile should now appear in your

Apps drawer. See Marketplaces for complete details.

Glossary and Glossary Term Permissions Management

Server and Catalog Admins can set access permissions for a glossary and choose if they want glossary terms to inherit

those permissions or set them individually. To configure access permissions, use the Access Settings link available

under the Manage menu on the catalog page of a glossary. The access can be set to:

• Public – Everyone can view and edit.

• Editing Restricted – Everyone can view and only specific users can edit.

• Private – Only the creator and Catalog and Server Admins can view and edit.

Editing includes the ability to edit any fields on the page, linking or unlinking glossary terms for a glossary, and the

ability to delete the object.

Customizable Search Filters

Catalog and Server Admins can now customize the search filters to surface the most relevant filters on the Search page,

tailoring the default Alation search experience to better suit their users’ needs. In Admin Settings > Customize Catalog

> Customize Search Filters, admins can select and deselect Left Side Filters, Hidden Filters, and Object Type

Filters and rearrange the selected filters. The custom search filter selections will be reflected on the Search page for all

users. The Left Side and Hidden Filter settings will be applied to the Filters panel on the left side of the Search page.

The Object Type Filter settings will be reflected in the top object type filter panel of the Search page.

Adding Glossary Terms to Object Set Fields

Server and Catalog Admins can now add the glossary term object type as an option in the Object Set custom fields. As a

result, users can link catalog pages to glossary terms using Object Sets.

Object and People Set Custom Fields in the Main Column of the Template

Server and Catalog Admins customizing the object templates in the catalog can now add or move the Object Set and

People Set custom fields to the main column of the template. When added to the main column, an Object or a People

Set field will be displayed as a table listing links to the catalog objects added as values. Hovering over a row of the

Object or People Set table will reveal an action icon allowing users to add or remove values to or from the field.

1.5. Release Notes 2022.3 (General Availability) 4071

https://marketplaces.alation.com


Alation User Guide

Governance App

Change Management Workflow for Glossaries and Glossary Terms

Server and Catalog Admins now have the ability to configure change management workflows for glossary and glossary

term catalog pages. They can enroll their glossaries and terms into a change management workflow, which enables users

to suggest changes to the custom fields on the corresponding catalog pages. The changes proposed are made available

for approval by the reviewers designated in the workflow configuration. The updated values become visible to all users

only after the approval by the designated reviewers.

Change Management Workflow for Policy Groups

Change management workflow is now available for policy group objects. Catalog and Server Admins can enroll policy

groups into workflows, which enables users to suggest changes to the custom fields on the corresponding catalog pages.

The updated values become visible to all users only after the approval by the designated reviewers.

Bulk Updating Object and People Sets In Stewardship Workbench

Server and Catalog Admins can now bulk update Object and People Set custom fields using the corresponding bulk

actions available in the Stewardship Workbench.

Policy Center Permissions Management

Server and Catalog Admins can set and manage the view and edit permissions for each policy group and choose if they

want policies to inherit those permissions or set them individually. To configure the access permissions for a policy or a

policy group, use the Access Settings link available under the More menu on the policy and policy group catalog pages.

The access can be set to:

• Public – Everyone can view and edit.

• Editing Restricted – Everyone can view and only specific users can edit.

• Private – Only the creator and Catalog and Server Admins can view and edit.

Additionally, Stewards have been added to the list of roles that are able to create policies.

Compose

Advanced Query Scheduling

Compose users can now use Cron expressions to specify a custom schedule for a query. This ability is available in the

Schedule Settings dialog in Compose under Advanced Scheduler. Alation will translate the Cron expressions into

natural language for users to easily validate their correctness.
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Support for Functions in SmartSuggest for PostgreSQL

For PostgreSQL data sources, the SmartSuggest feature in Compose now supports built-in and user-defined functions.

As users type their query, they will see the list of available functions in the SmartSuggest dialog and will be able to add

a function by clicking the corresponding prompt.

Deferred Query Execution Enabled by Default

Deferred Query Execution is now enabled by default.

Alation Analytics

Groups Filter for the Leaderboard

Added the ability to filter the Alation Analytics Leaderboard available on the Built-in tab by groups. Applying the

Groups filter will narrow the leaderboard report dataset down to the included groups of users. The filter will also apply

to the Leaderboard added to the homepage.

Flexible ETL Scheduling

The ETL schedule configurations using the alation_conf parameters alation_analytics-v2.etl.schedule.hour

and alation_analytics-v2.etl.schedule.minute now allow more Cron expressions and enable users to schedule

the ETL multiple times a day. After changing the values, the Celery Beat component requires a restart.

Note:

• To schedule for every 4 hours:

alation_conf alation_analytics-v2.etl.schedule.hour -s '*/4'

• To schedule for every 30 minutes:

alation_conf alation_analytics-v2.etl.schedule.minute -s '*/45'

Lineage

Ability to Delete Lineage Using Manual Lineage

Added the ability to delete lineage links and dataflow objects generated by metadata extraction, query log ingestion, and

API using the Manual Lineage capabilities.
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Dataflow Source Filter on the Lineage Diagram

Users can now filter the lineage data on Lineage diagrams using the new Dataflow Source filter available in the Filters

menu on the top left of the Lineage diagram. By default, the Lineage diagram shows all dataflow objects and lineage

links for a given data object. The Dataflow Source filter allows users to select specific lineage sources and view the

lineage data that comes from those sources only.

Lineage Diagram Improvements

There are multiple user experience improvements to the lineage visualization:

• Users can now access the Lineage tab from the Column catalog pages.

• The sidebar of the Manual Lineage editor now automatically scrolls as users add more subpaths.

• Previously, when users scrolled down using the mouse wheel to the object preview panel under the Lineage

diagram with the focus still on the diagram, the diagram was zoomed in. We removed the automatic zoom on

scroll. With a mouse, users can now zoom in with pressing Control and scrolling. With the touchpad, users can

zoom by pinching in and out.

• Server Admins can configure the lineage data depth using the alation_conf parameter lineage-service.

filters.max_depth. By default, the parameter is set to -1, which means all the lineage data available for a

data object is displayed. Setting the parameter to a positive number configures the number of upstream and

downstream lineage levels to display on the lineage diagram.

• Server Admins can exclude all temporary objects from lineage diagrams using the alation_conf parameter

lineage-service.filters.exclude_temp. By default, it is set to False, which means temporary objects

are displayed. The parameter is universal and applies to all data sources.

Column-Level Lineage Parser Add-Ons GA

The column-level lineage parser add-ons for Oracle and MySQL are now in general availability (GA). In previous

versions, these add-ons were released as beta features.

API

Glossary Terms API

The new Glossary Terms API is now available at <your_Alation_URL>/openapi/terms. This API allows Catalog

and Server Admins to get, create, and delete glossary term objects. The API exposes new bulk public API endpoints for

glossary terms:

• Bulk create using POST

• Bulk list using GET (currently, Title and Description are included)

• Bulk delete using DELETE
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New Endpoints in Data Health API

The Data Health API <your_Alation_URL>/openapi/data_quality/ now supports the following new methods

and endpoints:

• Data Health DELETE — deleting of data quality fields and values through the new DELETE action.

• Data Health GET fields — a GET endpoint integration/v1/data_quality/fields/ to retrieve the list of

fields created by ingestion.

• Data Health GET values - a GET endpoint integration/v1/data_quality/values/ to retrieve the list of

values and the objects they have been applied to. The values can be filtered by object_key as well as field_key

allowing users to find which values were applied to specified objects, as well as which objects have specified

fields.

V2 Logical Metadata Field Value API

Added a new version of the Logical Metadata Field Value API that supports asynchronous processing with significantly

improved processing speed for write. The documentation for this API is available at <your_Alation_URL>/openapi/

custom_field_value_async/. The Logical Metadata Field Value API enables creating and updating of the Title,

Description, and custom fields for the following object types:

• Data (source, schema, table, attribute (column)

• BI (server, folder, connection, source, report)

• Dataflow

• Domain

• Policy (business and data policies)

• File system (file, directory)

• Glossary term

Data Health (Open Data Quality Framework)

Improved the user experience for the Data Health flags:

• The Data Health flags, powered by the Open Data Quality Framework (ODQF) APIs, are now displayed in the new

Health column next to the individual column previews on the table page, on the Overview tab and the Columns

tab.

• The Health column can be sorted.

Connect Platform

Open Connector Framework SDK Enhancements

We implemented multiple enhancements in the OCF SDK and on the Alation server backend that enable connector

developers to add more advanced features to the OCF connectors they create using the SDK. They include:

• Support for extracting tag, policy, and external table metadata from Snowflake.

• Support for computing the file system to table lineage from external tables for Snowflake.
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• Support for lineage generation from extracted metadata for connectors that support direct lineage generation, such

as SAP HANA or SAP ECC. The lineage job will be triggered as a downstream job for metadata extraction with

the interim lineage data written to temporary files which will be then processed by the direct lineage creation

(DLC) job to feed into the lineage service.

• Enhanced the sdk_tests module with examples and tooling to empower OCF connector developers to write

integration tests.

Migrating Selective Extraction Settings from Native to OCF

Previously, during the migration of a native data source to the corresponding OCF connector, we did not preserve

the filters specified for selective extraction. Now, all the schema filters for RDBMS connectors will be migrated and

displayed on the data source Settings page.

Selective Extraction Filter UI Improvements

On the Settings > Metadata Extraction tab of OCF RDBMS data sources, added a new Select Schemas button and the

ability to bulk-add the schemas that match the keyword used in the search filter. Previously, the schemas matching the

keyword had to be added one by one.

Surfacing Source Comments for OCF BI

The BI object descriptions sent by BI OCF connectors are now displayed in the Alation user interface as source comments.

New OCF Connectors

• Snowflake (AWS, Azure, and GCP)

• Tableau Server and Tableau Online

• PostgreSQL Enterprise

• Greenplum

• SAP Hana

• Vertica

• Azure Databricks

• Teradata

• Azure Databricks on Azure Government Cloud

• Informatica PowerCenter

• SAP ECC
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Proxy Support for the OCF Looker

Added proxy support for the OCF Looker connector. Additional fields have been added to the connector settings to

provide proxy details like host, port, username, and password.

Data Source Certifications

• Certified support for Starburst Trino version 380-e LTS (Custom DB) with a newer version of the driver.

• Certified support for MongoDB version 5 (Custom DB) with the CData driver for MongoDB 2021.

Deprecation of Some of Built-in (Native) Data Source Types

From this release, some of the built-in (native) data source types are no longer available in the Add a Data Source

list in the Alation user interface by default. We recommend using the corresponding OCF connectors instead. The

deprecated built-in data source types are:

• MySQL

• PostgreSQL

• SQL Server

• Azure SQL Data Warehouse

This change does not affect your existing data sources of these types. They remain fully functional.

Some other data sources that could be added using the Custom DB data source type are also deprecated. We recommend

using the corresponding OCF connectors instead. For the full list, see the dedicated blog on Alation Community: OCF

Migration and End of Life for Native Connectors (requires Community login).

Alation Agent for the Cloud

Multiple Agent Installations on Cloud Instances

Alation now supports multiple Alation Agent installations per cloud instance. Multiple Agents may be required if data

sources are in different geographical locations, network segments or security zones. A Server Admin for a cloud instance

can now install Alation Agent multiple times to enable connection to the data sources from the catalog.

Agent Enhancements

• Users can now delete an Agent even when the certificate is revoked.

• The default port of 80 for web_proxy is now honored by the Agent. Previously port 80 was incorrectly ignored

and defaulted to 3128.
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Enterprise Readiness

User Interface for Authentication Configuration

Server Admins can now configure data source authentication for metadata extraction, query log ingestion, sampling, and

profiling in the Alation user interface. Previously, this configuration was available on the Alation server backend only.

The user interface allows for configuring authentication with AWS IAM, OAuth, and Azure Key Vault.

Case-insensitive Usernames

Catalog now supports login with usernames that are case-insensitive. For example, such usernames as user1@xyz.com

and User1@XYZ.com, differing only in the use of lowercase and uppercase letters are considered identical usernames.

Logins using these usernames will be successful and tied to the case-insensitive account user1@xyz.com.

Postgres Upgrade

The internal server database (Postgres) was updated to version 13.6.

Elasticsearch Upgrade

Upgraded the Elasticsearch component to a newer minor version for better code security.

Improvements

• Users with the Viewer role are now able to view shared query results if they have been allowed access to the

underlying data source. Previously, the minimal role for viewing shared results was Composer.

• Google BigQuery struct objects are now captured in the catalog after one MDE. Previously, users had to run

MDE twice to capture the struct data type. After the first MDE, struct data was not loaded and Alation issued

the error DocSchema could not be loaded in the Job History table. The second MDE run loaded the struct data

successfully. With this improvement, there is no need to run MDE several times in order to get struct columns

into the catalog.

• The JDK on the Alation server was upgraded to a newer version of 11.x.x to take advantage of enhancements and

security fixes in this version.

• The usage of time zones on the Alation server has been unified. Alation now uses UTC by default, and the

alation_conf parameter alation.install.timezone defaults to UTC. Previously, the alation-backup.log file

captured logs in PDT. As part of this improvement, UTC is now used to capture the backup logs.

• Improved sorting by Title in the left-side navigation panel. Relational data sources, non-relational data sources,

and API resources are now ordered by special characters first, then numerically, and finally alphabetically. Sorting

is case-insensitive.

• Previously, when downloading a data dictionary at the table level, the column order was not preserved in the

resulting CSV file. Now, the downloaded data dictionary is sorted using the name field for Schema, Table, and

Attribute (Column) object types.

• Previously, Stewards could select a maximum of 25 objects per page in the Stewardship Workbench for performing

a bulk action. If the search results were on multiple pages, Stewards had to navigate to each page to select the

next 25 objects. Now, they have the ability to select the number of rows to be displayed per page: 25, 50, 75, or

100, thus increasing the number of objects they can bulk-select in one click.
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• If a bulk action in the Stewardship Workbench fails, Alation will now send an email notification to the admin

performing the change that the task could not be completed successfully.

• The configuration-based Hive connector JDK was upgraded to a newer version to ensure application security.

• During the installation of Alation Analytics, the value of umask is now auto-set to the required default value.

There is no requirement to check or set the value manually in the Alation shell at the time of installation.

Bug Fixes

• Fixed an issue where Elasticsearch did not start if the user elasticsearch existed on the system.

• Fixed an issue with searching for terms in the Terms table on a glossary page. Users can now successfully search

for terms using the table search feature.

• Fixed a bug where the desktop Compose application did not load. Now, users can successfully open the application.

• Fixed an issue with the Advanced Query Scheduling dialog where the query search and the advanced schedule

showed different next run times. We now convert the cron string to the server time as the next run function uses

the server time, which aligns the next run times displayed in the user interface.

• Fixed an issue where invalid cron strings were allowed in query schedules. We added an internal endpoint that

validates cron strings for queries that use advanced scheduling.

• Fixed an issue where the unexpected error was displayed when a user attempted to view a saved advanced schedule

in Simple Scheduler. Now, users can successfully navigate from Advanced Scheduler to Simple Scheduler in the

user interface.

• Fixed the user interface styles of the Add/Remove Term and Add/Remove Policy dialogs that allow users to add

glossary terms to glossaries and policies to policy groups respectively.

• Previously, if there were more glossaries than displayed on one page and users used pagination to see the next

batch of glossaries, then the list of glossaries was not displayed. Instead, it displayed the message No glossaries to

display. This issue was fixed and now users can successfully use pagination on the Glossaries page.

• Previously, when @-mentions were used in the Description field of a glossary term object, the Terms table on the

Glossaries page did not show the mentions in the Description column. This issue was fixed. Now @-mentions

are correctly displayed in the Description column.

• Updated the prompt on the Add dropdown menu in the Article Groups > Suggested Terms table, changing

Glossaries to Article Groups when the new Glossaries feature is enabled.

• Previously, on the glossary term object custom template, the Save button was always enabled, although users

could not save the template until they added a Title. Now, the Save button only becomes enabled after users

populate the Title field.

• Previously, when adding or removing glossary terms to or from an untitled glossary, the action status popover

message did not display any glossary name. Now, this message will now show Untitled Glossary [id].

• Previously, the glossary pages that a user visited were not shown in the Recently Visited section on the Alation

homepage. This issue was fixed, and now users will see the glossary pages under Recently Visited.

• Previously, a Server or a Catalog Admin could accidentally delete a term template even when it was in use. Now,

a template can only be deleted if it is not in use by any term type object.

• When accessing a deleted term using the URL with the object ID, admin users see the Restore action. Previously,

this action was visible to Viewer users too. After this fix, the Restore action is available to admin users only,

while Viewers only see the object deleted message.

• Fixed a user interface issue where on the glossary and glossary term object pages, the column organization list

displayed a blank column. Now, the column organization list correctly displays the columns of the table.
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• Fixed an issue where the Documentation search filter in the Object Types filter was not displayed when the New

Glossaries feature flag was enabled. Now, the article, article group, glossary, and term object types are grouped

under the Documentation filter.

• The Delete button on the new term type template now appears as disabled before the template is saved.

• Fixed an issue where the left-side filters were not displayed for glossary or term objects in full-page search. Now,

for the glossary object type, the filter pane displays tags. For the term object type, it displays custom fields and

tags.

• Previously, the Date Range filter was incorrectly applied to the Top Contributors report: a filtered report returned

less data for the selected date range than the data available in the database. This fix ensures that the Date Range

filter covers the correct date range from start to end of the selected month.

• Previously, custom fields with more than 25 characters were not loaded to the public.customfield table of

Alation Analytics. We extended the length of some fields in the public.customfield table to the maximum

length so that it can support larger values.

• Previously, custom template titles were not updated in the public.article table of Alation Analytics. This

issue was due to the fact that the extraction query for articles didn’t take into consideration the updates to custom

templates. To fix this, we updated the extract query for articles to also identify the changes to the custom templates.

As a result, the updates in custom templates will be reflected in Alation Analytics.

• Updated the transform job for the article data in Alation Analytics so that it updates the ts_updated field when

a field that is not present in the public.article table is updated in Rosemeta. For example, the ts_updated

field is now updated if a user favorites or un-favorites an article page, follows or unfollows an article, or edits the

Description field so that the ts_updated in Alation Analytics and the corresponding value in Rosemeta will

match. If you experienced this issue, contact Alation Support to reset the ETL checkpoint for article data on your

Alation Analytics database.

• Added a fix to remove the Docker volumes that aren’t associated with any containers on each update and upon

uninstallation. Customers having older releases can do this manually following these steps:

1. List all unassociated volumes.

sudo docker volume ls -f dangling=true -q

2. Remove these volumes.

sudo docker volume rm $(sudo docker volume ls -f dangling=true -q)

• Fixed an issue with Alation Sandbox where the pre-check test reported a failure based on available disk space

when the available disk space was measured in TB. We modified the pre-check command to standardize the output

disk space in GB.

• Fixed an issue where the Health Checks tab did not appear on the Admin Settings > Monitor page.

• Fixed an issue where the catalog object definitions kept changing for every metadata extraction run using the API.

Now, the multipart schema value for Custom DB will be consistent with the catalog object format.

• Previously, the task queue could become saturated due to an error in processing certain objects in that queue.

When the object at fault was processed, it appeared to stop the queue from processing entirely. For example, this

route could be triggered when users created new articles, causing the new articles to not be immediately indexed

and searchable. This fix allows the task queue to continue progressing even when this unexpected error occurs.

• Fixed an issue where deleted BI objects still appeared in search results. This was resolved by fixing the incremental

and search reindexing jobs for BI objects.

• Fixed an issue with setting a password for the lineage DB. Previously, the parsing of passwords with special

characters could cause errors. Now, an admin can successfully set a password that contains special characters.
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• Fixed a bug where the search autocomplete functionality caused search issues after users used search criteria with

tab delimiters. Resolved by adding a filter for the autocomplete entries that contain tabs.

• Fixed an issue with articles enrolled in Agile Approval. Previously, when a reviewer approved a version, this

sometimes removed the existing values from custom fields. Users were also unable to restore the previous version

of the article as the field history was not preserved. Now, when reviewers approve a version of an article, the field

values stay intact, and version history is updated correctly.

• Fixed a bug where the filters on the left on the Search page were not populated for some object types selected in

the Object Types filter (All, Data, Article, BI).

• While uploading a data dictionary from an ER studio file, some description values present in the file were absent

from the preview and in the desc field after the upload. The issue occurred when the description had a duplicate

empty entry in the SmallString section of the ER file. To resolve, we now prioritize non-empty values over empty

values.

• Fixed an issue with the Oracle OCF connector where the Last Altered field showed an incorrect value. Although

an object was not modified, the Last Altered field had the same value as the Created timestamp. After the fix,

the Last Altered field will only be displayed after an object was modified.

• Fixed an issue where the Alation Analytics Leaderboard report on the homepage did not load for Viewer and

Steward users. Now, the Leaderboard on the homepage is visible to all users.

• Fixed an issue where the scheduled query executions did not close the database connection after they were

completed. Now, the connection opened by a scheduled query will be closed after executing the query.

• Previously, the column profile histogram for a column only added new counts but never removed values that were

removed from the database. After the fix, the report should correctly reflect the removal of a value.

• Fixed an issue where the lineage data resulting from the CREATE OR REPLACE TABLE USING statement

could not be calculated for a Databricks on Azure data source. Now, such queries are supported by the Alation

column-level lineage parser add-on for Databricks.

• Fixed an issue with Elasticsearch log rotation where the logs were not cleaned up based on rotation settings in

alation_conf. Added a weekly task to clean up Elasticsearch logs.

• Fixed an issue where the ampersand symbol was rendered differently in the downloaded dictionary table Title

and Description. The issue was fixed by updating the parser logic in the DataDictionaryExporter so that the

ampersand symbol is parsed correctly.

• Fixed an issue where the query results table filter that opens in a popover on the query form page was still displayed

after the user clicked the back button in the browser. Now, using the back button returns the user to the previous

page without persisting popovers.

• Fixed an issue where only Server Admins were able to remove their cached database connection in Account

Settings > DB Connections. Now all users are allowed to remove their cached database connections.

• Fixed an issue where Lexicon abbreviations confirmed by users disappeared from the Alation user interface after

the Lexicon job was run.

• Fixed an issue where only the title was displayed for a Steward added using the Add Stewards bulk action in

Stewardship Workbench, without displaying the Steward’s name. Now, both the name and the title are displayed.

• Fixed an issue where the links to Alerts and Branding in the Customize Catalog sections in the catalog settings

dropdown list did not work for users with the Catalog Admin role. Now, Catalog Admins can successfully open

the corresponding pages of the settings.

• Fixed a bug with displaying the domain names that included the ampersand symbol. This symbol was displayed

as &amp when the domain was @-mentioned in glossaries and articles. Now, ampersands in domain names are

displayed correctly.
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• For the Teradata data source, fixed an issue where single-line comments were removed from the SQL body when

creating views in Compose. Single-line comments are no longer removed when users create views or execute

queries in Compose.

Known Issues

• Back references to glossary term objects that result from the People Set custom fields are currently not displayed

on the pages of groups. If the custom template of a term object contains a People Set custom field and a group is

added as a value, the back reference to this term will not appear as a back reference on the catalog page of the

corresponding group.

• Previously extracted column profiles are not refreshed when sampling is re-run on the data source level. This

results in old data being displayed alongside the new data in column profiles after sampling the data source.

Performing the column profiling again returns the correct profiling data.

• When a user selects file and/or directory objects in Stewardship Workbench and applies a bulk action (Add/Remove

Stewards, Bulk Update People Sets, or Bulk Update Custom Fields), processing of the bulk action will fail. The

issue happens when a bulk action is applied to a selection that only includes files and/or directories and when the

selection includes at least one file and/or directory object among other object types. (FIXED IN 2022.3.3)

• Currently, only Server Admins and Catalog Admins can create new business policies using the Create Policy

button in Policy Center. When a Source Admin, Steward, or Composer attempts this action, they get an error

saying “Failed to Create New Business policy.” Users with these roles should contact a Server Admin or Catalog

Admin to create policies.

• The job schedule for metadata extraction (MDE), query log ingestion (QLI), and profiling will be shifted eight

hours earlier. See Fix Job Schedules after 2022.3 Upgrade for details on how to fix the issue.

1.6 Release Notes 2022.2 (General Availability)

1.6.1 RELEASE 2022.2.7

build 12.3.7.27641

• Previously, due to certain race conditions on the server, scheduled query executions sometimes failed with the

following error: Could not connect to the database. Please reconnect or reload. The issue has now been fixed.

• Previously, the Download Latest Usage Data button on the Admin Settings > Reporting > Upload Manually

page did not initiate the data download. This issue was fixed, and all usage data download steps will work as

intended.

1.6.2 RELEASE 2022.2.6

build 12.3.6.16423

• Fixed an issue in the user interface of the Compose web application where the elements on the top toolbar became

misaligned if users reduced the size of the browser window. This fix adjusts the styles of the Compose toolbar to

ensure a better responsiveness of the Compose page when the browser window is resized.

• Fixed an issue where Alation previously did not allow console calls that would display certain internal errors,

which made error reporting more difficult. These calls are now captured in the developer console and may be used

to report issues. Additionally, fixed an issue with the error page where in certain cases, it did not differentiate

between server-side and client-side errors. The error page now uses the unknown error code to display the

unknown error message instead of the server error message to differentiate between client-side and server-side

issues.
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• In version 2022.2.5 or earlier versions of Alation 2022.2, the upgrade of OCF RDBMS connectors to the latest

available version could result in the following error:

Installation failed, changes not committed. Wrong data schema in manifest file: {“features”: [“Field

features can take one of the following values: [BI_GENERAL, BI_MDE_GBM_V2, BI_CERT_GBM_-

V2, [. . . ]. Invalid value : RDBMS_QUERY_SERVICE.”]}.

This issue happens due to Alation not recognizing RDBMS_QUERY_SERVICE as a new feature added to

connectors. The issue is fixed in this patch release. We recommend updating to 2022.2.6 to be able to

upgrade to and use the latest versions of OCF RDBMS connectors.

1.6.3 RELEASE 2022.2.5

build 12.3.5.13731

• Fixed an issue where users were unable to select and copy multiple rows from the expanded view of a query form

results table. Now, users can use their mouse or touchpad to select a part of the result set and then copy and paste

it to a document.

• Fixed an issue where Lexicon abbreviations confirmed by users disappeared from the Alation user interface after

the Lexicon job was run.

• Fixed an issue where the connection opened for executing a scheduled query was closed too soon in a race

condition preventing some code from completing. Now, once the execution of a scheduled query is complete, the

database connection will be closed correctly and only after completing all necessary code.

• Fixed an issue where the backup process changed the permissions on the Postgres folders on the Alation server to

world writable. With this fix, the Postgres folders permissions are secured by default. Also, the Postgres folders

permissions will be auto-corrected in case an admin, a privileged user, or a process changes them to a state that is

different from the expected state.

• Addressed an issue with high resource contention during the backup run. Previously, users reported performance

degradation in Alation at specific hours of the day. Further investigation showed that the slowness coincided with

the time of the dump_all_data stage of the Alation backup process and was due to resource contention on the

host. This fix introduces an alation_conf parameter alation.backup_v2.num_of_thread that allows tuning

the CPU usage down if needed.

• Previously, users reported an issue with uploading the user account certificate when authenticating to a Google

BigQuery data source in Compose. The issue was caused by the deprecation of the previously used user account

authentication method by Google. The issue has been fixed. Now, both new and old Google API credentials work.

1.6.4 RELEASE 2022.2.4

build 12.3.4.10641

• Updated the transform job for the article data in Alation Analytics so that it updates the ts_updated field when

a field that is not present in the public.article table is updated in Rosemeta. For example, the ts_updated

field is now updated if a user favorites or un-favorites an article page, follows or unfollows an article, or edits the

Description field so that the ts_updated in Alation Analytics and the corresponding value in Rosemeta will

match. If you experienced this issue, contact Alation Support to reset the ETL checkpoint for article data on your

Alation Analytics database.

• Previously, users reported issues with highlighting SQL errors in Compose queries containing comments. Incorrect

rows were highlighted, making it difficult to find the error. Now, if a query body includes comments, the logic

behind highlighting will correctly recognize them and highlight the row containing the error.
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1.6.5 RELEASE 2022.2.3

build 12.3.3.9209

Improvements

For instances with a large amount of lineage data and large lineage diagrams (more than 100,000 lineage nodes), Server

Admins can now fine-tune the amount of lineage data to be retrieved and displayed on the Lineage tab. Previously, users

reported issues with loading such lineage diagrams in the user interface.

We added two new alation_conf parameters:

• lineage-service.filters.max_depth – Sets the maximum depth of lineage diagrams. The diagram depth

is the number of lineage levels upstream and downstream from the current object that are displayed in the user

interface. The default value is -1, which means by default, Alation will attempt to load all available lineage data

into the lineage diagram. You can set this parameter to a desired number, starting with 1. This will define now

many upstream and downstream lineage levels will appear on lineage diagrams in the user interface. No restart is

required when changing the value of this parameter.

• lineage-service.filters.exclude_temp – Controls the display of temporary objects on lineage diagrams.

The default value is False. This means that by default, the temporary objects are displayed. Set the parameter to

True to hide temporary objects from lineage diagrams. No restart is required when changing the value of this

parameter.

The parameters apply to all data sources in the catalog. These settings cannot be applied to a specific data source only.

Bug Fixes

• Addressed issues in Event Bus by removing the potentially vulnerable classes of Log4j from the corresponding

Log4j.jar file included into the Alation application. Upgrading to this patch will apply the fix automatically.

• Fixed an issue that prevents articles with duplicate titles to be created for a custom API.

• Previously, the Data Health public API could not process decimal values, for example 0.25 .5 1.5. This bug

has been addressed and decimal values are now processed.

• Fixed an issue causing the user profile page to load slowly when having many back references, resulting in a 502

error. The profile page now loads faster, even if there are many back references.

• Fixed a polling issue in Compose causing warning alerts in the Compose user interface during SQL execution.

The issue was the result of long polling when trying to fetch Hive logs. This fix handles the log resulting from the

polling separately.

Known Issues in This Patch

• On the lineage diagrams that contain column-level lineage, if a user selects a dataflow object, then only table-level

paths going through this object are highlighted. The column-level lineage paths are not highlighted. It is expected

that both table-level and column-level paths should be highlighted when users select a dataflow object on the

diagram.

• After migrating Lineage from V2 to V3, some lineage objects are displayed as temporary on the lineage diagram

for new lineage created after the migration. The issue manifests itself for the objects that were extracted into the

catalog but were not referenced in any lineage data before the migration to V3.
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1.6.6 RELEASE 2022.2.2

build 12.3.2.6877

New Features

Support for the DELETE method in the Data Health API

The Data Health API (<your_Alation_URL>/openapi/data_quality/) now supports the deleting of data quality

fields and values using the new DELETE action.

Bug Fixes

• Previously, the migration from Lineage V2 to V3 could not complete and stopped midstream when processing

data with the file object type. The issue was fixed, and the stopped migrations can be continued after updating

Alation to this patch.

• Fixed an issue where the data upload from a CSV file failed for Hive data sources. Now, data can be successfully

uploaded into Hive data sources from the Alation catalog.

• Previously, the task queue could become saturated due to an error in processing certain objects in that queue.

When the object at fault was processed, it appeared to stop the queue from processing entirely. For example, this

route could be triggered when users created new articles, causing the new articles to not be immediately indexed

and searchable. This fix allows the task queue to continue progressing even when this unexpected error occurs.

1.6.7 RELEASE 2022.2.1

build 12.3.1.4339

• Fixed a user interface issue on the Alation Search page table view where the clear filters action did not correctly

return to the column headers set for the All object type filter.

• Fixed a user interface issue on the Alation Search page table view where the Edit Columns dropdown list was

not updated correctly when users switched between the object type filters.

• Fixed an issue on the Alation Search page where users were sometimes unable to select filter checkboxes on the

Filters panel on the left. After the fix, users can select filters as is expected.

• Fixed an issue where the Alation Analytics database did not correctly reflect the changes to the picker and multi-

select picker field options in Customize Catalog > Custom Fields that were associated with existing catalog

objects. The issue was caused by the ts_updated field value in the internal server database not capturing the

event of the change. Now, the ts_updated field correctly reflects the time of the change and the corresponding

data is transferred to the Alation Analytics database during the ETL.

• Previously, the Title and Description fields on domain, glossary, and glossary term catalog pages could not be

restored using the Restore action in the field history dialog. As a result of this fix, it is now possible to restore the

Title and Description values from field history.

• Fixed an issue with custom field history and version history for articles enrolled in Agile Approval, where

approving an article sometimes cleared the field history. Now, the bulk_metadata endpoint of the internal API

will correctly update the revision history of custom fields. When a user approves an article revision, the new

revision will be in use instead of a blank revision, which was the cause of the issue.

• Previously, when authenticating to Snowflake from Compose using single sign-on (SSO), users sometimes got

an Authorization Terminated Unexpectedly error message after the authentication tab closed. Despite the error
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message, the authorization was successful and the users could use Compose. This fix simplifies the authorization

success and failure handling for Compose SSO to avoid such “false negative” scenarios.

1.6.8 RELEASE 2022.2 — General Availability

build 12.3.0.3415

Data Governance App

Ability to Add or Remove Policies to/from Groups on the Policy Center Main Page

Server and Catalog Admins now have the ability to add policies to groups and remove policies from groups directly on

the main page of Policy Center. Actions that allow modifying group membership for policies are available in the Policy

Groups and Policies tables.

Add or Remove Stewards Bulk Actions

Server Admins, Catalog Admins, and Stewards now have the ability to add or remove Stewards to or from multiple

Catalog objects using Stewardship Workbench.

Update Custom Fields Bulk Action

Server Admins, Catalog Admins, and Stewards now have the ability to update custom fields for multiple Catalog objects

using Stewardship Workbench. This applies to custom fields of the single picker and multipicker types.

Change Management Workflow for Policies

Server and Catalog Admins now have the ability to configure workflows to manage changes on the Catalog pages of

policy and data policy objects. Catalog users can suggest a change to the Catalog fields for policies or data policies that

are enrolled into a Change Management workflow.

Catalog

New Glossaries and Glossary Terms

The new glossaries are an alternative to business glossaries in the Alation Catalog. Glossaries and glossary terms are

new Catalog object types with their own Catalog templates. They can be assigned to domains and discovered using

Alation Search. Admins can create and configure new glossaries. Users can view, create, update, and delete glossary

terms.

The new glossaries co-exist with the business glossary functionality.

Server Admins can enable new glossaries in Admin Settings > Feature Configuration. First, use the feature flag

Glossary Terms Setup. This reveals the new glossary configuration page. After configuring glossaries, use the second

feature flag Glossary Terms to make the new Glossaries available for all users and discoverable using Alation Search.

When the new glossaries are enabled, the existing business glossaries are renamed to article groups.
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Health Tab for Table Objects

Alation now has the ability to display data quality information pushed using the new Data Health API. When such data

becomes available for a table object, the Catalog page of the table will display an additional tab Health, giving users an

at-a-glance view into data quality rules, statuses, and descriptions, sourced from an external data quality tool.

Back References UI Enhancement

Added a new user interface component for back references on the pages of articles and RDBMS objects. This change

leverages the Object Set custom field to create back references. Each back reference is presented as a separate field on

the Catalog page of an object.

Homepage Enhancements

Admin Settings > Catalog Admin > Customize Homepage now allows for the following configurations:

• When customizing the homepage, admins can choose one of the three sizes for the Search area: small, medium,

or large (default).

• Admins can now configure the homepage links to open in a new tab using the openInNewTab: true property

in the homepage JSON file. By default, the links open in the same tab.

• Users can now dismiss alerts displayed on the homepage by clicking the X icon on the alert banner.

• Admins can set a custom accent color for the headline text and the top banner icons.

UI Refresh for Catalog Admin Settings

The Catalog Admin section of the Admin Settings now uses tabs, such as Branding, Homepage Customization,

Custom Fields, and Custom Templates for easier navigation.

Search

Elasticsearch Upgrade to 7.17

Elasticsearch was upgraded to version 7.17, which resolves the security issues found in Log4j 2 in December 2021.

Alation Analytics

QLI Data Available in the Alation Analytics Schema

Alation Analytics now includes query ingestion data. Users can analyze such metrics as number of queries executed per

day per data source, query computation time by data source, and total number of queries executed on a data source. The

new tables that store QLI data are aggr_qli_metrics and aggr_qli_mentions.
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New created_at Column for BI Objects

Added the ts_created timestamp column for the following BI objects: BI Folder, BI Report, BI Report Column, BI

Datasources, BI Datasource Columns, BI Connection, BI Connection Column, BI Server.

Compose

Ability to Disable Export and Download per Data Source

A Data Source Admin can now toggle the setting Allow Export and Download to disable the export and download

actions for an individual data source. This settings can be found:

• On the Data Source Settings > General Settings tab for native data sources and Custom DB

• On the Data Source Settings > Compose tab of OCF data sources.

Disabling the data source export will have the following effect on the user interface:

• Disable the Export dropdown on the Compose toolbar.

• Hide the option to download Live Excel Reports.

• Disable the Download menu in the Compose results pane.

• Hide the Export button when results are viewed on query form pages, Catalog page for query results, or on the

Samples tab of a data object.

• Hide the Download link for query results.

Master Link to a Scheduled Query

At the time of configuring the sharing settings of a scheduled query, users will now get a master link pointing to the

latest successful result of this scheduled query.

Ability to Share Query Results to Groups

Users can now share scheduled query results with a group of recipients instead of entering them one by one.

Edit, Delete, and Select Active Connections for Scheduled Queries

Users can set a schedule for a query in Compose using a new revamped Scheduling dialog. Users can set a new

connection and credentials for the schedule or select a saved connection. When a saved connection is altered, the

schedule automatically runs using the updated connection. The data from query schedules for existing queries is retained

in the new Scheduling dialog after the update.
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Edit, Delete, and Select Active Connections for Dynamic Profiling

Using the new Connection Settings dialog to run dynamic profiling on columns, users can add, edit, and delete

connections and credentials. The new dialog always displays the active connection as selected when opened.

Enterprise Deployment

Catalog SSO with OpenID Connect (OIDC)

Server Admins can now configure Catalog authentication using OAuth and OIDC in the Alation UI. Users will be

authenticated with Auth0 based on OAuth and OIDC protocols.

pgBackRest as the Backup Tool (Beta)

Server Admins can enable and use the pgBackRest tool for Alation backups.

• The full backup taken with pgBackRest has a smaller disk footprint.

• pgBackRest offers the ability to resume the backup process. If an admin encounters an issue, the backup process

can be resumed after troubleshooting.

• pgBackRest provides more compression options, such as lz4, zst, gz, bz2.

• The ability to encrypt backups.

Reducing the Space Occupied by KVStore

Server Admins now have the ability to reduce the space occupied by KVStore by deleting the old parsed metadata.

Connect Platform

Alation Agent

build 1.2.0.815

Server Admins of the cloud instances can now install Alation Agent on their network. When IP whitelisting is not an

option for connecting the Alation cloud instance to data sources, installing the Alation Agent on the customer’s network

solves the task of securely connecting to data sources from Alation. All connections will be initiated from the customer’s

VPC and target an Alation endpoint.

New OCF Connectors

• Power BI Scanner OCF connector

The Power BI Scanner OCF connector supports Power BI on Azure and catalogs workflows, apps,

reports, dashboards, tiles, datasets, and dataset fields. The user experience is similar to the Power BI

console: users can navigate to the Catalog objects, browsing the list of apps, workspaces, and datasets.

Full lineage is supported for datasets, reports, tiles, and dashboards. Lineage between data sources and

Power BI datasets has some limitations.

• AWS Glue OCF connector

• Azure Synapse Analytics OCF connector
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• DB2 OCF connector

• SAP IQ (Sybase IQ) OCF connector

• SAS Base OCF connector

• Amazon S3 OCF connector (beta)

• Informatica PowerCenter OCF connector (beta)

Built-In Driver Upgrades

• The built-in driver for PostgreSQL was upgraded to version 42.3.3.

• The built-in driver for Databricks was upgraded to version 2.6.21.

• The driver version denodo-vdp-jdbcdriver-8.0-update-20220126 was certified for Denodo data sources

(Custom DB).

Column Level Lineage Parser Add-Ons

• Column Level Lineage for SQL Server sources (general availability)

• Column Level Lineage for PostgreSQL sources (beta)

• Column Level Lineage for DB2 sources (beta)

• Column Level Lineage for Oracle sources (beta)

• Column Level Lineage for MySQL sources (beta)

Dataflow Objects for BI Lineage

Added dataflow objects to existing table level lineage for BI sources.

Obfuscate Literals for OCF Data Sources

Added an option to obfuscate literals for OCF data sources. Enabling it will mask literals in queries and query statements.

Public APIs

• Enabled access for the Source Admin role to the Lineage API. Previously, this API was only accessible to Server

Admins.

• Added a new Data Health API (<your_Alation_URL>/openapi/data_quality/) that powers the Health Tab

for Table Objects.
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Improvements

• The Alation server now runs multiple threads for Hive query log extraction, reducing the total QLI time.

• Improved the performance of write requests to the LMS Public Field Value API. Bulk writes to the LMS Public

Field Value API are now faster at scale. This is the first of many steps we plan to take to improve bulk API

performance.

• Improved performance of the application start times. Previously, some customers reported a number of slow

pages and poor user experience because of this slowness. As a result of this improvement, the homepage loading

times should significantly decrease. We also optimized the amount of JSON encoding and serialization during

the application start when Alation is loaded from a bookmark or after reloading a page. In some cases this should

noticeably reduce page loading times. In addition, the page loading indicator is now displayed consistently and

users can always see that their actions, such as clicking on links, have the appropriate effect.

• The legacy homepage has been removed from the application.

• Improved performance of the field level permission checks, which contributes to the decrease of the loading time

of Catalog pages.

• The ability to select multiple domains in the Domains search filter is now enabled by default.

• For Alation Analytics, upgraded the Postgres, RabbitMQ and base-transform Docker images to newer versions to

address security vulnerabilities.

• The OCF SDK now ensures that tableType is included in the getTableMetadata() method for incremental

MDE.

• The Archive processed QLI data action now respects the archiving settings that an admin provides in the user

interface on the Query Log Ingestion tab of a data source settings. Previously, the scheduled auto-archiving

process always deleted QLI data older than six months.

• For MySQL, SQL Server, and PostgreSQL data sources, statements with CTE are now parsed to generate lineage

and filter data.

• For SQL Server, PostgreSQL, and Oracle data sources, automatic column level lineage now correctly recognizes

column names that contain spaces.

• For Compose desktop client, updated version of Electron to 3.1.13.

Bug Fixes

• Previously, the Growth chart on the Governance Dashboard did not show the month if there was no data for this

month. Now, the Growth chart displays labels for all months, including the months without data.

• Fixed an issue where the file type domain members were not extracted into Alation Analytics V2.

• Fixed an issue where the ETL failed to insert catalog sets into Alation Analytics V2 when the description was

null. To resolve this, we have set the catalog set description to an empty string instead of using nulls.

• Previously, in the public.user_group_membership table of Alation Analytics V2, after updating a user with

a new group, the previous group that was mapped to the user was not removed. As a result, analyst users could

not tell which groups the user was active in. Now, inactive groups, or groups that were removed from the user, are

also un-mapped from this user in Alation Analytics V2.

• For the Alation Analytics V2 ETL, increased the RabbitMQ timeout from 60 seconds to 3 hours so that the

load from stg to dim tables does not get disrupted. As part of this change, identity will be restarted for the

total_replace tables so that not to exceed the int upper limit of 2 billion rows.

• Custom visualizations on the Alation Analytics dashboard are now displayed to all admin roles (Catalog, Source,

and Server Admins).
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• In Alation Analytics V2, the ETL Manager is updated to generate the load ID sequence from the ETL checkpoint

table instead of the Redis cache.

• Fixed an issue where the aamanager container did not start automatically after the update of Alation Analytics or

after a system reboot. The aamanager service now starts automatically.

• Added a new prompt as part of the Alation Analytics database upgrade from 9.6 to 13. The admin performing the

upgrade can now provide a custom location to store the PostgreSQL dump. This helps avoid the disk space issue

of the default /tmp folder.

• Fixed a bug where the Customize Catalog page sometimes displayed the 500 error when users were creating

custom fields.

• Fixed an issue where users could accidentally add rich text fields to the right column of the custom template

layout.

• Fixed a bug with the Metadata Change Log, where the changes were not reflected when schemas or tables were

unchanged, but their child objects did change. After this fix, the correct number of changes is displayed.

• Fixed an issue with Compose parsing where records were passed as a set instead of a list. As a result, published

queries were not displayed under the Queries tab on the Catalog pages of table objects, which was accompanied

by the error 'set' object is not subscriptable in the celery-parsing_error.log file. This fix ensures

the correct Compose query parsing.

• Fixed an issue where users with the non-admin roles of Steward and Composer were unable to authenticate against

a Google BigQuery data source in Compose when the Viewer role enforcement was enabled. Now, Stewards and

Composers can connect to Google BigQuery data sources in Compose using their database accounts.

• Previously, when metadata was uploaded in bulk using the public API, values only appeared in filters in Advanced

Search after users accessed the page of the corresponding Catalog object. After this fix, the metadata uploaded in

bulk will be successfully indexed and available in Search filters.

• Previously, the changes to existing functions were not reflected in Alation after MDE. This issue has been fixed,

and changes to existing functions are now reflected correctly in the Catalog.

• Fixed an issue where the server health check process sent multiple emails daily for jobs that were running on

schedule and without issues. Now, alerts are only sent when the corresponding alert conditions are met.

• Resolved an issue where scheduled queries failed because they were interrupted by the service outage caused

by excessive memory consumption by the lineage adjustment process. Added a fix that allows disabling lineage

invalidation sync from Compose for the DROP queries. This is controlled by the alation_conf parameter

alation.lineage.sync_invalidation_from_compose (True by default).

• Previously, when a null value was present in the Steward field in logical_metadata_genericfieldvalue

table, the sync_all_objects_curation_progress async job was failing. This issue was fixed, and the

sync_all_objects_curation_progress should now complete successfully.

• Fixed an issue where Compose users could not add new credentials for Google BigQuery sources in the Transient

mode. After the fix, credentials can be successfully added to the Connection Settings dialog when the Transient

mode is enabled.

• After loading the metadata into a virtual data source, the column count did not match the expected value. This fix

adds a query to update the number of columns for all tables after loading metadata into virtual data sources.

• Previously, the Query API for retrieving the SQL text of a query did not return any data when the query was

unpublished and the last saved date was null. The solution was to determine the current state of the query and

return the appropriate content.

• Fixed an issue where the upload of data dictionaries to virtual data sources failed when there was a non-English

character in the data objects names.
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• Fixed an issue where sampling did not work for data sources when Compose SSO was enabled. Now, it works

without issues when Compose SSO is configured for a data source.

• Fixed an issue where the Alation Analytics V2 ETL was failing to insert a catalog set in the database when the

description was null. To resolve this, we have set the catalog set description to an empty string when it is null.

• Fixed an issue where functions were not reflected in Alation after MDE. Now, functions extracted during MDE or

created in Compose are successfully displayed in the Catalog.

• Fixed an issue with uploading a data dictionary to virtual data sources when there were non-English characters in

a schema.

• Fixed an issue with the Connection Settings dialog, where adding a new Google BigQuery credential resulted in

the 500 error when the Transient mode was enabled. This affected features like Compose, Query Forms, and

Dynamic Profiling.

• Fixed an issue where after upgrading from a previous version, the Alation Analytics app icon disappeared from

the Apps menu in the Alation user interface.

Known Issues

Celery Job Scheduling

For instances on Debian-based operating systems, some scheduled Celery jobs may fail with the following error

the celery-beat_error.log: celery.platforms.LockFailed: [Errno 13] Permission denied: '/opt/

alation/django/celerybeat.pid'. If you notice that this is the case on your instance, perform these steps to

resolve the issue:

1. On the Alation host, enter the Alation shell.

sudo /etc/init.d/alation shell

2. Change user to alation.

sudo su alation

3. Run the commands given below.

sudo chown -R alation:alation /opt/alation/django

sudo chown -R alation:alation /opt/alation/ops

4. Exit the shell.

exit

New Glossaries

• Glossaries are not shown under the Recently Visited section on the Alation homepage.

• Links to term objects are not displayed on Catalog pages of groups as back references.

• Links to term objects are not displayed as back reference on Catalog pages of data source objects.

• On the Catalog page for a term or glossary that doesn’t have a title, the title will not be displayed in the breadcrumbs.
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Workflows

• A workflow with the Working state doesn’t change the state after re-publishing.

Stewardship Workbench

• After a user assigns a Steward to objects using the Add Stewards bulk action and then performs a search for

the objects with this Steward assignment, the search results only return a subset of the objects to which the Add

Steward bulk action was applied.

Policy Center

• Duplicate Snowflake tags show up after deleting and re-adding a Snowflake data source.

Alation Agent

Admin users are currently unable to delete the Agent when it is in the Disconnected state.

Lineage V3

Lineage V3 for SQL Server: CREATE VIEW queries from Compose create an additional TMP node on the corresponding

lineage graph.

Compose

• For Azure Synapse Analytics data sources, sampling does not work after enabling SSO for Compose.

• In the new Scheduled Query Settings dialog, when the connection URI of a saved connection is edited, the

previously attached database credentials belonging to the old URI are still used to run the schedule.

• Sharing unpublished queries fails with the permission denied error when the alation_conf flag alation.catalog.

unpublished_query_visibility_level is set to not_visible.

• The Saved field in Compose displays date instead of time.

Alation Analytics

• The Leadership dashboard on the homepage does not load for users with the Viewer and Steward roles. Instead,

users see a page loading icon.
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Authentication

• The Use custom groups to assign roles feature does not work when the OpenID Connect (OIDC) authentication

is enabled.

• In case of the OpenID Connect (OIDC) authentication, the profile picture from the identity provider is not updated

in Alation after a user is created.

1.7 Release Notes 2022.1 (General Availability)

1.7.1 RELEASE 2022.1.11

11.2.13.14725

• Fixed an issue where Lexicon abbreviations confirmed by users disappeared from the Alation user interface after

the Lexicon job was run.

• Addressed an issue with high resource contention during the backup run. Previously, users observed slowness in

Alation at specific hours of the day. Further investigation showed that the slowness coincided with the time of

the dump_all_data stage of the Alation backup process and was due to resource contention on the host. This

fix introduces an alation_conf parameter alation.backup_v2.num_of_thread that allows tuning the CPU

usage down if needed.

1.7.2 RELEASE 2022.1.10

11.2.12.162488

• Updated the transform job for the article data in Alation Analytics so that it updates the ts_updated field when

a field that is not present in the public.article table is updated in Rosemeta. For example, the ts_updated

field is now updated if a user favorites or un-favorites an article page, follows or unfollows an article, or edits the

Description field so that the ts_updated in Alation Analytics and the corresponding value in Rosemeta will

match. If you experienced this issue, contact Alation Support to reset the ETL checkpoint for article data on your

Alation Analytics database.

• Fixed an issue where the backup process changed the permissions of the some directories on the Alation server to

world writable. Now, the permissions stay in the required format and the backup process does not affect them.

1.7.3 RELEASE 2022.1.9

11.2.11.162416

• Fixed an issue where the data upload from a CSV file failed for Hive data sources. Now, data can be successfully

uploaded into Hive data sources from the Alation catalog.

• Previously, users reported issues with highlighting SQL errors in Compose queries containing comments. Incorrect

rows were highlighted, making it difficult to find the error. Now, if a query body includes comments, the logic

behind highlighting will correctly recognize them and highlight the row containing the error.

• Fixed an issue in the user interface of the full-page Search where the More Types filter was not reset after users

left the Search page and then clicked on the Search icon in the Search bar to go back to the Search page. Both All

and More Types filters were highlighted. Now, only the All filter is highlighted.
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1.7.4 RELEASE 2022.1.8

build 11.2.10.162352

• Fixed an issue that prevents articles with duplicate titles to be created for a custom API.

• Fixed an issue where the Alation Analytics database did not correctly reflect the changes to the picker and multi-

select picker field options in Customize Catalog > Custom Fields that were associated with existing catalog

objects. The issue was caused by the ts_updated field value in the internal server database not capturing the

event of the change. Now, the ts_updated field correctly reflects the time of the change and the corresponding

data is transferred to the Alation Analytics database during the ETL.

• Fixed an issue causing the user profile page to load slowly when having many back references, resulting in a 502

error. The profile page now loads faster, even if there are many back references.

• Fixed an issue causing a user without access to a private data source, set as watcher, even if the user no longer has

access to the data source, to keep receiving notification emails for changes done at the object level. To fix this, we

removed watchers in the potential list of recipients that do not have permissions to view the data source that is the

subject of the notification.

• Fixed a polling issue in Compose causing warning alerts in the Compose user interface during SQL execution,

resulting from long polling when trying to fetch Hive logs. The fix handles the log resulting from the polling

separately.

1.7.5 RELEASE 2022.1.7

build 11.2.9.162228

• Addressed issues in Event Bus by removing the potentially vulnerable classes of Log4j from the corresponding

Log4j.jar file included into the Alation application.

1.7.6 RELEASE 2022.1.6

build 11.2.8.162150

• Fixed an issue where users with the non-admin roles of Steward and Composer were unable to authenticate against

a Google BigQuery data source in Compose when the Viewer role enforcement was enabled. Now, Stewards and

Composers can connect to Google BigQuery data sources in Compose using their database accounts.

• Resolved an issue where scheduled queries failed because they were interrupted by the service outage caused

by excessive memory consumption by the lineage adjustment process. Added a fix that allows disabling lineage

invalidation sync from Compose for the DROP queries. This is controlled by the alation_conf parameter

alation.lineage.sync_invalidation_from_compose (True by default).

• Fixed an issue where after upgrading from a previous version, the Alation Analytics app icon disappeared from

the Apps menu in the Alation user interface.
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Alation Cloud

• Fixed an issue where the Alation Analytics V2 data source did not get updated in EKS upon restoring. Now, the

aav2_downstream_jobs updates the Alation Analytics V2 password, URI, and username correctly.

1.7.7 RELEASE 2022.1.5

build 11.2.7.162035

• Fixed an issue where the left-side filters on the Search page were not populated when users selected specific object

types in the Object Types filter (Articles, Data, BI, All Objects). The issue manifested itself if the Catalog

instance had permissions on custom fields set up using people sets (for example, Stewards). After the fix, all filter

facets on the Search results page load successfully.

• OCF connector logs are now limited in size and automatically rotated.

• Previously, we introduced log rotation for OCF connectors to prevent disk space issues. However, the change only

applied to newly installed connectors and did not apply to existing connectors. Now, the existing OCF connectors

will have their logs rotated too.

• Fixed an issue with Compose parsing where records were passed as a set instead of a list. As a result, published

queries were not displayed under the Queries tab on the Catalog pages of table objects, which was accompanied

by the error ‘set’ object is not subscriptable in the celery-parsing_error.log file. This fix ensures the correct

Compose query parsing.

• Previously, users reported an issue with the built-in connector for SAP HANA data sources where in some

cases it extracted columns as tables. To address this issue, we introduced an alation_conf parameter alation.

feature_flags.enable_filtering_of_column_hierarchy_views_in_SAP_HANA. For filtering out the

auto-generated column hierarchy views from the _SYS_BIC schema during MDE for SAP HANA, set this

parameter to True.

• For the Alation Analytics V2 ETL, increased the RabbitMQ timeout from 60 seconds to 3 hours so that the

load from the stg to dim tables does not get disrupted. As part of this change, identity will be restarted for the

total_replace tables so that not to exceed the int upper limit of 2 billion rows.

• Previously, when metadata was uploaded in bulk using the public API, values only appeared in filters in Advanced

Search after users accessed the page of the corresponding Catalog object. After this fix, the metadata uploaded in

bulk will be successfully indexed and available in Search filters.

• Added a new prompt as part of the Alation Analytics V2 Postgres upgrade from version 9.6 to 13, where an admin

can provide a location where they want to store their SQL dump before proceeding with the upgrade.

• Improved the performance of Articles when field-level permissions and multi-picker custom fields are in use in

the article templates.

• Improved the performance of the application start times. Previously, some customers reported a number of slow

pages and poor user experience because of this slowness. As a result of this improvement, the homepage loading

times should significantly decrease. We also optimized the amount of JSON encoding and serialization during

the application start when Alation is loaded from a bookmark or after reloading a page. In some cases this should

noticeably reduce page loading times. In addition, the page loading indicator is now displayed consistently and

users can always see that their actions, such as clicking on links, have the appropriate effect.

• In Alation Analytics V2, the ETL Manager is updated to generate the load ID sequence from the ETL checkpoint

table instead of the Redis cache.

• Fixed an issue where the server health check process sent multiple emails daily for jobs that were running on

schedule and without issues. Now, alerts are only sent when the corresponding alert conditions are met.
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• Fixed an issue with email notifications for the data dictionary download: the download data dictionary email task

failed for objects of large size with about 100k or more child objects. After the fix, this should no longer be the

case.

Cloud

The Alation Analytics V2 database in EKS is externalized to AWS RDS. If RDS is enabled, the Postgres pod will not be

deployed and all the database requests will be sent to the RDS host that is provisioned by the Unified Installer.

1.7.8 RELEASE 2022.1.4

build 11.2.6.161723

• For Stewardship Workbench (bulk-actions on the Search page), added ability to bulk-add objects to and bulk-remove

objects from policies (business policies).

• For Stewardship Workbench, added success and failure messages to the actions of adding objects to and removing

objects from policies and data policies. Users adding objects to or removing objects from a policy are now notified

in the user interface if their action was successful.

• Fixed an issue with Alation Analytics V2 where the user_type value was not fetched during ETL for users

associated with both a built-in and a custom group. This issue was resolved by regrouping the timestamp filters of

the extract query. Now, if a user belongs to a custom group, this information is extracted to the Alation Analytics

V2 correctly. If a user does not belong to a custom group, the name of the built-in group will be extracted as the

user_type value for this user.

Important: Action Required

After the update, admins need to reset the ETL checkpoint for user data to reconcile the existing records.

See Resetting ETL Checkpoint for User Data.

• The following parameters were enabled on the internal Postgres database:

– async_archiving

– wal_compress

– multi-threaded backup

This change applies to the Backup V2 tool. It does not affect the steps of the backup process. Enabling

these parameters should improve the backup performance and help avoid high I/O contention from the

backup process.

• Fixed an issue where the information about users and groups who were given access to data sources on the Access

tab of the data source settings page was not extracted into the Alation Analytics database during the ETL. Added

logic to update the ts_updated column for a data source when a user or group is added or removed from data

source access settings.

• Some workbooks were not extracted from the Tableau source due to a gateway error from the Tableau Rest API

after making a certain number of calls. In order to resolve this, a delay is set when Alation receives this error

from the Tableau Rest API before retrying.

• Added ability to run multiple threads for Hive query log extraction, reducing the total QLI time for Hive data

sources.
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• This patch release provides an updated version of the Upload Logical Metadata API. This modified API version

allows updating multiple articles with the same key (article title) using the article_id parameter in the API

payload. This API version is available on demand only.

Alation Cloud

Fixed an issue with the update process on the Alation Cloud to ensure that external Postgres, if configured, is not

upgraded as part of the Alation update.

1.7.9 RELEASE 2022.1.2

build 11.2.4.161105

• Improved the process of migrating lineage data from Lineage V2 to Lineage V3. This change fixes a data

discrepancy issue where there were fewer links in the lineage database than in the Rosemeta database after the

migration. This change also improves the performance of the lineage migration process and decreases the time

required for the migration.

• Upgraded the built-in driver for Databricks from 2.6.17 to 2.6.21. This addresses the Databricks driver security

vulnerability described in January 24, 2022 - Log4j 2 Update and Databricks Connector Security Advisory.

Alation Cloud Service

• Alation Analytics V2 database in EKS is externalized to AWS RDS. If RDS is enabled, the Postgres pod will not

be deployed and all the database requests will be sent to the RDS host that is provisioned by the unified installer.

1.7.10 RELEASE 2022.1.1

build 11.2.3.159997

This patch is a security update for the built-in PostgreSQL driver vulnerability described in March 5, 2022 - JDBC

Driver Security Advisory. In this patch, the built-in PostgreSQL driver was upgraded to a newer version where

the vulnerability CVE-2022-21724 is not present. This upgrade addresses the PostgreSQL driver vulnerability for

PostgreSQL, Greenplum, and Tableau sources in the Alation Catalog.

1.7.11 RELEASE 2022.1 - General Availability

build 11.2.2.159547

Data Governance App

Policy Groups

Policy Center users can now categorize policy objects by grouping them together into Policy Groups. Policy Groups

can help organize data and business policies. One policy can be added to multiple Policy Groups. Policy Groups have a

dedicated Catalog template and can be curated using custom fields associated with the template. They are discoverable

using Alation Search and Search filters. The UI of the Policy Center page was enhanced to support Policy Groups: they

appear in the Policy Groups table on the top of the page, while policy objects are listed in the All Policies table under

the Policy Groups table.
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Snowflake Tags Synchronization

Alation has added support for Snowflake tags, increasing the number of data governance activities that users can perform

for the Snowflake sources in the Catalog. Server Admins can enable Snowflake tags synchronization in Admin Settings

> Feature Configuration. During metadata extraction, Alation synchronizes Snowflake tags with the picker custom

fields in Admin Settings > Customize Catalog > Custom Fields. Catalog Admins can associate tags with Snowflake

data objects, such as Data Source, Schema, Table, and Column. Catalog Stewards can update tag values on the Snowflake

objects. All users with access to Catalog pages of Snowflake objects can view the associated tag values.

Stewardship Workbench: Data Policy Bulk Actions

Stewards can now perform bulk curation of Snowflake table and column objects by adding or removing Snowflake

data policies in bulk directly on the Search results page. These capabilities fall under Stewardship Workbench in the

Governance App. Stewardship Workbench can be accessed from the Governance access page Apps > Govern by users

with the Steward role or higher. The Perform Bulk Actions button is also available on the Search results page to users

with appropriate roles. In this release, Alation adds the ability to bulk add or remove Data Masking and Row Access

policies: Alation validates the selected objects for relevance and sends an API request to Snowflake to apply the changes.

Specific types of policies will be applied to relevant objects only: Data Masking policies to column objects, and Row

Access policies to table objects. The user will receive an email notification when policies are successfully applied.

Workflow Center Improvements

Ability to Use People Sets to Assign Reviewers

When assigning reviewers for a workflow, users are now able to select People Sets.

Ability to Include or Exclude Top Level RDBMS Objects from Workflows

When configuring a workflow, users can include or exclude the top level RDBMS object from the workflow using the

Top level source included/excluded toggle on the workflow configuration page. For example, users can select a Schema

as the Source Object, but exclude this schema object from the workflow, only enrolling the child Tables and Columns of

this schema into the review process.

Curation Growth Report

The new Curation Growth report shows the curation trends for Catalog objects (articles, datasources, schemas, tables,

columns) over the last year from the current date. The Curation Growth report is a tool for Catalog Admins and Stewards

to further drive the Catalog adoption, curation effort, and governance activities.
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Governance Dashboard Accessibility

The Governance Dashboard of the Governance App is now accessible to users with all roles.

Search and Discovery

Elasticsearch Upgrade

The Elasticsearch component has been upgraded to version 7.16, which removes Log4j 2 vulnerabilities discovered in

December 2021.

Alation Full-Page Search Improvement

The Alation Full-Page Search interface now allows for selecting multiple object types from the Object Types Search

filter.

Homepage Improvements

• Catalog Admins can now configure the Alation Homepage. In Admin Settings, the Customize Homepage and

Branding links are now located in the Catalog Admins section. Catalog Admins will see the Customize Catalog,

Branding, and Alerts links when they click on the Settings icon on the top right.

• Server and Catalog Admins can now customize the background image of the Homepage header. They can upload

a custom image in Admin Settings > Catalog Admins > Customize Homepage > Homepage Search Banner.

• Server and Catalog Admins now have the ability to add alerts to the Homepage. A message and style for an alert

can be set up in Admin Settings > Catalog Admins > Alerts.

Back References for RDBMS to RDBMS Object Sets

Users can now add back references between Alation object types, leveraging the Object Set custom field. Back referencing

is now supported for RDBMS objects. On Catalog pages of RDBMS objects, you can add references to other RDBMS

objects as values of Object Set fields. In such a case, back references will be added under the Referenced By section on

the page of the linked RDBMS object.

Public API Enhancements

Search API

Users can now browse the contents of Domains using the GET method of the Search API <your_Alation_-

URL}/openapi/search/>. The GET endpoint now supports the domain_ids parameter, providing the ability to

list member objects of a specific Domain.
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Domains API

• The Domains API <your_Alation_URL}/openapi/domain/> now provides an endpoint to programmatically

view which membership rules are applied to domains and subdomains: POST /domain/membership/.

• Server and Catalog Admins can now delete Domain objects in bulk using the DELETE endpoint of the Domains

API.

Data Source API

The PUT endpoint of the Data Source API <your_Alation_URL}/openapi/datasources/> now has a new parameter

compose_default_uri that allows users to update the Compose Default Connection URI field for a data source. This

does not impact the Service Account URI of the data source.

Compose

Select, Edit, and Delete Connections in Compose

Users can now select, edit, and delete data source connections and user credentials in Compose and the Catalog. This

applies to:

• Connection settings in Compose

• Connection setting for running query forms

• Connection settings for Excel Live Reports

Previously, users did not have the ability to modify or remove existing connection strings in Compose or the Catalog.

Connect Platform

Extracting Descriptions for Struct Data Type for Google BigQuery

MDE from the Google BigQuery data source was extended to extract descriptions of the struct data type. The extracted

descriptions are not editable in the Catalog. They are displayed in the Source Comments field on the Catalog page of a

struct column object.

Column-Level Lineage Parser Add-Ons

• Query parser has been enhanced to automatically extract column-level lineage from common queries for

Databricks and Azure Synapse (SQL Server) data sources. Column-level lineage parser add-ons for Databricks

and SQL Server are available as beta versions.

• Column-level lineage extraction from Google BigQuery and Amazon Redshift sources is now general availability.

In the previous release, these add-ons were available as beta versions.
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Manual Lineage Enhancements (Beta)

• The lineage links can now be created, edited, and removed by all admin roles: Server Admin, Catalog Admin, and

Source Admin. Previously, creation of manual lineage was only available to users with the Source Admin role.

• Users with the Server and Source Admin roles can now create column-level lineage links. Previously, only

table-level lineage could be created.

Ability to Turn Off Automatic Lineage for RDBMS Data Sources

Data Source Admins now have the ability to disable automatic lineage generation in the settings of RDBMS data sources.

When disabled, lineage will not be created automatically during query log ingestion, metadata extraction, and from

Compose queries. Lineage can be updated via API or manually. The Disable Automatic Lineage Generation setting

is located on the data source settings page > General Settings tab > Lineage Creation section (bottom of the page).

Key Pair Authentication for Snowflake

Previously, when using key pair authentication for extraction from Snowflake, an admin had to specify sensitive

authentication credentials in the JDBC connection URI. From this release, Key Pair Authentication is supported in a

secure way where no credentials information is exposed in the Alation UI, URI, internal APIs, or logs.

OCF Connector for SAP BW and SAP BW/4HANA (Beta)

Users can now catalog their SAP BW sources in Alation and discover, search, and enrich SAP BW metadata for better

analysis and governance:

• BW Classic and BW on HANA support InfoObject, DSOs, InfoCubes, MultiProvider, and Query (MDE only)

• BW/4HANA supports InfoObject, ADSOs, Composite Provider, and Query (MDE only)

Built-In Driver Upgrades

• The built-in driver for DB2 was upgraded to version 11.5

• The built-in driver for Presto has been updated to version 0.265.1

Enterprise Deployment

Viewer Role Enforced by Default

From 2022.1, the Viewer role enforcement is enabled by default. Previously, the default value of the feature flag

alation.feature_flags.enable_permissions_middleware_featurewas False, which meant that the Viewer

role restrictions were not enforced and Composer, Steward, and Viewer roles had the same level of access. Now, with

the default value of this parameter being True, new installations of Alation 2022.1 will feature a more restricted access

for Viewers by default. This change also affects instances where the Viewer role was not enforced before updating to

2022.1: after the update, the access level of the Viewer role will change to the scope permitted for this role.

1.7. Release Notes 2022.1 (General Availability) 4103



Alation User Guide

Manage Service Account Credentials in Azure Key Vault

Alation now provides a way to securely store the service account credentials in the Azure Key Vault at a customer’s

organization instead of the Alation database. The Catalog will retrieve the account credentials from Azure Key Vault for

MDE, QLI, Profiling, and Sampling. This guarantees greater security and allows IT admins to rotate the credentials

based on their organization’s security policies.

Use MS Modern Email Authentication for Outgoing Email

Alation now supports authentication of the SMTP server used for outgoing email with Microsoft modern email

authentication. Email server configuration options are available in Admin Settings > Server Admin > Email Server

page.

Improvements

• As part of the Log4j 2 vulnerability mitigation effort, the Hive Connector was patched to use a newer version of

Log4j 2. This Log4j 2 version specifically addresses CVE-2021-44832.

• To further enhance security of the Alation application, the OpenJDK version used in the Hive adapter has been

updated to 8u312.

• Query Forms in Compose now allow for multi-selection of filter values. The user experience with Query Forms

in the Catalog and Compose has also been improved with better aligning the UI elements of the filter and

enhancements to the handling of default values, cached variables, and quotation marks displayed in the fields.

• Previously, the scope parameter in the OAuth token response was treated as a mandatory field by Alation; however,

this parameter is not provided by some of the SSO applications, for example, Pingfederate, which caused an error

during authentication. The scope parameter is now treated as optional by the authentication logic in Alation.

• In order to configure the Deferred Query Execution, you can now use the alation_conf flags alation.connector.

managed_execution.max_query_concurrency and alation.connector.managed_execution.max_-

export_concurrency. In the previous release, these parameters did not work. This is an alternative to

setting the JVM flags directly using the parameter alation_conf connector.extra_flags. Changes to pa-

rameters alation.connector.managed_execution.max_query_concurrency and alation.connector.

managed_execution.max_export_concurrency require the action alation_action deploy_conf_all

and a restart of the Connector component.

• It is now possible to use SSL connections from SSL-enabled databases when whitelisting IP addresses for the

Alation Analytics V2 data source. Previously, non-SSL connections were added for whitelisted IPs even when

SSL was enabled on the Postgres server.

• The results of the scan_postgres action are now stored in the internal server database tables jobs_-

scanpostgresstatus and jobs_corruptedtables. The scan_postgres script will no longer fail after

detecting the first corruption; instead, it will continue to verify the database until all tables are checked. It is also

possible to add the scan_postgres alert to the list of health alerts for administrators: admins will get emails in

case a Postgres scan finds a case of Postgres corruption.

• Added the ability to configure the format for the Name ID property of SAML authentication requests. The Name

ID format can be selected in Admin Settings > Authentication > SAML settings. Users can set Name ID to

persistent or emailAddress.

• The Archive processed QLI data now action in Admin Settings > Server Admins > Miscellaneous will archive

the session data along with the events and mentions data.
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Bug Fixes

Note: 2022.1 GA includes all bug fixes listed for the 2022.1 LA version.

• Fixed multiple minor CSS issues that were due to the CSS library upgrade in the LA version.

• Fixed an issue where names of query authors were not displayed in the Table view on the search results page.

• Fixed an issue where the Popular Articles report on the Alation Analytics Dashboard was not rendered correctly.

After this fix, the report will display the top articles data, as expected.

• Fixed a bug where since the update to 2021.4.x, users experienced issues with SSO connections from Compose

to AWS sources and Azure Synapse (SQL DB). As a result, Data Source Admins had to reconfigure those SSO

connections in Alation. SSO connections for AWS and Azure data sources will continue to work as expected after

the update to 2022.1.

• Fixed a bug where the object preview page of the selected table or column object did not load in the object preview

section under the Lineage diagram, and the loading icon was displayed indefinitely. Now, the previews for the

table or column objects selected on the diagram will be displayed as expected.

• Fixed an issue where users were unable to set a Compose connection as an active connection until they reloaded

the Compose page. Now, users can create a connection and select it as an active connection without the page

reload.

• Fixed an issue where users with the Composer role received the permission denied error when they attempted to

perform a data upload. Now, users with the Composer or Steward roles can successfully upload data for a table.

• Fixed an issue where users with the Composer or Steward roles could not manage the credentials of Compose

connections. After this fix, all Compose users can manage their database credentials.

• Fixed an issue where performing a bulk action after selecting all objects in the search results did not produce

the expected outcome: actions were applied to a subset of the selected objects. Now, bulk actions apply to all

selected objects.

• Fixed a bug where the Submit for Review button was disabled when changes were proposed for the Title field.

Now, users are able to successfully submit changes to object titles.

• Fixed an issue where the Snowflake key pair authentication checkbox was displayed on the settings page of all

data source types.

• Fixed an issue where the restore process for a backup taken with the Backup V1 tool issued an error Failed to

access directory “/data2/backup/pgbackup/backups/alation”: No such file or directory ERROR: Instance ‘alation’

does not exist in this backup catalog.

1.7.12 RELEASE 2022.1 - Limited Availability

build 11.2.0.158074

For feature list, see the list of features in the General Availability section.
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Bug Fixes In the LA Version

• Fixed an issue where export to CSV failed with a generic error Something went wrong while processing your CSV

file for <table_name> for the Impact Analysis report with column-level lineage data. After this fix, exports to

CSV should be successful.

• Fixed an issue with Search results when only the name of a schema was displayed in the suggested results list

instead of the full name of the type database.schema. Now, the full name is displayed for schemas.

• Fixed a time zone issue in query forms for dates selected from the custom date picker widget. Previously, users

reported that after selecting a date, the date which was one day earlier was populated in the Date filter. Now, the

date that is selected will be displayed.

• Fixed an issue where redundant error messages related to pg_last_xlog_receive_location were written to

the Postgres log, creating logging noise and preventing an effective search for useful error messages. Added logic

to clean up WAL logs regularly.

• Fixed an issue where users were unable to reject a Lexicon expansion due to a specific network security setup. The

issue was resolved by improving the handling of payloads within the DELETE request: the request information is

now sent in the request URL parameter instead of the request body.

• Fixed an issue where table aliases were represented as temporary tables on the Lineage diagram. Only real table

objects are now plotted on the Lineage diagram.

• Fixed an issue where extraction from Tableau failed due to a large log message size. To avoid the issue, the log

message is currently truncated to the specific number of characters that is configurable. This is configurable using

the parameter alation.job.maxMessageLen that defaults to 1000.

• Previously, the SAML assertion encryption feature did not work with ADFS. Now the encrypted assertions from

ADFS are correctly decrypted in Alation.

• Fixed an issue where users querying the Alation Analytics V2 database for search queries retrieved empty results

although search was in heavy use on the instance. The problem was caused by the column num_results of the

table search_queries being populated incorrectly. Now, Alation Analytics queries about search will return

results.

• Fixed an issue where the values of rich text custom fields with an @-mention were not correctly stored in the

Alation Analytics database. After the fix, the full value of such fields can be retrieved when querying Alation

Analytics.

• Previously, if Alation Analytics V2 had no data or had not been enabled on an instance, the Governance Dashboard

displayed loading icons on all charts. Now, the dashboard will display empty charts with the No data message.

• Fixed a bug where the assigned_to field in the public.conversations table of the Alation Analytics V2

database was not populated and stored the NULL value instead of the actual value. The issue was resolved by im-

proving the JOIN logic for joining the required Rosemeta tables in order to populate the public.conversations

table.

• Previously, when the Users table was paginated and an admin attempted to approve a user by bypassing email

confirmation or to change the role of a user that was located on pages after page 10, the page was refreshed

displaying a list of different users. Now, actions on paginated User tables do not affect the list of users on the

current page.

• Fixed an issue where extraction from Tableau failed with the error out of memory DETAIL: Cannot enlarge string

buffer. This was resolved by adding logic that handles extraction of a large volume of BI permission information.

• Fixed an issue where Compose users could not connect to the Presto data source with an error Connector Error:

value too long for type character varying(214). The bug was due to a length limitation on the field used to store

the properties of db_username and db_password. This was resolved by changing the associated field type.
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• Fixed an issue where QLI from Hive failed attempting to extract query history outside of the configured date

range. Now, QLI will only pull in query history that falls within the specified range.

• Fixed an issue where republishing a query erased previous edits to the Description field of the query. Now, the

Description field stays intact, as is expected.

1.7.13 Known Issues

Alation Analytics

The aamanager container may not start automatically after the update of Alation Analytics or after a system reboot. In

this case, the admin performing the update needs to start it manually, on the Alation Analytics host, with the following

command: sudo service aamanager start. To check the status of AA Manager: sudo service aamanager

status.

Sources

• Dynamic table sampling does not work for Hive data sources added on the default Hive framework.

• When a user enters incorrect credentials for the Snowflake key pair authentication on the settings page > General

Settings tab, the error message will prompt to check username and password. This wording is incorrect and users

should check the key pair authentication credentials that they entered.

• For the Snowflake data source, on the settings page > General Settings > Service Account, the Save button for

key pair authentication configuration does not automatically trigger the connection test. To test the connection,

users have to click the Test button as a separate action.

UI

• You may encounter minor CSS issues in the LA version due to the most recent CSS library updates. On some

pages and dialog windows, font styles may appear inconsistent, input fields may be misaligned, and the styles may

look off. FIXED IN GA

Authentication

After the upgrade from 2021.4 to 2022.1 LA, Compose SSO for Azure Synapse with Azure AD may fail with the

following error: Error: Redirect handler: The scope must include an “openid” value. FIXED IN GA

Compose

• Users are unable to set a newly added connection and credentials as an active connection in Compose until after

the Compose page is reloaded. FIXED IN GA

• For SQL Server and Hive data sources, a new connection created in Compose may result in the error Error

verifying credentials. Please check your username and password.

• For users with the Composer role, the Upload Data action returns a Permission Denied (403) error. This action

should be accessible to Composers. FIXED IN GA

• New user credentials cannot be added to the Connect as (Select user) dropdown for Google BigQuery in the

transient authentication mode. Instead, a black field is added to the list of users.

• Query forms don’t prompt for credentials with Google BigQuery in the transient authentication mode.
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• Users with non-admin roles (Composer and Steward) are unable to add new user credentials in the connection

dialog. FIXED IN GA

Search

• Performing bulk actions after selecting all objects in the search results does not produce the expected outcome:

actions are applied to a subset of the selected objects. FIXED IN GA

Workflows

• The Submit for Review action appears disabled when edits are suggested for the Title field. FIXED IN GA

Backup and Restore

• When Backup V2 is disabled and then a backup is created using Backup V1, the restore process from this backup

generates the following error message in the log file although the restore is successful: WARNING: Failed to access

directory “/data2/backup/pgbackup/backups/alation”: No such file or directory 2ERROR: Instance ‘alation’ does

not exist in this backup catalog. FIXED IN GA

1.8 Release Notes 2021.4 (General Availability)

Note:

1. If you are skipping patch 2021.4.4, please make sure to review the release information in RELEASE 2021.4.4

below and the information in Update Alation from 2021.4.x to 2021.4.4 or Later Patches. The 2021.4.4 patch

includes important security updates which require changes to alation_conf.

2. Review the information in RELEASE 2021.4.10 as an additional action may be required after updating Alation

Analytics V2 if you haven’t performed it on a previous release.

1.8.1 RELEASE 2021.4.16

build 10.2.17.162478

• Updated the transform job for the article data in Alation Analytics so that it updates the ts_updated field when

a field that is not present in the public.article table is updated in Rosemeta. For example, the ts_updated

field is now updated if a user favorites or un-favorites an article page, follows or unfollows an article, or edits the

Description field so that the ts_updated in Alation Analytics and the corresponding value in Rosemeta will

match. If you experienced this issue, contact Alation Support to reset the ETL checkpoint for article data on your

Alation Analytics database.

• Addressed an issue with high resource contention during the backup run. Previously, users observed slowness in

Alation at specific hours of the day. Further investigation showed that the slowness coincided with the time of

the dump_all_data stage of the Alation backup process and was due to resource contention on the host. This

fix introduces an alation_conf parameter alation.backup_v2.num_of_thread that allows tuning the CPU

usage down if needed.
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1.8.2 RELEASE 2021.4.15

build 10.2.16.162361

• Fixed an issue where the data upload from a CSV file failed for Hive data sources. Now, data can be successfully

uploaded into Hive data sources from the Alation catalog.

• Fixed an issue where after upgrading from a previous version, the Alation Analytics app icon disappeared from the

Apps menu in the Alation user interface. The fix ensures that the Alation Analytics app icon is always available

in the Apps menu when the Alation Analytics app is enabled in the catalog.

1.8.3 RELEASE 2021.4.14

build 10.2.15.162327

This patch is a security update providing an important fix to mitigate the Log4j 2 vulnerability discussed in December

10, 2021 - Log4j2 Security Advisory, and also provides other fixes as defined below.

Upgrading to this security patch will apply the fixes automatically. The patch includes:

• Addressed issues in Event Bus by removing the potentially vulnerable classes of Log4j from the corresponding

Log4j.jar file included into the Alation application.

• Fixed an issue that prevents articles with duplicate titles to be created for a custom API.

• Fixed an issue where the Alation Analytics database did not correctly reflect the changes to the picker and multi-

select picker field options in Customize Catalog > Custom Fields that were associated with existing catalog

objects. The issue was caused by the ts_updated field value in the internal server database not capturing the

event of the change. Now, the ts_updated field correctly reflects the time of the change and the corresponding

data is transferred to the Alation Analytics database during the ETL.

• Fixed an issue causing the user profile page to load slowly when having many back references, resulting in a 502

error. The profile page now loads faster, even if there are many back references.

• Fixed an issue causing a user without access to a private data source, set as watcher, even if the user no longer has

access to the data source, to keep receiving notification emails for changes done at the object level. To fix this, we

removed watchers in the potential list of recipients that do not have permissions to view the data source that is the

subject of the notification.

• Fixed a polling issue in Compose causing warning alerts shown on Compose UI during SQL execution, resulting

from long polling when trying to fetch Hive logs. The fix handles the log resulting from the polling separately.

1.8.4 RELEASE 2021.4.13

build 10.2.14.162082

• Users can now see the default values in the input fields of query forms. Previously, the default values were not

displayed.

• Added more improvements for query forms, such as support for multi-selection, aliases, single quotes, and the

NOT IN clause. Fixed some minor UI issues with field alignment.

• Added a prompt to the Alation Analytics V2 installer as part of the upgrade from Postgres version 9.6 to version

13, where the admin can provide a custom location to store the Postgres dump before proceeding with the upgrade.
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1.8.5 RELEASE 2021.4.12

build 10.2.13.161694

• Upgraded the built-in driver for Databricks from 2.6.17 to 2.6.21. This addresses the Databricks driver security

vulnerability described in January 24, 2022 - Log4j 2 Update and Databricks Connector Security Advisory.

• Fixed an issue with Compose authentication for Google BigQuery data sources after the Viewer role was enabled

in Alation. Non-admin users received the permission denied error when connecting to their Google BigQuery data

source in Compose. After the fix, non-admin users can successfully connect to Google BigQuery data sources

with their database credentials.

• Previously, when metadata was uploaded in bulk using the public API, values only appeared in filters in Advanced

Search after users accessed the page of the corresponding Catalog object. After this fix, the metadata uploaded in

bulk will be successfully indexed and available in Search filters.

• In the Compose connection dialog, all user roles, both admin and non-admin, can now manage database credentials

for the selected connection. Previously, non-admin users could not add new credentials or verify the connection

status due to the permission denied error.

1.8.6 RELEASE 2021.4.11

build 10.2.12.161303

• This patch release provides an updated version of the Upload Logical Metadata API. This modified API version

allows updating multiple articles with the same key (article title) using the article_id parameter in the API

payload. This API version is available on demand only.

• The following parameters were enabled on the internal Postgres database:

– async_archiving

– wal_compress

– multi-threaded backup

This change applies to the Backup V2 tool. It does not affect the steps of the backup process. Enabling

these parameters should improve the backup performance and help avoid high I/O contention from the

backup process.

• Some workbooks were not extracted from the Tableau source due to a gateway error from the Tableau Rest API

after making a certain number of calls. In order to resolve this, a delay is set when Alation receives this error

from the Tableau Rest API before retrying.

• Improved the performance of a number of pages for which users reported slowness. Loading time should

significantly decrease for the homepage and Search. Page loading time when Alation is opened using a bookmark,

has also been improved. The page loading indicator in the Alation user interface is now displayed consistently so

that users see that their actions, such as clicking a link, have the appropriate effect.

• Fixed an issue with email notifications for the data dictionary download: the download data dictionary email task

failed for objects of large size with about 100k or more child objects. After the fix, this should no longer be the

case.
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Alation Cloud

• Fixed an issue with the update process on the Alation Cloud to ensure that external Postgres, if configured, is not

upgraded as part of the Alation update.

1.8.7 RELEASE 2021.4.10

build 10.2.11.160653

• Fixed an issue with Alation Analytics V2 where the user_type value was not fetched during ETL for users

associated with both a built-in and a custom group. This issue was resolved by regrouping the timestamp filters of

the extract query. Now, if a user belongs to a custom group, this information is extracted to the Alation Analytics

V2 correctly. If a user does not belong to a custom group, the name of the built-in group will be extracted as the

user_type value for this user.

Important: Action Required

After the update, admins need to reset the ETL checkpoint for user data to reconcile the existing records.

See Resetting ETL Checkpoint for User Data.

• Added the domains information to the ERD of the Alation Analytics V2 database. Using the ERD, analysts can

explore how the tables with the domain data can be joined with other tables of the database. The domain tables

in Alation Analytics provide the ability to retrieve data about page visits for domain objects, tags attached to a

domain, custom fields of a domain object, and the Catalog objects associated with a domain. A Server Admin

needs to initiate the Alation Analytics database in the Settings page to apply the changes.

• In Alation Analytics V2, the ETL Manager is updated to generate the load ID sequence from the ETL checkpoint

table instead of the Redis cache.

1.8.8 RELEASE 2021.4.9

build 10.2.10.160030

This patch is a security update for the built-in PostgreSQL driver vulnerability described in March 5, 2022 - JDBC

Driver Security Advisory. In this patch, the built-in PostgreSQL driver was upgraded to a newer version where

the vulnerability CVE-2022-21724 is not present. This upgrade addresses the PostgreSQL driver vulnerability for

PostgreSQL, Greenplum, and Tableau sources in the Alation Catalog.

1.8.9 RELEASE 2021.4.8

build 10.2.9.159647

• Updated Elasticsearch version to 7.16.

• Now you can set the alation_conf flags alation.connector.managed_execution.max_query_-

concurrency and alation.connector.managed_execution.max_export_concurrency in order to con-

figure query queueing. Changes to these flags take affect after redeploying alation_conf using the alation_-

action deploy_conf_all command and restarting the Connector component. This is an alternative to setting

the JVM flag alation_conf connector.extra_flags directly.

• Fixed a bug where since the update to 2021.4, users experienced issues with SSO connections from Compose

to AWS sources and Azure Synapse (SQL DB). As a result, Data Source Admins had to reconfigure those SSO

connections in Alation.
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• Fixed an issue where the information about users and groups who were given access to data sources on the Access

tab of the data source settings page was not extracted into the Alation Analytics database during the ETL. Added

logic to update the ts_updated column for a data source when a user or group is added or removed from data

source access settings.

• In Workflow Center, Change Requests on people and object set fields that contained more than one object type

were incorrectly marked as the last selected object type. This issue has been fixed.

1.8.10 RELEASE 2021.4.7

build 10.2.8.158918

• Fixed an issue where the Lineage diagram sometimes showed the loading cue indefinitely when loading large

graphs. Now, large Lineage diagrams load successfully.

• Fixed a time zone issue in query forms for dates selected from the custom date picker widget. Previously, after

selecting a date, the date which was one day earlier was populated in the Date filter. Now, the date that is selected

will be displayed.

• Addressed an issue with the search index after restoring Alation from a backup when some Catalog objects

became unavailable in Search results. Added a restart of the Celery services before the rebuild_es_index

action is initiated by the destructive_restore_all script. This resolves potential indexing issues on restored

instances.

• Fixed an issue where a backup resulted in an error if a new backup was started before the first one was completed.

Several Alation backups cannot run simultaneously. A lock file /var/tmp/alation_backup.lock was added to the

Alation server to ensure that a new backup cannot be started when another backup is already in progress. Now,

when a backup process begins, it acquires the lock. The lock is released when the backup is complete.

• Fixed an issue where the restore process generated the following error message in the log file although the restore

was successful: WARNING: Failed to access directory “/data2/backup/pgbackup/backups/alation”: No such file

or directory 2ERROR: Instance ‘alation’ does not exist in this backup catalog.

1.8.11 RELEASE 2021.4.6

build 10.2.7.157270

• Fixed an issue with updating Alation from 2021.3 to 2021.4 where the Elasticsearch upgrade stage of the update

took a significant amount of time. This fix improves the logic behind copying the contents of the Elasticsearch

directory, significantly decreasing the time of the Elasticsearch upgrade.

• Fixed an issue where the Alation Analytics V2 Leaderboard did not display the Showcase/Table View and Open

Query controls. This fix restores the switch between the views and the Open New Query in Compose button for

the Leaderboard.

• Fixed an issue where the data dictionary download failed with the error unknown error while exporting data for

specific data sources. This error, caused by the “object not found” value in Object Set or People Set custom fields,

represents an edge case. Fixed by adding logic for bypassing deleted objects when generating data dictionary

downloads.

• Fixed an issue where the update of Alation Analytics V2 to version 13 failed with the error exit status 1: initdb:

warning: enabling “trust” authentication for local connections. This fix improves the handling of intermittently

running Postgres processes which were the cause for the error.

• Corrected an issue that could cause CPU over-utilization in certain error handling scenarios.

• Fixed an issue where the removal of the Steward value from objects like Data Sources, Schemas, Tables, and

Columns was not correctly reflected on the Governance Dashboard and the removed values were still taken into
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account in reports. Added validation for cases when the Stewards Object Set field is empty. When the Stewards

Object Set is empty, it won’t be included into the complete_curation count.

• Added support for the SHA-256 algorithm when signing SAML authentication requests. There are two new

alation_conf settings which can be used to configure the SignatureAlgorithm and DigestAlgorithm for the SAML

authentication requests generated by Alation instance:

– alation.authentication.saml.authn_requests_sign_algo ( defaults to sha1; can be set to

sha256)

– alation.authentication.saml.authn_requests_digest_algo (defaults to sha1; can be set to

sha256)

• Previously, when creating a manual catalog set at the Table level, users had to use the mouse wheel to scroll

through the list of results. This fix improves the scrolling experience for the Quick Search in the manual catalog

set editor by enabling the keyboard up and down actions and the ability to drag the scroll bar.

• Fixed an issue with the Table Metadata Sync API where using it resulted in the 500 error. The API now works as

expected.

1.8.12 RELEASE 2021.4.5

build 10.2.6.155870

• The Manual Lineage links can now be created, edited, and removed by all admin roles: Server Admin, Catalog

Admin, and Source Admin. Previously, creation of manual lineage was only available to users with the Source

Admin role.

• Manual Lineage now enables Admins to create Column-Level lineage links. Previously, only table-level lineage

could be created.

• For Snowflake External OAuth, the scope parameter in the OAuth token response is now treated as optional.

Previously, this parameter was treated as a mandatory field by Alation; however, some SSO providers, for example,

Pingfederate, do not provide this parameter, which caused an authentication error in Compose. This fix ensures

that Snowflake External OAuth will now work with PingFederate.

• Disk space usage email alert is now enabled by default. The alert is set in the new alation_conf parame-

ter alation.healthcheck.default_list using the value ['disk']. This check validates if any of the

root or data volumes are filled above the threshold and sends email notifications to Server Admins if the

threshold is hit. The alerts set in the parameter alation.healthcheck.default_list are triggered if the

parameter alation.healthcheck.enable_admin_alert_checks is set to False (disabled). If alation.

healthcheck.enable_admin_alert_checks is set to True (enabled), then it supersedes the parameter

alation.healthcheck.default_list. When Health Check Alerts are enabled, then the checks set in the pa-

rameter alation.healthcheck.enable_admin_alert_checkswill run instead of the checks set in alation.

healthcheck.default_list.

Note: The threshold is set using the alation_conf parameter alation.healthcheck.disk_-

usage_threshold. More about Health Check Alerts: Configuring Server Health Alerts for Adminis-

trators.

• Retention for the tables public.metrics_metric and public.celery_job_monitor_celeryjoblog in the

internal server database has been reduced from 365 days to 30 days. Jobs to clear records older than 30 days are

scheduled to run on every Sunday. There is no option to change this schedule.

• Removed redundant checks from the scan_postgres script. Previously, these checks could generate redundant

error messages in the scan_postgres output.
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• Fixed an issue where the upgrade or a new installation of Alation generated the following error message in the

installer log file: ModuleNotFoundError: No module named ‘alation_crypt’. This message did not point to any

upgrade or installation exception and was redundant. The issue that created this logging noise was fixed and the

message no longer appears in the log file.

1.8.13 RELEASE 2021.4.4

build 10.2.5.155508

This patch is a security update and also deprecates the prior two patches, 2021.4.2 and 2021.4.3. This patch is cumulative

and contains all the security fixes from the prior two patches. This patch also addresses a bug with the prior two patches

that would cause the update to fail when updating from Alation 2021.3.8 and later.

Warning: Patches 2021.4.2 and 2021.4.3 have been deprecated. Use this patch 2021.4.4 or a later patch, for an

upgrade from 2021.3 and other previous major releases.

Update information:

• Update Alation from 2021.4.x to 2021.4.4 or Later Patches

• Update Alation to 2021.4

This patch provides fixes to mitigate the Log4j 2 vulnerabilities discussed in these security advisories:

• December 22, 2021 - Log4j2 Security Advisory

• December 17, 2021 - Update to December 15 log4j2 CVE-2021-45046 Security Advisory

• December 10, 2021 - log4j2 Security Advisory

For additional information about the security vulnerabilities, see the following NIST publications:

• CVE-2021-45105

• CVE-2021-45046

• CVE-2021-44228

Upgrading to this security patch will apply the fixes automatically. This patch includes:

Fix for upgrades from 2021.3.5 and later

This patch fixes a bug in the prior two patches, 2021.4.2 and 2021.4.3. The bug would cause the update to fail when

updating from Alation 2021.3.5 and later, resulting in Alation being inaccessible.

Security fixes for Hive connector

The Apache Hive connector is updated with a newer version of Apache Log4j 2. This addresses the security vulnerabilities

listed above.

In addition to updating the Log4j version, all invocations of the Apache Hive connector will run with the -

Dlog4j2.formatMsgNoLookups=true system property.
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Security fixes for Elasticsearch

Elasticsearch is updated with a newer version of Apache Log4j 2. This addresses the security vulnerabilities listed

above.

1.8.14 RELEASE 2021.4.3

build 10.2.4.155181

This patch is a security update providing a fix to mitigate the Log4j 2 vulnerability discussed in December 17, 2021 -

Update to December 15 log4j2 CVE-2021-45046 Security Advisory.

Security fix for the Hive connector

The Hive connector is updated to use a newer version of Apache Log4j 2, which addresses a possible DoS vulnerability

described in CVE-2021-45046.

1.8.15 RELEASE 2021.4.2

build 10.2.3.154697

This patch is a security update providing two important fixes to mitigate the Log4j 2 vulnerability discussed in December

10, 2021 - log4j2 Security Advisory.

Upgrading to this security patch will apply the fixes automatically. The patch includes:

Security fix for the Hive connector

The Apache Hive connector is updated with a newer version of Apache Log4j 2 as per NIST publication NVD -

CVE-2021-44228. In addition to updating the Log4j 2, all invocations of the Apache Hive connector will run with the

-Dlog4j2.formatMsgNoLookups=true system property.

With this security update, the Alation Hive connector is not susceptible to remote code execution based on the Log4j 2

vulnerability CVE-2021-44228.

Security fix for Elasticsearch

As per recommendation from Elastic found at Apache Log4j2 Remote Code Execution (RCE) Vulnerability - CVE-

2021-44228 - ESA-2021-31, this fix disables the message lookup substitution for Elasticsearch on the Alation server.

With this security update, the alation_conf parameter elasticsearch.env.es_java_opts, which sets Java options

for Log4j 2, will be set to -Dlog4j2.formatMsgNoLookups=true by default. This change ensures that the Log4j 2

Java options have the recommended setting and that the Elasticsearch component of the Alation server is not susceptible

to remote code execution based on the Log4j 2 vulnerability CVE-2021-44228.
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1.8.16 RELEASE 2021.4 - General Availability

build 10.2.1.153064

New Features

Data Governance App

Workflow Center and the Change Management Workflow

The Data Governance App now includes Workflow Center that is a centralized location for creation and management

of data governance workflows. Catalog admins can create and configure multiple workflows, enroll Catalog objects into

them, and appoint users to be Reviewers and Approvers.

For Schema, Table, and Column Catalog objects, users can initiate Change Management and Approval workflows

that take changes to the fields on Catalog pages through a review process to approval. Approved changes become visible

to all users who can access the Catalog page that was edited.

Data Governance Page

Admins can now enable a new Data Governance page that allows access to various parts of the Data Governance App,

such as Policy Center, Governance Dashboard, and Workflow Center. The Data Governance page can be enabled in

Admin Settings > Feature Configuration. When enabled, the Apps menu will include a new icon Govern that opens

the Data Governance access page.

Alation Analytics Governance Dashboard

The new Governance Dashboard pulls curation data from the Alation Analytics database to provide insights into

curation progress, Catalog growth, and Steward assignments. The Governance dashboard can be enabled in Admin

Settings > Feature Configuration and accessed from the new Data Governance page. The data will be available on

instances using both Alation Analytics and the Data Governance App.

Business Policies

A new type of Policy object has been added to Policy Center: a Business Policy. It is a generic Policy object that can be

created manually and linked to other Catalog objects using Object Set fields. Business policies are discoverable using

Search. They can be managed in Policy Center.

Snowflake Policy Enhancements

Ability to Apply Row Level Access Policies to Tables

It is now possible to apply Row Level Access policies to tables in Snowflake data sources in the Policy Center UI.
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UI for Removing Data Masking or Row Level Access Policies from Objects

It is now possible to remove Column objects from Data Masking and Row Level Access policies in Snowflake data

sources in the Policy Center user interface.

Search and Discovery

Domains Public API

Alation has added a public API for managing Domain objects. API users can shallow add or recursively add objects to

Domains, create Domains in bulk, bulk-edit the Custom Fields, and remove objects from Domains using this API. The

Domain API can be accessed by adding /openapi/domain/ to your instance URL.

Ability to Shallow Add Objects to Domains

When adding an object to a Domain, users can now choose to add this object and all its child objects or add a single

object only (shallow add), without adding the child objects.

Article Authors Can Add Articles to Domains

Article authors can now assign a Domain to the articles they create.

Object Set Back References

When users add values to Object Set fields on Catalog pages, Alation will add back references between the objects. The

following bi-directional references are supported:

• Article to Article

• RDBMS objects to Articles

• Policies to RDBMS objects

Elasticsearch Upgrade

The Elasticsearch component of the Alation server was updated from version 7.4 to version 7.14 to take advantage of

security enhancements and new features.

Alation Analytics

Alation Analytics V2 Database Version Updated to 13.1

The Postgres database of Alation Analytics V2 has been upgraded to version 13.1. On instances that are updated from

previous versions of Alation, the Alation Analytics V2 database version upgrade happens automatically during the

update of Alation Analytics V2 to its 2021.4-compatible version.
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Domains Data in Alation Analytics V2

The Alation Analytics database now includes data about Domains and Domain object membership.

Ability to Add the Alation Analytics Leaderboard to the Homepage

Admins configuring the Homepage for the Alation Catalog now have the ability to add the Alation Analytics Top Con-

tributors report to the Homepage content. The Top Contributors report can be added by customizing the Homepage con-

figuration JSON file by adding a new JSON object: { "type": "analytics_leaderboard_row", "objects":

["top_contributors"] }. There is no UI support for this feature in 2021.4 yet.

Ability to Hide the Leaderboard from the Alation Analytics Dashboard

If is now possible to control the display of the Alation Analytics Top Contributors report on the Alation Analytics

Dashboard with the dedicated feature flag in Admin Settings > Feature Configuration. To hide or display the report,

use the feature flag Alation Analytics V2 Leaderboard - List of top ten contributors.

Compose

For Compose, the focus in 2021.4 has been on performance and scalability.

Compose Query Execution Queue Enhancements

Query execution tasks will now be queued and throttled when the system constraints are hit. Queries that are the result

of:

• Manual execution from Compose (all execution options for Run and Export)

• Execution of query forms

• Excel live reports

• Scheduled execution

will be throttled when Compose is out of execution queue capacity. Users will see appropriate error messages, indicating

that they need to try again later due to system constraints.

Query Execution queueing is disabled by default and can be enabled in Admin Settings > Compose Settings using the

Allow Query Execution Deferral toggle.

Monitoring of Query Results Table Size

Alation admins can now monitor the Query Results table size in Postgres relative to the available disk space. Disk space

consumed by a table should never approach the remaining disk space. There is now a background job that checks the

total space available to Postgres and monitors Postgres table sizes. This job is configurable using alation_conf and the

monitor_pg_disk_usage.* group of parameters. The monitoring job sends email alerts to Server Admins when the

set space threshold is hit.
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Reduced Query Results Retention

The default value of the alation_conf parameter alation.query_exec.results_auto_persist_bytes now de-

faults to zero. This means that no query results are going to be stored longer than seven days (default) and that queries

of any size are subject to the same seven-day retention period. Previously, the default value of this parameter was 1 MB,

which led to small query results accumulating over time. Note that this change will affects results that will be created

after the update to 2021.4 and will not change the retention of existing small query results.

alation_action for Clearing Stored Execution Results

Admins can now use the Alation action alation_action purge_execution_results to remove the old unused

execution results and reclaim disk space.

Improved Ability to Reuse Query Parameters

Analyst users can now define a query variable and parameters at the beginning of the query and reference it every time

they need it in the query without repeating the parameter values.

Connect Platform

New Connector for the Open Connector Framework

Out-of-the-box OCF connectors for MySQL and Postgres data sources are now available.

Extraction of External Tables from Snowflake and Google BigQuery

Alation now extracts external table metadata from the Snowflake and Google BigQuery data sources. External tables

have dedicated Catalog pages and are available for Sampling, Profiling, and querying in Compose. Data location will

also be cataloged.

Lineage for external tables is currently not supported.

Support for Multiple Active Directory or LDAP Domains for Tableau BI Sources

Prior to 2021.4, Alation supported access to Tableau objects in the Catalog for users from a single AD or LDAP domain

only. Now, users from multiple domains will be able to access catalogued Tableau sources.

Support of the Complex Data Types for Impala Data Sources

MDE from the Impala data source now supports complex data types: Struct and Array.
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Built-In Driver Upgrades

Built-in drivers have been upgraded for:

• SQLServer (driver version 9.4.0)

• Snowflake (driver version 3.13.6)

• Google BigQuery (driver version 1.2.19.1023)

• MySQL (driver version 8.0.26)

• Databricks (driver version 2.6.17)

Data Source Certifications

• AWS Databricks and Azure Databricks 8.4

• A number of sources supported with the Custom DB connector have been certified with newer versions of CData

drivers:

– Starburst

– Cassandra

– Cosmos DB

– Amazon DynamoDB

– MongoDB

– MongoDB Atlas

– Salesforce DB

– ServiceNow

Full information is available in the Support Matrix version 2021.4.

Lineage

Automatic Column-Level Lineage for Cloud Data Sources

Query parser has been enhanced to automatically extract column-level lineage from common queries.

Column-level lineage can be auto-generated for:

• Snowflake data sources (GA)

– Requires the Snowflake Column-Level Lineage Parser Add-On to be purchased

• Google BigQuery data sources (Beta)

• Amazon Redshift data sources (Beta)
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Lineage Diagram UI Refresh

The Lineage diagram received a UI refresh and is now using a new dark blue and grey theme for the lineage elements

and links.

Creation and Management of Lineage in the Alation UI (Beta)

Data Source admins can create or update lineage data directly from the Alation UI. Most of the Lineage functionality,

including API compatibility, deprecation propagation, and impact analysis reports will be available for the manually

created Lineage too. This feature requires that the existing lineage data should be migrated to the Lineage V3 service.

Lineage V3 (Beta)

Lineage V3 (Beta) is a new service for managing lineage data and generating Lineage diagrams. To begin using Lineage

V3, you will need to migrate the existing lineage data from Lineage V2 to Lineage V3. The Lineage V3 framework

includes a separate internal Lineage database that stores lineage data and internal server APIs to manage the lineage

information. Lineage V3 uses the Event Bus component to store and retrieve lineage data.

Enterprise Deployment

UI for Configuring SAML Authentication

The SAML authentication can now be configured in the Alation UI on the Admin Settings > Authentication page.

Previously, SAML authentication had to be configured on the backend of the Alation server. The new UI allows

configuring the required SAML parameters as well as uploading the idp_metadata.xml file to the Alation server. No

restart of the server is required to apply the configuration.

Compose SSO with Azure AD for Azure Synapse

Data source admins can now set up SSO authentication for Compose and Dynamic Profiling with Azure Active Directory

for Azure SQL DB and Azure SQL Serverless and Dedicated Pools. This configuration uses the Alation AuthService

framework and requires access to the backend of the Alation server.

Synchronization of Azure AD Groups into Alation Using SCIM

When the authentication method in Alation is set to SAML and the IdP provider is Azure Active Directory, Server

Admins can set up User and Group synchronization from Azure AD to Alation over the SCIM protocol. This eliminates

the need to manually manage group assignments and changes to group membership as group management will be

provisioned by Azure AD.
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CentOS Removal from Chroot

CentOS 8 was replaced with Red Hat UBI Init 8.4 in the Alation Chroot.

Event Bus

The Alation server includes a new component: Event Bus. The Event Bus is a middle layer in the application stack of

the Alation server that facilitates asynchronous messaging between server components. In 2021.4, the Event Bus is only

used by the new Lineage V3 service. For example, during metadata extraction, messages related to lineage will be stored

in the Event Bus. The Lineage V3 service can then use those stored messages at a later time to create lineage graphs.

Improvements

• The Search interfaces - Advanced Search and Query Search are turned off by default in 2021.4. These

pages are behind alation_conf parameters alation.feature_flags.enable_query_search and alation.

feature_flags.enable_advanced_search.

• Open Connector Framework is now enabled by default (alation_conf parameter alation.feature_flags.

enable_gbm_v2_connector_strategy is set to True by default).

• The React library on the Alation server has been upgraded to version 17.

• Added an alation_conf parameter elasticsearch.version to record the active Elasticsearch version.

• Previously, when the SCIM sync process removed groups and the Group Role Assignment feature was enabled,

Alation allowed the last admin group to be removed. Now, Alation will check for remaining admin users in

SCIM-synchronized groups and prevent the last admin group from being deleted.

• Whenever the Domains list on a Catalog page is closed, it will be reset to its initial state, which is the list of

top-level Domains.

• The NGINX component on the Alation server has been upgraded to version 1.21.0.

• The Secret key that is stored by the AWS IAM plug-in is now stored in the encrypted format.

• Added the columns suspended and ts_suspended to the users table in Alation Analytics V2 to make these

details available in reports about users.

• Improved the UI experience and loading times for large collections with multiple nesting levels in NoSQL data

sources. Previously, large collections (for example, containing ~ 100 schemas with ~ 100 attributes each on

various nested levels) took a long time to load and sometimes timed out. Now, they are going to be loaded in

batches of 10 items. Users can click Load More to load more elements of the collection.

Bug Fixes

Note: 2021.4 GA includes all bug fixes listed for the 2021.4 LA version.

• Fixed an issue with Compose performance where users experienced Compose instability when executing multiple

large queries using objects that have Data Quality flags. The presence of Data Quality Flags on objects used in

queries no longer affects Compose stability.

• Fixed an issue where the highlighting and Trust Check prompts were displayed with a delay or not displayed at all

in Compose query editor for queries that used objects with Data Quality flags.
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• Fixed an issue where built-in groups were not listed in the Quick Search list of potential Reviewers in the Select

Reviewers dialog. Now, Quick Search includes all groups.

• Users can no longer make trivial “no change” suggestions. Previously (2021.4 LA), there was no validation of

whether or not suggestions contained meaningful changes. This could lead to confusion either on the part of the

editor or Reviewers as the visual diff for the suggested change was blank. Now, when a user attempts to submit a

“no change” suggestion, a modal dialog will pop-up directing them to change the suggestion.

• Previously (2021.4 LA), Excel Live reports did not run, showing only a No results to display message if the

connector component was configured to limit the number concurrent query executions or query exports. Now,

Live reports will run with such a connector configuration. Users will see the message Query cannot run due to

server resource limitations. Please try again later if the maximum number of concurrent query executions or

query exports has been exceeded.

1.8.17 RELEASE 2021.4 - Limited Availability

build 10.2.0.151763

For the feature list, see New Features

Bugs Fixed in 2021.4 - LA

• Fixed an issue where the Search filter for schemas limited the number of schemas available for filtering to 100.

The facet size for schemas was increased to 500. It will allow up to 500 facets in the search filter.

• Fixed a bug where the Reply-By-Email feature did not work for users of the Outlook client app. This fix is

applicable for Outlook client apps on OS X and Windows. For email apps on OS X, there is an additional

alation_conf parameter that can be used when troubleshooting Reply-By-Email for Outlook: alation.email.

original_html_message_patterns -s "[{'attrs': {'class': []}, 'name': 'div'}]".

• Fixed an issue where LDAP synchronization stopped if one of the LDAP groups had a name containing parentheses.

Added logic to skip such problem groups, log the error, and continue the synchronization.

• Fixed an issue where users without groups were not loaded into the Alation Analytics V2 database during ETL.

• Fixed an issue where users did not see the message You are logged out after they logged out of Alation but saw

either the 401 or 403 error page instead. The problem was discovered on instances using HTTP/2. After the fix,

users see the required logout page.

• Fixed an issue with Lineage from AWS Databricks where Lineage calculation failed with an error in the celery-

ingestion_error.log file that was related to the PRIMARY_KEY usage.

• Fixed an issue where the Function objects still persisted in Search results after the parent data source was deleted.

• Fixed an issue where statements with USING were not parsed for a Teradata data source and as a result, lineage

was not generated. Alation now supports queries starting with USING for Teradata. Lineage, filters, and joins

information will also be available for queries that start with the USING keyword.

• Fixed a bug where the text of an @-mention was shown twice when the content was underlined, bolded, or

italicized.

• Fixed an issue with QLI from Presto data sources where it failed if the entire batch of the ExecutionEvent

objects to be processed had cancelled=true. This created a Null value set. Now, query batches with the

cancelled=true property are parsed correctly.

• Previously, when users navigated to a page in Lexicon and clicked the Confirmed filter, pagination stayed on the

same page, although there were fewer pages of confirmed terms. As a result, the current page appeared empty and

users had to navigate to previous pages to see the terms. After the fix, the Lexicon page resets pagination when a

filter is changed, and users will be automatically navigated to the first page of the filtered list of terms.
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• Previously, when user profiles were uploaded from a CSV file, Alation converted usernames to lowercase. The

case of the username in the source CSV file was not respected. However, the SAML response is case-sensitive.

As a result, Alation created a second user with the username spelling from the SAML response. This issue has

been fixed, and user profile upload is now case-sensitive. Also added case-matching logic to prevent creation

of duplicate accounts for users already loaded into the system. Updated the UI with a message explaining this

change.

• Fixed an issue with QLI where previously ingested Query History information was not restored after KV Store

was reset during a troubleshooting session. Now, the Query Template text for the Query History section will be

populated from the internal Postgres database if KV Store does not have the required Template text.

• Fixed an issue where Postgres restart failed in certain cases after the backup restore. Now, the Postgres restart

waits for the recovery to be complete during the restart.

• Fixed an issue where the Job API did not return the job status if the bulk upload payload included special characters.

• Fixed an issue where the RDBMS table count done on Alation Analytics V2 sometimes did not reflect the real

number of RDBMS tables in the Catalog. The issue manifested itself for tables containing columns with complex

data types and for tables with long names. After the fix, users should be able to see rdbms_columns with names

larger than 1,000. Column data type for data_type_details in the rdbms_columns table has been updated.

Data with length more than 1,000 is now properly synced during the ETL.

• Fixed an issue where the Alation Analytics objects became starred after the upgrade from 2020.3 to 2021.1. Only

objects that were starred by users before the upgrade remain starred after upgrade. The fix does not remove

starring from objects that became starred after the update.

• Fixed an issue where the Alation Analytics V2 database did not correctly reflect the count of column objects in

the Catalog. The issue existed for columns with the Struct data type or columns with data type length >= 1,000.

Now, columns with data type length >= 1,000 are properly ingested during ETL and the rdbms_columns table

contains the correct number of column objects.

• Fixed an issue where users received empty Search results when they selected the Tag object type in the Object

Type filter. Now, the Tag objects are searchable as expected.

• Fixed an issue where the Data Sources API returned an error when users attempted to update the Description

field for an existing Data Source. Now, the Description field can be updated successfully.

• Fixed an issue where the tables bi_folder and bi_report in Alation Analytics V2 were not in sync with the

BI server metadata cataloged in Alation, and Alation Analytics still contained objects removed from the Catalog

during extraction. The fix introduces the deleted field in the tables bi_report, bi_folder, bi_column,

bi_report_column, bi_datasource_columns, bi_connection_column, and bi_connection.

• The name of the filter link on the Alation Analytics Built In tab was changed from Select Users/Groups to Select

Users as the Top Contributors report cannot be filtered by Groups.

• Cyrillic symbols in the Source Comments field within columns were not displayed for Hive data sources. This

issue has been fixed.

1.8.18 Known Issues

Compose

• Compose users may encounter some Compose performance instability when executing multiple large queries using

objects that have Data Quality flags. Queries may be taking a long time to run or the Compose window may become

temporarily unresponsive. If users report such issues, admins can consider the following workaround: using the

alation_conf command, set the value of the parameter alation.feature_flags.enable_semantics_check

to False and restart the Alation server. (FIXED IN GA)
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• Highlighting and the Trust Check prompts may be displayed with a delay or not displayed at all for queries that

use objects with the Data Quality flags. (FIXED IN GA)

• Republishing a query erases previous edits to the Description field of the query.

• Currently, the value of the alation_conf parameter alation.connector.managed_execution.max_query_-

concurrency does not take effect. Until this issue is addressed, it is recommended to use the parameter

connector.extra_flags instead to set the concurrency values.

• Excel Live Reports and Query Explain are not throttled when Deferred Query Execution is enabled. (FIXED IN

GA)

Alation Analytics V2

• The Alation Analytics V2 Leaderboard does not display Showcase/Table View and Open Query buttons. (FIXED

in 2021.4.6)

• The Alation Analytics V2 Leaderboard remains displayed on the Homepage after the Alation Analytics V2 data

source is removed from the Alation instance. The report can be removed by editing the Homepage configuration

JSON file and deleting the corresponding JSON object.

• The Date Range filter is incorrectly applied to the Top Contributors report: a filtered report may return less data

for the selected date range than the data available in the database.

• On the Governance Dashboard, the Download icon is not displayed for the Catalog Objects and Total Curation

Progress charts.

• When users click the Apps menu while staying on the Governance Dashboard page, the Alation Analytics icon

will be selected under Apps. As the Governance Dashboard is part of Governance App, the Govern icon should

be selected instead.

• A minor UI issue exists on the Catalog Objects and Curation Progress by Data Object charts: the metric for the

Table object should be Tables (plural). Currently, it is Table (singular).

• The PNG files downloaded for the Curation Progress by Data Object and Stewardship charts have differences in

font style and size and color.

Sources

• The CREATE EXTERNAL TABLE and DROP EXTERNAL TABLE IF EXISTS statements are not parsed

during QLI from Google BigQuery data sources. As a result, such queries are not listed under the Query History

tab on the Catalog page of the data source.

• The CREATE OR REPLACE EXTERNAL TABLE and ALTER EXTERNAL TABLE statements are not parsed

during QLI from Snowflake data sources. As a result, such queries are not listed under the Query History tab on

the Catalog page of the data source.

• The lineage data created by running the parse_all_view script from the Alation shell is incomplete. This issue may

manifest itself when troubleshooting issues with lineage using steps provided by Alation with the parse_all_view

script included into the steps.
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Workflows

• Built-in groups are currently not listed in the Quick Search list of potential Reviewers in the Select Reviewers

dialog. (FIXED IN GA)

• Users can submit an empty value as a suggested change for the Object Set field type without selecting any object

from the list. (FIXED IN GA)

Backend Operations

• The Alation server Health Check sends daily emails to server admins that specific tasks missed a scheduled run

even though the jobs that are monitored by the Check run on schedule and without issues. The emails include

the message: The following tasks missed their latest scheduled run and can list metadata extraction, Query Log

Ingestion, an some other tasks. If you do not wish to receive these notifications, please remove celery from

alation.healthcheck.alert_list: Configuring Server Health Alerts for Administrators

• The Backup process fails with a “KV Store error” when another backup is initiated before the completion of the

first one. The Alation Backup process does not currently support multiple simultaneous backup runs. (FIXED

IN 2021.4.7)

Authentication

• The Test Connection function on the Settings page of a Tableau source fails if the service account used for

extraction is an Active Directory user with Unicode characters in the username.

• After upgrading to 2021.2.5 from a previous release, Compose users cannot connect to a Presto data source and

get an error Connector Error: value too long for type character varying(214). Contact Alation Support to apply a

workaround if you encounter this issue.

• On instances where the value of the alation_conf parameter alation.authentication.saml.assertion_-

decrypt_id_attr was changed in order to set a custom decryption id attribute for encrypted SAML assertions,

after upgrading from version V R7 to 2021.2.3, SAML encryption stops working. This causes login problems for

SAML users.

1.9 Release Notes 2021.3 (General Availability)

1.9.1 RELEASE 2021.3.11

build 9.2.12.161428

• The following parameters were enabled on the internal Postgres database:

– async_archiving

– wal_compress

– multi-threaded backup

This change applies to the Backup V2 tool. It does not affect the steps of the backup process. Enabling

these parameters should improve the backup performance and help avoid high I/O contention from the

backup process.
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Alation Cloud

• Fixed an issue with the update process on the Alation Cloud to ensure that external Postgres, if configured, is not

updated as part of the Alation update.

1.9.2 RELEASE 2021.3.10

build 9.2.11.159996

This patch is a security update for the built-in PostgreSQL driver vulnerability described in March 5, 2022 - JDBC

Driver Security Advisory. In this patch, the built-in PostgreSQL driver was upgraded to a newer version where

the vulnerability CVE-2022-21724 is not present. This upgrade addresses the PostgreSQL driver vulnerability for

PostgreSQL, Greenplum, and Tableau sources in the Alation Catalog.

1.9.3 RELEASE 2021.3.9

build 9.2.10.157611

• Fixed a time zone issue in query forms for dates selected from the custom date picker widget. Previously, after

selecting a date, the date which was one day earlier was populated in the Date filter. Now, the date that is selected

will be displayed.

• Fixed an issue with the Table Metadata Sync API where using it resulted in the 500 error. The API now works as

expected.

1.9.4 RELEASE 2021.3.8

build 9.2.9.155519

This patch is a security update providing fixes to mitigate the Log4j 2 vulnerability discussed in the December 22, 2021

- Log4j2 Security Advisory. This addresses the security vulnerability described in CVE-2021-45105.

This patch is cumulative and fixes all the security issues from the prior two patches, 2021.3.6 and 2021.3.7.

Upgrading to this security patch will apply the fixes automatically. This patch includes:

Security fix for the Hive connector

The Apache Hive connector was updated to address the security vulnerability CVE-2021-45105.

Security fix for Elasticsearch

Elasticsearch is updated to addresses the security vulnerability CVE-2021-45105.
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1.9.5 RELEASE 2021.3.7

build 9.2.8.155180

This patch is a security update providing a fix to mitigate the Log4j 2 vulnerability discussed in December 17, 2021 -

Update to December 15 log4j2 CVE-2021-45046 Security Advisory.

Security fix for the Hive connector

The Hive connector is updated to address a possible DoS vulnerability described in CVE-2021-45046.

1.9.6 RELEASE 2021.3.6

build 9.2.7.154704

This patch is a security update providing two important fixes to mitigate the Log4j 2 vulnerability discussed in December

10, 2021 - log4j2 Security Advisory.

Upgrading to this security patch will apply the fixes automatically. The patch includes:

Security fix for the Hive connector

The Apache Hive connector is updated with a newer Apache Log4j 2 version as per NIST publication NVD - CVE-

2021-44228. In addition to updating the Log4j 2 version, all invocations of the Apache Hive connector will run with the

-Dlog4j2.formatMsgNoLookups=true system property.

With this security update, the Alation Hive connector is not susceptible to remote code execution based on the Log4j 2

vulnerability CVE-2021-44228.

Security fix for Elasticsearch

As per recommendation from Elastic found at Apache Log4j2 Remote Code Execution (RCE) Vulnerability - CVE-

2021-44228 - ESA-2021-31, this fix disables the message lookup substitution for Elasticsearch on the Alation server.

With this security update, the alation_conf parameter elasticsearch.env.es_java_opts, which sets Java options

for Log4j 2, will be set to -Dlog4j2.formatMsgNoLookups=true by default. This change ensures that the Log4j 2

Java options have the recommended setting and that the Elasticsearch component of the Alation server is not susceptible

to remote code execution based on the Log4j 2 vulnerability CVE-2021-44228.

1.9.7 RELEASE 2021.3.5

build 9.2.6.153371

• Fixed an issue where the PUT request of the Data Source API returned the Status 400 (Bad Request) error when

users attempted to update the Description field for an existing Data Source. Now, the Description field can be

updated successfully.

• Fixed an issue where the tables bi_folder and bi_report in Alation Analytics V2 were not in sync with the

BI server metadata cataloged in Alation, and Alation Analytics still contained objects removed from the Catalog

during extraction. The fix introduces the deleted field in the tables bi_report, bi_folder, bi_column,

bi_report_column, bi_datasource_columns, bi_connection_column, and bi_connection.

• Fixed an issue with QLI where previously ingested Query History information was not restored after KV Store

was reset during a troubleshooting session. Now, the Query Template text for the Query History section will be

populated from the internal Postgres database if KV Store does not have the required Template text.
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• Fixed a bug where the Reply-By-Email feature did not work for users of the Outlook client app. This fix is

applicable for Outlook client apps on OS X and Windows. For email apps on OS X, there is an additional

alation_conf parameter that can be used when troubleshooting Reply-By-Email for Outlook: alation.email.

original_html_message_patterns -s "[{'attrs': {'class': []}, 'name': 'div'}]".

• Fixed an issue where the names or titles of some object types were not displayed in the Search Autocomplete

dialog when users were typing the search keyword.

1.9.8 RELEASE 2021.3.4

build 9.2.5.152222

• Fixed an issue with Compose where highlighting and the Trust Check prompts were displayed with a delay or not

displayed at all for queries using objects with the Data Quality flags. After this fix, Compose is also more stable

for queries with multiple statements.

• Fixed an issue where the update from version 2021.1.10 to version 2021.2.8 failed with the error Failed to execute

“/opt/alation/alation/opt/alation/ops/actions/unjailed_update_alation”. After this fix, updates between Alation

versions are expected to be successful.

1.9.9 RELEASE 2021.3.3

build 9.2.4.148937

• Updated the Alation Analytics V2 ERD article with the ERD diagram that corresponds to the database model in

2021.3.

• Fixed an issue with QLI from the SQL Server data source where it failed with a java.lang.

StackOverflowError exception. The issue was previously caused by the recursive call getProbableCopies

in the V2 Parser. The Parser logic has been enhanced for this call, which eliminates the error.

• Fixed an issue with QLI from the Snowflake data source where it failed with a java.lang.StackOverflowError

exception. After the fix, QLI should successfully parse the query that previously resulted in this error.

• Fixed an issue where the parsing of OCF Connector logs failed with an error This is a programming error when

there were invalid UTF-8 characters in the logs. Now, the Connector tail view on the OCF Admin Dashboard

renders proper log output even if invalid UTF-8 characters are present in the Connector logs.

• Added a new flag to skip PostgreSQL validation while performing a backup.

1.9.10 RELEASE 2021.3.2

build 9.2.3.147624

• Fixed an issue with updating the Alation search index after a large number of objects have changed in the Catalog

during metadata extraction. Previously, after metadata extraction removed a large number of objects from the

Catalog, the search reindexing queue could become backed up while processing the delete messages. This could

stall the reindexing process for a long period of time. This fix improves the performance of the search index queue

and decreases the time of search reindexing after a large number of objects are removed by metadata extraction.

• Fixed an issue where user profiles were not loading on the Advanced Search page after searching for users.

Now, when a user is selected in the Advanced Search results pane, the corresponding user profile will load in the

right-hand view pane.

• Fixed an issue where the Alation updater validated if encryption key rotation has been performed on versions

2021.1.x and newer. Encryption key rotation is no longer required before updating Alation to 2021.2.x and

2021.3.x.
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• Fixed an issue where Alation could not load the user profile image for LDAP users and returned a 500 error. Now,

user profile images can be uploaded as expected.

1.9.11 RELEASE 2021.3.1

build 9.2.2.146480

• Fixed an issue where the BI folders were extracted as empty containers even though no objects from these folders

were selected for extraction from a BI source. Now, sites, projects, and folders that are not selected for extraction

will not be displayed in the Catalog.

• For Legacy Hive users, added a feature flag that allows specifying from where the query string is read during

QLI. Enabling alation.feature_flags.enable_usage_of_map_reduce_name_for_query_location

will cause Hive V1 QLI to read mapreduce.workflow.name for the query string. By default, Alation reads

hive.query.string to get the query string. Note that Alation recommends using the Hive V2 framework for

Hive sources.

• Fixed an issue with search filters behavior on the Search results page. Previously, when running a search, users

attempted to select filters in the left pane but they were not selectable until the results were fully loaded. This

created an impression that the search facets were not working. After this fix, the filters in the left sidebar will

appear in a loading state until all the objects in the result set are fully loaded and available.

• Fixed an issue with Sampling from an Oracle source added with the OCF connector for Oracle where Sampling

failed with the error Protocol message CustomTableRequest has no "configuration" field.

• Fixed an issue where on Alation instances with no Domains, the Search bar still displayed the All Domains

dropdown for a moment while loading data.

1.9.12 RELEASE 2021.3 - General Availability

build 9.2.1.145216

New Features

Data Governance App: Policy Center

Important: With the 2021.3 release, Alation introduces the Data Governance App, which is priced and

packaged separately from the Alation Data Catalog. The Data Governance App includes the Policy Center

now, with more governance features to come in subsequent releases. Contact your account manager to learn

more about pricing and licensing for the Data Governance App.

Policy Center is a centralized location in the Alation Data Catalog for managing data policies that apply to the cataloged

data objects. Alation surfaces relevant policies at the time of metadata extraction, ensuring that data consumers are

aware of their existence and fostering a more ethical data culture.

With the introduction of Policy Center, Alation also extends the capabilities of the native Snowflake connector. For

Snowflake data sources, Alation can now extract Row Access and Data Masking policies. Extracted policies are listed

in the new Policy Center. Users can add data objects found under the Snowflake data source to Data Masking policies

directly in the Alation Catalog. Extracted policies are enforced in the Catalog for all users viewing the Catalog pages of

the associated data objects. In addition to policy extraction and application, analyst users can create new data policies

from Compose.
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Alation Analytics V2

Alation Analytics V2 History

Alation Analytics V2 adds the ability to perform analytics on data object history. It has 2 new columns in the curation_-

history table to analyze metadata changes on built-in fields, custom fields, queries, and more. The action field stores

the type of history change that has occurred. The value field contains the change that occurred, if applicable. For

example, if the Description field was changed for an object, then the new Description will be available. The previous

Description value will be visible on a separate row.

Alation Analytics V2 Top Contributors Report

A new tab Built-In has been added to the Alation Analytics page that features a visualization of top contributors to the

Alation Catalog. The Top Contributors report has two views: Showcase and Table. The Showcase view displays the

top 3 Alation Catalog users based on the action metrics total. The Table view displays a number of action metrics for

top 10 users, such as number of articles created or number of queries published and the summed total of all actions for

each user. The users are displayed in the descending order of the total. Dashboard users can switch between the Table

and Showcase views of the report.

Compose and Query Forms

Compose Improvements

• Added ability to export to MS Excel to ensure compatibility of Alation exports with this application

• Users can now limit the number of rows that can be previewed in query results in Compose. Previously it was a

predefined value (1,000) but now users can change it in Compose Settings. The configurable number of rows is

displayed on the Results pane to enable browsing through more rows of query results.

• Previously, column aliases in SQL queries were not reflected in Compose exports. The export process has been

modified to validate the presence of an alias first before using the column name.

• Admin can now disable the public sharing of query result in Compose: added the toggle Allow Public Sharing

Of Compose Results to Admin Settings > Compose Settings. Disabling this toggle will disable the Sharing

radio button in Compose.

• The Auto-Suggest pop-over box in Compose now shows the full name of the selected suggestion at the bottom of

the box. Users can now change the size of the Auto-Suggest box.

Query Form Improvements

• Users can now cancel query form execution on the Query Form page. Clicking on the Cancel button will mark

the query as cancelled. The Cancel button does not appear in the UI when query form execution is complete or

cancelled.

• Added ability to select multiple WHERE filters for a query form. Users can now either select filter conditions

from a multi-selection list or choose to type them as before.
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Search and Discovery

Enhanced experience for adding objects to Domains

Subject-matter experts assigned as Stewards to Catalog objects can now add those objects to Domains or remove them

from Domains even when they do not have the roles of the Catalog or Server Admin. If the object has recursive support,

its child objects will be added to or removed from a Domain automatically. Query Authors can now add the queries they

author to Domains too.

Improved UI for assigning Domains on Catalog pages

When adding an object to a Domain, users will now see the available Domains and Sub-Domains as a hierarchy instead

of a list. This UI element provides a visual representation of the Domains structure and a unified experience of selecting

Domains across all parts of the Catalog.

Search Autocomplete

As users start typing search keywords in the Search box, Alation now automatically suggests 3 auto-completed keyword

prompts and up to 4 live search results. Keyword suggestions are based on:

• Keyword prefix matching

• Prediction ranking using past searches and page views

See Search.

Saved Searches

Users now have the ability to save searches. Saved searches can be edited, re-saved, shared, and deleted. All saved

searches currently available to a user are displayed in the left bottom corner of the Search page.

See Search.

More Search Improvements

• Two new sorting options have been added to Full-Page Search: Last Updated and Last Created. In previous

releases, search results were sorted by Relevance only. Now, users can choose and apply the sorting option they

prefer.

• Conversation objects in Search results can now be filtered by Resolve Status: Open or Resolved

• For Article objects, Search results will now include information about the parent Article as breadcrumbs

• It is now possible to hide the legacy Advanced Search and/or Query search pages from the Alation UI using

alation_conf. To hide Advanced Search, set alation.feature_flags.enable_advanced_search to False.

To hide Query search, set alation.feature_flags.enable_query_search to False. Changing the values

of these flags requires a restart of the Django component
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Connect Platform

Open Connector Framework for RDBMS Data Sources

Open Connector Framework (OCF) and OCF SDK can now be used to create connectors for RDBMS data sources. The

SDK supports full Alation capabilities, such as connection, authentication, extraction, deep profiling, dynamic profiling,

query log extraction, and lineage. The SDK is unified for RDBMS and BI connector development. In addition to the

SDK, Alation releases an out-of-the-box OCF connector for Oracle data sources.

OCF Oracle Connector

The OCF Oracle connector supports a full range of Alation functionality for RDBMS data sources: basic, Kerberos-based,

and LDAP; metadata extraction, sampling and profiling (including dynamic profiling), query log ingestion, lineage, and

Compose. This connector will extract a full range of metadata from schemas, tables, and columns to synonyms, primary

and foreign keys and data types.

OCF Admin Dashboard

Server Admins can now use the OCF Admin Dashboard to easily install and manage OCF connectors. This is a

UI-based method to install, manage, and delete OCF connectors that eliminates the need to perform these actions using

shell commands.

Snowflake Connector Improvements

• Added support for extracting Materialized Views as Catalog objects, their view definition SQL, and and broader

Lineage representation

• Now extracting the last_altered field for data objects and displaying it in the Properties panel of the Catalog page

• For QLI and Compose, added support for parsing statements that contain keywords:

– COPY INTO

– QUALIFY

– MERGE INTO

– TOP

GBQ Connector Improvements

• Added support for extracting Materialized Views as Catalog objects and their view definition SQL

• Added automatic Source Comments extraction for Table and Schema objects
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Data Source Certifications

• Databricks on Google Cloud Platform

• Databricks 8.3

• Splunk

• Confluent Kafka

• GitHub (Beta)

• Parquet data files on Amazon S3

• Latest versions of supported sources (Tableau, Snowflake, Azure Synapse Analytics, Amazon Athena, AWS EMR,

Amazon S3, AWS Glue)

Enterprise Deployment

Postgres Upgrade to 13.1

Internal Postgres database has been upgraded to version 13.1.

Automated User and Group Provisioning with SAML Authentication

Alation now supports automatic user and group provisioning with SAML authentication using the System for Cross-

Domain Identity Management (SCIM) protocol 2.0. The following data will be propagated to Alation from the external

IdP based on SCIM:

• Users

• Groups

• User-group membership

Previously, the Groups sync capability was only available for LDAP authentication and now becomes available for

the SAML authentication method as well. An IdP admin can use the SCIM integration to control Alation user and

group management including creating users, updating user profiles, deactivating users, creating groups, updating group,

syncing group members, and deleting groups. This feature helps maintain consistency between users and groups in the

IdP and in Alation. After the SCIM integration is set up both on the Alation server and on the IdP side, user and group

management in Alation will be handed over to the IdP.

AWS IAM Authentication for Metadata Extraction (Beta)

Authentication for MDE, Profiling and Sampling, and QLI can now leverage AWS IAM Roles & Security Token

Service (STS) which generates short-lived, limited-privilege credentials (similar to Compose SSO for AWS IAM).

MDE and Profiling with the IAM role are supported for Amazon Athena, Amazon Redshift and Amazon S3 sources.

This functionality is released as a Beta version in 2021.3 as there is a 12-hour limitation on the duration of the MDE

run. MDE fails if extraction takes more than 12 hours, although this restriction can be overcome by using instance

profile-based policies.
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Alation Sandbox

• Integration with the Alation Cloud Service

• Added a sub-command for encryption key rotation

• Added support for downloading only the required Alation package

• Added support for HA setup

• Improved user experience for admins:

– Disk space check as part of pre-checks

– Checkpoint file check as part of pre-checks

– Base URL displayed at the end of a successful run

• Improved stability and robustness

Improvements

• Added ability to turn off automatic Lineage generation for BI sources using the Disable Automatic Lineage

Generation checkbox on the Settings page of a BI source.

• Lineage will now be created from MERGE INTO queries for Snowflake data sources.

• The excluded column was added to the rdbms_schema model Alation Analytics V2.

• Non-root users now can be allowed to access the Alation Analytics V2 configuration and installation directories.

• Previously, all Alation Analytics containers ran under the root user. Now they are updated to run as non-root

users. The Postgres container runs as user postgres, RabbitMQ container runs as user rabbitmq, and all

Transform containers run as the transform user.

• Added support for enabling or disabling Agile Approval for Articles using the Articles API. Updated the Articles

API documentation to include information about changing this setting.

• Enabled support for databricks as one of the supported parser dbtypes for Custom DB data sources.

• The Sampling query for the Oracle data source has been updated, with the inner query removed so that a full table

scan does not happen during Sampling.

• Code comments will no longer be removed from the SQL code of queries when queries are parsed.

• Added support for Presto over Hive with SSL and LDAP, a configuration which was previously unsupported.

• An email notification about a change to an article will now only go out to Stewards and watchers when the user

editing the Article clicks on Save. Added the functionality that auto-saves Article drafts in the local storage, but

those auto-saves will not trigger email notifications.

• Backup V2 log file location changed from /var/log/ to /opt/alation/site/logs/. The change was made to group it

with other log files for better accessibility.
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Bug Fixes

Note: 2021.3 GA also includes all bug fixes listed for the 2021.3 LA version.

• Fixed the issue of Backup V1 restore failing after upgrading the internal PostgreSQL database to 13.1. The

Backup V1 tool can now be used in version 2021.3 for creating backups.

• Fixed an issue with Backup V2 restore where the restore process failed with the error pg_probackup

archive-get failed to deliver WAL file after several consecutive backup and restore operations.

• The public API to retrieve queries failed if any queries in the result set had a schedule; this was due to a bug

introduced in 2020.4 and has been now fixed.

• Previously, handling non-ASCII data caused failures in several features like Metadata Extraction, attaching files

to Articles, Virtual Data source Upload, and some others. Now, Alation handles the Unicode characters by using

UTF-8 as the default encoding/decoding scheme, which resolves this issue.

• Added extra filters to generate the synonyms.txt file from Lexicon expansion pairs to fix an issue with Alation

search.

• For the Query Forms UI, fixed a number of UX issues:

– Now displaying the dropdown with example values only for clauses containing at least one “e.g.” value

– Improved the UI for for entering filter values

– Added tooltips next to the freeform text box

– Introduced date-picker element for variable values of the date type

– Added the Clear Form button to enable clearing variable values

– Not displaying the filter results pane when there are no variable items in the form

• Miscellaneous other bug fixes to stabilize the release.

1.9.13 RELEASE 2021.3 - Limited Availability

build 9.2.0.143424

For the feature list, see New Features

Bugs Fixed in 2021.3 - LA

• Updated the type of the field_id property of the object custom_field from string to integer in the

specification of the Integration API.

• Ampersand, “Greater Than”, and “Less Than” symbols are now rendered properly on Catalog pages for Domain

objects in the Title, Preview, and other fields.

• Ampersand, “Greater Than”, and “Less Than” symbols are now rendered properly on Catalog pages for Glossary

objects in the Title, Preview, and other fields.

• Previously, the ampersand symbol in data source names was not rendered correctly. This problem has been

addressed.

• Previously, the Users and Groups combined filter did not pull correct results on the Alation Analytics V2 dashboard.

This issue has been fixed to ensure that the Users and Groups combined filtering works as expected.
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• Previously, an error and a warning occurred when an admin tried to whitelist a new 3rd-party IP address with the

Alation Analytics V2 data source on an instance where Alation Analytics was installed and removed multiple

times. This issue has been fixed.

• Fixed an issue where metrics for Query Search logged object id’s as integers, which caused the

searchclickextract ETL job of Alation Analytics V2 to fail. Now, they will be logged as object type

names.

• Queries containing the DATE() function and the FORCE keyword will now be parsed for Snowflake data sources.

• Alation Connector Manager no longer requires that IPv6 should be enabled in the kernel configurations.

• Previously, if all users were removed from a group in the active directory, the corresponding LDAP group in

Alation would not be cleared after synchronization, still displaying the previously synchronized LDAP group

members. Now, external LDAP groups that are empty will be correctly synchronized with the Catalog, resulting

in the corresponding group without members on the Alation side too.

• The Groups page used to take a long time to load as it was scanning through all existing groups and their members

before loading in UI. Now, it loads group metadata and 10 members per group, which should significantly improve

the speed of page rendering.

• Previously, when users exported search results that contained NoSQL attribute objects, they received an email

notification with the error “Something went wrong while processing your search results export. Please contact

your help desk for further assistance”. This issue has been fixed and now Alation will successfully generate a

search results export that includes NoSQL attributes.

• Fixed an issue with QLI from Presto with Hive and AWS Glue as Custom DB data source. Previously, there was

an inconsistency in how QLI jobs pulled query history into Alation: initial QLI worked but consecutive QLI jobs

omitted queries. After this fix, Alation should correctly process query history according to the QLI settings of the

data source.

• Fixed an issue with metadata extraction from Google BigQuery data sources behind a proxy.

• Improved performance for large queries in Compose: page reloading, query editing response, selecting auto-

suggestions, and scrolling now work faster.

• Fixed repeated calls to the results.caching.enabled endpoint of the Compose API that used to happen at

the start of query execution and could significantly increase execution time for large queries. After the fix, query

execution begins immediately after a user triggers the query run.

• The Compare User Roles dialog was not scrollable, and users who have smaller screens could not see this dialog

in full. Added scrolling to ensure that the full content of the dialog can be viewed.

• The CSV export data was truncated in Excel on Windows due to the presence of the “equals” symbol “=” in front

of the string, which caused the string to be treated as a formula; and Excel formulas have a limit of 255 characters.

“=” is added by Alation when the “wrap text in quotes” option is enabled on the Alation server. This issue has

now been fixed, and full values are transferred to Excel from Alation exports.

• Previously, the SQL content in cloned queries could not be updated or saved in the Catalog unless these queries

were published. Now, updates to cloned queries can be saved whenever they are edited without having to publish

them first.

• Data quality flag pop-overs will now be shown for Table, Attribute, and Schema objects in Compose.

• Previously, the 500 error appeared intermittently after the update to 2021.2 when users clicked the Schedule

button in Compose. This issue has been fixed, and opening the Schedule dialog does not cause server errors.

• Alation users reported a problem that they could not copy the SQL content of a query from the bottom half of the

Compose screen. This issue has been fixed: the SQL button on the bottom toolbar of Compose will now open a

tooltip and users will be able to copy the SQL content of the query by copying the text in the tooltip.
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• Previously, the Catalog became unresponsive after several consecutive runs of a query form that returned a large

result set. After the fix, query forms will only fetch the last 25 batches to the frontend.

• Previously, for MicroStrategy sources, full extraction took place even though the all projects except option was

selected in the Selective Extraction filter on the BI source Settings page. This issue has been fixed, and Alation

now selectively extracts the Projects specified in the extraction filter.

• Fixed an issue with metadata extraction from an Oracle data source where it did not extract any objects as Alation

tried to access ALL_ objects instead of DBA_ objects system tables. Extraction from Oracle will now use

correct system tables based on the service account role.

• Added logic to handle duplicate queries with different sequence numbers in the query log table in order to address

a query parsing issue with QLI from Amazon Redshift.

• Column aliases in SQL queries were not reflected in results export from Compose. Now, the export logic has

been improved to validate the presence of an alias first before using the column name in the export.

• Fixed an issue where self-referential lineage was created when the created view and the source table had identical

names. If the schema name is specified in the query, then Alation resolves the object to the specified schema only.

If the schema name is not specified, then Alation resolves the object to the schema where the target view exists.

• After upgrading to 2021.2, duplicate accounts were created for usernames that were previously truncated to 30

characters. This issue has been fixed. When users with usernames that are longer than 30 characters log in to

Alation after the update, their names will be complete, and truncation will no longer happen.

1.9.14 Known Issues

• The Search by Lexicon Abbreviations feature is turned off in 2021.3. Previously, this feature was enabled by

default. It is temporarily disabled as Alation has discovered an issue with handling special characters in Lexicon

tokens. The issue will be fixed in one of the coming patch releases.

• Sampling from an Oracle source added with the OCF connector for Oracle fails with the error Protocol message

CustomTableRequest has no "configuration" field (FIXED IN 2021.3.1)

• The RabbitMQ container of Alation Analytics V2 may restart due to the following permissions is-

sue: docker logs rabbitmq mkdir: cannot create directory ‘/var/lib/rabbitmq/mnesia’:

Permission denied.

• An Alation error message (“Sorry, there was an error in Alation”) pops up when clicking on a BI connector on the

Connector Manager Dashboard, although the connector status is Running. The pop-up can be closed by clicking

OK at the bottom of the dialog.

• BI site, project, and folder objects that are not selected in the Selective Extraction filter are still extracted but

empty. (FIXED IN 2021.3.1)

• When an MDE job exceeds 12 hours on an Amazon S3 file system source or Amazon Athena data source, the

STS token does not get refreshed and MDE fails.

• Scheduled queries may fail when Alation is processing bulk lineage operations.

• A limitation with Google BigQuery Materialized Views: Query History, Popularity, and Lineage are currently

not supported.

• Snowflake ALTER, DROP, and CLONE queries are not shown in Query History.

• Snowflake Joins and Filters for queries on Materialized Views are currently not shown on the corresponding tab

on the Catalog page.

• Snowflake Materialized Views created using aggregate functions have known limitations for column extraction,

Query History, and Lineage.

• Backup V1 restore fails after upgrading the internal PostgreSQL database to 13.1 (FIXED IN GA)
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• The Policy object ingestion sets the Policy title to “Untitled” instead of the Policy name (FIXED IN GA)

• Saved Search fails with a 403 error if the the alation_conf parameter alation.feature_flags.enable_-

permissions_middleware_feature is set to True (FIXED IN GA)

• Excel Live Reports display “No results to display” even though the query returns results (FIXED IN GA)

• Encryption key rotation is required as part of updating Alation to 2021.3.0 and 2021.3.1. This requirement applies

regardless of whether the instance had been upgraded from a previous installation or had an initial installation

of 2021.1.x or above. This issue is specific to the GA build of 2021.3 (9.2.1.145216) and to version 2021.3.1

(9.2.2.146480) and is FIXED IN 2021.3.2 (9.2.3.147624)

1.10 Release Notes 2021.2 (General Availability)

1.10.1 RELEASE 2021.2.14

build 8.2.15.160970

The following parameters were enabled on the internal Postgres database:

• async_archiving

• wal_compress

• multi-threaded backup

This change applies to the Backup V2 tool. It does not affect the steps of the backup process. Enabling these parameters

should improve the backup performance and help avoid high I/O contention from the backup process.

1.10.2 RELEASE 2021.2.13

build 8.2.14.159995

This patch is a security update for the built-in PostgreSQL driver vulnerability described in March 5, 2022 - JDBC

Driver Security Advisory. In this patch, the built-in PostgreSQL driver was upgraded to a newer version where

the vulnerability CVE-2022-21724 is not present. This upgrade addresses the PostgreSQL driver vulnerability for

PostgreSQL, Greenplum, and Tableau sources in the Alation Catalog.

1.10.3 RELEASE 2021.2.12

build 8.2.13.155510

This patch is a security update providing fixes to mitigate the Log4j 2 vulnerability discussed in the December 22, 2021

- Log4j2 Security Advisory. This addresses the security vulnerability described in CVE-2021-45105.

This patch is cumulative and fixes all the security issues from the prior two patches, 2021.2.10 and 2021.2.11.

Upgrading to this security patch will apply the fixes automatically. This patch includes:
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Security fix for the Hive connector

The Apache Hive connector is updated with a newer version of Apache Log4j 2. This addresses security vulnerability

CVE-2021-45105.

Security fix for Elasticsearch

Elasticsearch is updated with a newer version of Apache Log4j 2. This addresses security vulnerability CVE-2021-45105.

1.10.4 RELEASE 2021.2.11

build 8.2.12.155192

This patch is a security update providing a fix to mitigate the Log4j 2 vulnerability discussed in December 17, 2021 -

Update to December 15 log4j2 CVE-2021-45046 Security Advisory.

Security fix for the Hive connector

The Hive connector is updated to use a newer version of Apache Log4j 2, which addresses a possible DoS vulnerability

described in CVE-2021-45046.

1.10.5 RELEASE 2021.2.10

build 8.2.11.154693

This patch is a security update providing two important fixes to mitigate the Log4j 2 vulnerability discussed in December

10, 2021 - log4j2 Security Advisory.

Upgrading to this security patch will apply the fixes automatically. The patch includes:

Security fix for the Hive connector

The Apache Hive connector is updated with a newer version of Apache Log4j 2 as per NIST publication NVD - CVE-

2021-44228. In addition to updating the Log4j 2 version, all invocations of the Apache Hive connector will run with the

-Dlog4j2.formatMsgNoLookups=true system property.

With this security update, the Alation Hive connector is not susceptible to remote code execution based on the Log4j 2

vulnerability CVE-2021-44228.

Security fix for Elasticsearch

As per recommendation from Elastic found at Apache Log4j2 Remote Code Execution (RCE) Vulnerability - CVE-

2021-44228 - ESA-2021-31, this fix disables the message lookup substitution for Elasticsearch on the Alation server.

With this security update, the alation_conf parameter elasticsearch.env.es_java_opts, which sets Java options

for Log4j 2, will be set to -Dlog4j2.formatMsgNoLookups=true by default. This change ensures that the Log4j 2

Java options have the recommended setting and that the Elasticsearch component of the Alation server is not susceptible

to remote code execution based on the Log4j 2 vulnerability CVE-2021-44228.
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Additional fix

• Fixed an issue with the Table Metadata Sync API where using it resulted in the 500 error. The API now works as

expected.

1.10.6 RELEASE 2021.2.9

build 8.2.10.151952

• Fixed an issue with QLI where previously ingested Query History information was not restored as expected after

resetting KV Store during a troubleshooting session. Now, the Query Template text for the Query History section

will be populated from the internal Postgres database if KV Store does not have the required Template text.

• Previously, when there was a large Search result set, the left-side filters were loaded in an unexpected order,

creating an error state when clicked. This fix adds logic for correctly handling filters returned in any order.

1.10.7 RELEASE 2021.2.8

build 8.2.9.150274

• Fixed an issue where upgrade from version 2021.1 (7.2.11) to 2021.2 failed due to an error during the Django

migration stage. Now, the upgrade process is expected to complete successfully.

• Fixed a UI bug where on instances with no Domains, the All Domains dropdown was still visible on the Search

page for a short time while the search results were loading. Now, the All Domains list is only displayed if Domain

objects exist in the Catalog.

• The Search by Lexicon Abbreviations feature is now turned off by default. It is temporarily disabled as Alation

has discovered an issue with handling special characters in Lexicon tokens.

• For a specific customer case, added a new alation_conf flag to skip Postgres validation during the backup process.

• Fixed an issue where user profiles were not loading on the Advanced Search page after searching for users.

Now, when a user is selected in the Advanced Search results pane, the corresponding user profile will load in the

right-hand view pane.

• Fixed an issue where the Alation updater validated if encryption key rotation has been performed on versions

2021.1.x and newer. Encryption key rotation is no longer required before updating Alation to 2021.2.x and

2021.3.x.

1.10.8 RELEASE 2021.2.7

build 8.2.8.145756

• Fixed an issue with updating the Alation search index after a large number of objects have changed in the Catalog

during metadata extraction. Previously, after metadata extraction removed a large number of objects from the

Catalog, the search reindexing queue could become backed up while processing the delete messages. This could

stall the reindexing process for a long period of time. This fix improves the performance of the search index queue

and decreases the time of search reindexing after a large number of objects are removed by metadata extraction.
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1.10.9 RELEASE 2021.2.6

build 8.2.7.145401

• Changed backup files permissions. Alation backup files are now readable by user alation only. Change affects

both backup tools, Backup V1 and V2.

• Fixed an issue with exporting search results where export failed to be created if results included the Object Type

filter NoSQL Attributes.

• Previously, there was an issue with logging of the metric search.click that captures the usage of the Full-Page

search. This fix corrects the logging problem for the search.click metric in the metrics_metric table of the internal

database.

• Previously, an error and a warning occurred when an admin tried to whitelist a 3rd-party IP address with the

Alation Analytics V2 data source on an instance where the Alation Analytics data source was installed and

removed multiple times. This issue has now been fixed.

• Fixed an issue with Backup V2 restore where the restore process failed with the error pg_probackup

archive-get failed to deliver WAL file after several consecutive backup and restore operations.

• Previously, Databricks queries that had self-referencing CTE caused a java.lang.StackOverflowError error

when they were parsed during QLI. The internal query parsing logic of the Alation server has now been enhanced

to parse self-referencing CTE queries for Databricks.

• For Legacy Hive users, added a feature flag that allows specifying from where the query string is read during

QLI. Enabling alation.feature_flags.enable_usage_of_map_reduce_name_for_query_location

will cause Hive V1 QLI to read mapreduce.workflow.name for the query string. By default, Alation reads

hive.query.string to get the query string. Note that Alation recommends using the Hive V2 framework for

Hive sources.

1.10.10 RELEASE 2021.2.5

build 8.2.6.143824

• Removed a vulnerability that could potentially allow executing script tags after uploading files to the Alation

application.

• Fixed an issue with QLI from Presto with Hive and AWS Glue as Custom DB data source. Previously, there was

an inconsistency in how QLI jobs pulled query history into Alation: initial QLI worked but consecutive QLI jobs

omitted queries. After this fix, Alation should correctly process query history according to the QLI settings of the

data source.

• Fixed an issue with duplicate usernames: after 30-character limitation on usernames was removed in 2021.2,

duplicate accounts were created upon login for users with usernames longer than 30 characters. To cleanup the

duplicate accounts that were already created, run the following script from the Alation shell:

cd /opt/alation/django

sudo /opt/alation/env/bin/python -m rosemeta.one_off_scripts.rename_saml_

duplicate_users
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1.10.11 RELEASE 2021.2.4

build 8.2.5.141629

• Previously while performing metadata extraction or any other action on a connector and the connector is unre-

sponsive, the connection will be terminated. Now, the connection timeout time has been increased.

• Previously the CSV exports in Compose were having few blank rows in between the rows. The CSV exports now

should not have any blank rows in between the rows.

• Fixed an issue where the metrics in query search logged the Object ID (oid) as integers which fail the searchclick-

extract job. Now, the metrics in query search logged oid as otype for each search result click.

1.10.12 RELEASE 2021.2.3

build 8.2.4.140617

• Added server-side XSS protection for custom rich text fields within Articles. HTML elements are wiped and

script tags are escaped. This change should prevent any malicious 3rd-party API requests. Custom rich text fields

in Articles can be used as before, with no changes to user experience.

• For the Hive connector, fixed an issue with metadata extraction when it failed if the column data type value

exceeded 100,000. Now, MDE supports struct schema definitions which have more than 100,000 characters.

• Fixed an issue with QLI from Presto on Hive when it failed with “UnicodeDecodeError” if column data had

Unicode characters. Now, Alation defaults to UTF-8 encoding when parsing query log files.

• Fixed an issue with Lineage V2 migration where it failed due to database field limit breach caused by a large

volume of Lineage V1 data to be migrated.

• Fixed an issue with MDE from a Greenplum data source when extraction failed with the error message a bytes-like

object is required, not ‘str’.

1.10.13 RELEASE 2021.2.2

build 8.2.3.140018

• Previously, when Use Group to assign roles was enabled, new users with the Viewer role did not appear in the

Viewer built-in group. Those users received the “Permission Denied” error on numerous pages if the Viewer role

was enforced on the instance. Now all new users are assigned to the correct built-in groups that correspond to

their roles.

• Query execution and export failed when multibyte Unicode characters were part of the query result retrieved from

a data source. This issue has been fixed by using a different decoder mechanism.

• Previously, metadata extraction from SQL Server sources failed to extract tables from a database when the database

collation type was different from the collation type on the SQL Server level. This issue has been fixed.

• Fixed an issue with metadata extraction from Azure Data Warehouse where it failed with the 0 schemas found

error. This was resolved by adding support for case sensitive collation.

• Now, when no Domains have been created on an instance, the Domains custom field will not be displayed on the

Properties panel of Catalog pages.

• The Explore Domain button on the top right of the Domain object Catalog page has been replaced with the

Search Domain button that is located on the top right of the Browse This Domain table.
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1.10.14 RELEASE 2021.2.1

build 8.2.2.138904

• Fixed an issue when Article Template information was not displayed in the Template column of the Table view

for Search results.

• Previously, when users navigated to the Full-Page Search from another page in Alation, the Back button of the

browser did not function correctly. This issue has been fixed by correctly populating browser history.

• Previously, long labels in the Search filter overflowed the left sidebar. This fix introduces truncation and text

wrapping to resolve the issue.

• Fixed a bug in processing incoming emails from the Reply-by-Email feature when Content-Type was

application/ms-tnef. Added support for processing emails with Content-Type application/ms-tnef

generated from Office 365 and some Outlook clients.

1.10.15 RELEASE 2021.2 - General Availability

build 8.2.1.137867

Note: To familiarize yourself with the new features in 2021.2, watch the What’s New in 2021.2 course in

Alation University (this link will require you log in to Alation University)

Alation Cloud Service

Alation Cloud Service has become a reality! It is a fully managed Alation cluster for customers looking to minimize their

infrastructure and maintenance efforts. Customers also benefit from faster time to value as their instance is regularly

patched and upgraded with quarterly releases.

There is no difference between Alation Cloud Service and Alation on-premise or VPC deployment. It offers the same

features: the newest Alation release and 100% of Alation functionality, including support for connectors, but without

the need to host and manage the infrastructure and updates.

Alation uses Amazon Web Services (AWS) where Alation Cloud Service can be launched in different AWS regions.

Alation also offers the services of migrating an on-prem deployment to Alation Cloud.

More information can be found on the Alation company site: Alation Cloud Service

New Features

Search and Discovery

More Catalog metadata fields have become searchable

More catalog metadata fields are now processed by Search:

• Source Comments field

• Descriptions of the Trust flags

• Custom SQL statements for datasource Connections under Tableau BI sources

• BI Owner field from the properties of BI objects (a new facet in the Filters pane)
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• Partition Keys for table objects (a new facet in the Filters pane)

Search results are extended with confirmed Lexicon terms

Lexicon is an algorithm that generates comprehensive titles for Catalog objects using expansions for each abbreviated

word that it discovers in catalog object names. When an abbreviation-expansion pair is confirmed by a human user (a

Catalog or Server Admin), this pair is assigned the highest level of confidence and is given preference when Lexicon

generates auto-titles. Alation Search will now consider such confirmed abbreviation-expansion pairs as search keyword

synonyms. When a user enters a search word that is an abbreviation with a confirmed expansion in Lexicon, the search

results will return objects that match both the abbreviation the user entered and its confirmed expansion from the Lexicon.

For example, if a user enters an abbreviated keyword dgt which has a confirmed expansion digit in Lexicon, Search will

return objects that contain dgt, digit, or both the words in searchable metadata.

Improved Search Ranking

The Endorse and Deprecate Trust flags now participate in search ranking of an object. Endorsing a Catalog object by

adding the Endorse Trust flag will result in boosting its search rank. An endorsed Catalog object will be promoted

to the top of search results enabling catalog users to find trusted data more easily. However, deprecating an object by

adding the Deprectate flag will penalize its Search ranking and move this object down in the search results list. The

extent of boosting or penalizing of the Search rank of flagged objects is controlled with the alation_conf parameters

alation.search.flag_boost_ranking_factor and alation.search.flag_penalty_ranking_factor. The default values of

these parameters can be customized by an Alation admin with backend access to the Alation host.

Search Table View

Search results can now be viewed in the tabular format: users can switch between the List and Table views on the

full-page Search results page. The Table view displays results in a structured way with ability to sort, filter, and re-order

the content of the table. The Table view includes descriptive metadata for each result, such as object type, Trust flags,

path to the object in the Catalog, Author, query SQL, and other information. Users can adjust the view by adding or

removing table columns. It is also possible to collapse the Filters pane on the left in order to expand the search results

area.

Domains

• Domains are now enabled by default. The feature switch for Domains has been removed from Admin Settings >

Feature Configuration.

• Object type coverage for Domains has been extended to:

– Glossaries

– Dataflow objects

– File Systems

– NoSQL objects

– API Resources

These objects can now be added to Domains. Note that the child objects of these object types are not

automatically added to Domains and need to be added separately.
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Improved UI of the Query Form Page

The Query Form page gets a refresh, which includes the following changes:

• Users can now select a connection and enter their credentials to run the query form right on the query form page

without leaving the page to go to Compose for authentication

• Users can see the Description field, the Properties sidebar, and the Endorse, Warn, or Deprecate Trust flags of

the corresponding Query object on the Query Form page.

Governance and Curation

File Systems Data in Alation Analytics V2

File System data has been added to the Alation Analytics schema and ETL pipeline, allowing users to perform analytics

on the File System objects in the Catalog. 3 new tables were added to provide valuable insights into how users interact

with the File Systems cataloged in Alation:

• filesystems

• directories

• files

Ability to Embed 3rd-Party Visualizations

The Alation Analytics V2 dashboard can now display custom visualizations from 3rd-party BI tools, such as Tableau,

on the Custom tab. A new Custom Visualizations section was added to the Alation Analytics V2 Settings page where

an admin can configure custom views for the dashboard. The Custom tab will appear on the Alation Analytics V2

dashboard when at least one custom visualization is configured in the Settings.

Improved Alation Analytics V2 Experience

• A new visualization Top Search Terms on the Alation Analytics dashboard

• A new filter by Group on the Alation Analytics dashboard

• Alation Analytics V2 ETL time cut-off has been optimized. Previously, the daily ETL started at 3:59 AM (default

schedule) and loaded the delta of the data between 1:00 AM of the previous day and 1:00 AM of the present day.

Now, the ETL process will extract data up to the ETL start time. This makes the Alation Analytics V2 data as

close to the current state of the Catalog as possible; and analysts do not need to wait an additional day for the data

to flow into the Analytics database.

• Information about deleted RDBMS objects is now correctly extracted into Alation Analytics V2. The deleted

attribute on a Schema, Table, or Column object now inherits the value from the corresponding attribute of the

parent data source. If a data source is deleted, then all its child schemas, tables, and columns will be marked as

deleted in the Alation Analytics V2 data.

• Admins can start the Alation Analytics V2 ETL process from the Alation UI: the Alation Analytics V2 Settings

page now has the Execute ETL button that triggers ETL on demand.

• In 2020.4, 3 new columns thread_resolved_at, thread_resolved_by, and thread_status were added to

the conversation table to keep track of the status of Conversations. However, these columns were not updated

after the ETL for Conversations that had been resolved before this change to the Alation Analytics V2 model.

Now, the columns will be updated during ETL for all conversations without any intervention on the admins’ part.
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Connect Platform

Lineage V2 Feature Flag Is Enabled by Default

Lineage V2 is now enabled by default on new installations of Alation. On existing installations, the Lineage V2 feature

flag will become enabled after the update to 2021.2 unless an admin intervenes before performing the update. It is

highly recommended to migrate your Lineage data to the Lineage V2 framework if you have not done so yet: Enabling

Lineage V2

Open APIs and Swagger UI Are Enabled by Default

From 2021.2, the integration with Swagger is enabled by default. API documentation in the OAS 3.0 format becomes

available on Alation instances at http(s)://<your_Alation_URL>/openapi/<openapi_endpoint> without the need to

set the corresponding feature flag.

RDBMS Integration Open API

Added the Integration API that brings together physical and logical catalog metadata for the Schema, Table, and

Column objects, allowing users to retrieve and create these objects in Virtual or non-virtual RDBMS data sources in

Alation. This API can be used by Source, Catalog, and Server Admins who are also assigned as Data Source Admins to

the data source they are working with.

Using the RDBMS Integration API, you can:

• Get a list of schemas, tables, and columns and their custom fields from virtual and non-virtual data sources;

• Create physical (schemas, tables, columns) and logical metadata (custom field values) in non-virtual data sources.

• Upload new and update existing physical (schemas, tables, columns) and logical (custom field values) metadata

into a Virtual Data Source at the same time;

• Get a list of schemas, tables, and columns characterized by specific custom fields.

The RDBMS Integration API documentation is available in the OAS 3.0 format at http(s)://<your_Alation_-

URL>/openapi/integration_apis/.

Support for Recovery of Curated Data for BI Sources

Enhanced GBM V2 and OCF frameworks to support “Soft Delete” from the Alation Catalog in order to protect curated

data from permanent deletion. Soft Delete is enabled by default. The checkbox Disable Hard Sync has been removed

from the Settings page of BI Sources on GBM and OCF.

New Connector Certifications and Driver Upgrades

• MarkLogic is now in the list of supported data sources

• Certified newer versions of supported data sources, such as SQL Server 2019 on RDS, Salesforce DB Winter

2021 edition, EMR 6.2 with Spark SQL, Databricks 8.0, and PostgreSQL 13 on RDS.

• Updated a number of built-in drivers to newer versions:

– Google BigQuery: Simba 1.2.12.1015

– Amazon Redshift: JDBC42-1.2.43.1067
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– Snowflake: 3.12.16

Open Connector Framework

• Alation 2021.2 comes with a pre-packaged Docker installer allowing to install Docker on any OS supported by

Alation without the need to additionally configure installation repositories or download Docker packages from

available sources.

• The OCF connector zip packages are now included into the Alation backup.

• Added a new Ypireti command that can be run to reinstall OCF connectors after a backup restore or a failover to

Secondary on the HA Pair.

MicroStrategy GBM V2 Extraction Stabilization

The MicroStrategy connector for GBM V2 received multiple stabilization and improvement fixes:

• Fixed an issue where only the first project from the list of projects selected for extraction was extracted into the

Catalog. Now, all selected projects should be extracted as expected

• Fixed a number of NPEs reported during metadata extraction

• All document, dossier, and dashboard previews are now extracted using the MicroStrategy REST APIs

• Alation now determines if a cube is published or if it is not using isPublished API during extraction

• Made changes to populate sub-reports of a document using search-based API. This works for both published and

unpublished cubes

• Cube data sources are now linked with reports and documents using search API, which enables Alation to calculate

lineage

• All data source cubes in the project are extracted using the search API

• Simple reports are extracted using the NoAction execution flag. This opens the reports in the design mode before

extraction and works for both published and unpublished cubes

• Alation now retrieves object prompts using the search API and extracts the corresponding field metadata

• Alation can now extract the document and lineage information irrespective of whether the underlying cube is

published or not. Fields will not be extracted if the document depends on an unpublished cube

• Report metadata is extracted asynchronously. If a large number of reports are extracted, Alation creates multiple

connections to extract report data. The MicroStrategy server has different types of governing job limits set to

restrict the number of connections per user account, user session, and per project. Alation will respect the limits

set on the MicroStrategy server and only use the server resources allowed to be used for extraction

• Preview generation will now be skipped if a report or document is dependent on an unpublished cube.

• Fixed multiple issues with prompt validation and extraction

• Added a fix for the VALUE prompt to answer all prompts and only fail for required prompts that do not have any

answers

• Alation will now extract only valid metric types. The auto-generated field row count that used to cause the

MicroStrategy server crash is no longer extracted
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Enterprise Deployment

Backup V2 Becomes Default

Backup V2 becomes the default backup tool. The switch-over to V2 happens automatically when the Alation application

is updated to 2021.2. Backup V2 will also be the default backup tool on new installations of Alation from 2021.2 and

onward.

Improved Group Profile Page

The Group Profile page received a UI refresh and a significant boost in performance.

Support for Microsoft Modern Authentication for the Alation Email Server

It is now possible to configure inbound email interactions for Microsoft-based email servers on the Admin Settings >

Email Server tab by leveraging Microsoft Modern Authentication. The 2021.2 release introduces this configuration

capability for the Reply By Email feature of Conversations.

Note: Modern Authentication is the term Microsoft uses to refer to their implementation of the OAuth

2.0 authorization framework for client/server authentication. Alation uses MS Graph APIs for accessing

application mailboxes and OAuth 2.0 endpoints for authentication.

Data Source Admins Can Add Sources

Users with the Source Admin role now gain the ability to add new sources to the Catalog. This feature needs to

be enabled using the parameter alation_conf alation.roles.allow_source_and_catalog_admins_to_create_ds in

alation_conf.

Role Selector for AWS Data Sources

For AWS data sources configured to use SSO in Compose, users can now select an AWS role from a list if multiple roles

are returned for this user by the IdP.

Ability to Disable Offline AuthService Connections

An Alation admin can enable or disable offline connections (used for scheduling of queries and executing Excel Live

reports) for connections that use the AuthService component of Alation, for example, SSO-based connections for AWS

data sources. When offline connections are disabled (default for SSO-based connections to AWS data sources), the

Compose UI will prevent users from scheduling a query or creating an Excel live report. Execution of a scheduled query

or an Excel Live report that use such a connection will not succeed.
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Improvements

• The limitation of 30 characters maximum for usernames in Alation has been removed. Usernames up to 150

characters are now allowed by default. Usernames that were previously truncated will be migrated to their full

form when the corresponding users sign in to Alation after the update to 2021.2.

• Previously, the SQL query content had a limitation of 10,000 characters per line. This resulted in truncation

of some of the query content in the Dataflow Content field of Dataflow objects, making lineage information

incomplete. Now, the limitation has been removed and the full SQL query content of an ingested SQL query will

be displayed.

• Data Source and Schema names were added as Source and Schema columns to CSV exports of Lineage Impact

Analysis reports.

• Suspended users will no longer appear in the Top Users field of data sources.

• Internal Java component was updated from version 11.0.7 to 11.0.9.

• In case of SAML authentication, Alation will no longer allow replaying a SAML response when the parameter

alation.authentication.saml.allow_unsolicited is set to True. Alation will deny access when a consumer

assertion request contains a SAML Response with an assertion ID that has already been authenticated.

• In case of SAML authentication, Alation admins can now choose to use the nameID attribute instead of the uid

attribute as the username in Alation. This feature needs to be enabled in alation_conf by setting the parameter

alation.authentication.saml.use_name_id_as_username to True.

• The data type length will now be displayed for SAP HANA data sources.

• Improved handling of the tasks queue so that Search index updates receive priority over bulk-profiling tasks. This

will allow changes to the Catalog objects that happened after the bulk-profiling tasks were queued to be reflected

in Search results sooner and before bulk-profiling tasks are completed.

• Added a new a property alation.qli.fs.defaultFS to the aha-conf.xml file to explicitly set the file system

to be used as the fs.defaultFS for QLI. This property is used when there are multiple active Nameservices.

Bug Fixes

Note: 2021.2 GA also includes all bug fixes listed for the 2021.2 LA version.

• Fixed the issue of the system health alerts not sent to admins. Now works as expected.

• Fixed a problem where new schedules for existing queries could not be created after the Alation update. This fix

also updates the partially created schedules so that they apply to the queries as intended.

• Fixed a bug when information about Connections based on custom SQL queries was missing from the Tableau

report pages after extraction from Tableau BI sources.

• Fixed an issue of authorization redirects not appearing for default connections and data source

users created before the update to release 2020.3.x. Resolved by updating connections on blank

rosemeta_userpreferredconnection rows and by removing duplicate rows in the rosemeta_-

userpreferredconnection table.

• Fixed the issue of duplicate result tables on the Query Form page that occurred when running the query form.

• Fixed the slowness of the query forms page loading in case of large result sets.

• Fixed an issue with permission mirroring not working for SSRS sources. Permission mirroring can now be

enabled or disabled as expected.
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• Fixed the issue of Postgres auto-scan failing with the “permission denied” error by moving the Postgres scan logs

from /var/log/scan-postgres.log to /opt/alation/site/logs/scan-postgres.log. Auto-scan now works as expected.

1.10.16 RELEASE 2021.2 - Limited Availability

build 8.2.0.136682

For new features in 2021.2, see New Features.

Bug Fixes

• Previously, in the Edit mode for Articles, the rich text editor re-formatted ordered lists with lowercase letter list

markers to numbered lists. This issue was fixed, and the editor now saves ordered lists in the required format.

• For the user profile upload from a CSV file, changed the error message for invalid characters in column names to

be clear and user-friendly.

• Paginated tables on the Admin Settings > Users tab displayed the same user list on the first page and other pages

when the page length was set to be below 100 rows. This issue has been fixed, and table pagination is applied

correctly for all table page lengths.

• Fixed a bug where the values of a multi-picker field type were incorrectly sorted in tables in the Alation UI. Now,

table sorting applies to multi-picker fields as expected.

• For Alation Connector Manager, extended the dependency for the installer for Debian-based systems to both

docker.io and docker-ce. This allows to install either of the packages on Debian-based operating systems.

• Fixed an issue where the dialog that confirms addition of child objects to a Domain was displayed for objects

without child objects. Now, this dialog will not be displayed if an object does not have child objects.

• In a new instance of Alation or in an existing instance where the QLI archiving job had never been run, an attempt

to schedule the QLI archiving job caused the Alation server to crash. This issue has been fixed, and QLI archiving

works as expected.

• For Presto data sources, column names enclosed within single quotes are obfuscated and column names within

double quotes are not.

• The History section of the Queries tab of the Catalog page for Table objects used to display queries that were not

executed. Clicking on the statement template for such a query caused the 404 error in the Alation UI as execution

details were unavailable. Now, queries that have not been executed are filtered out from the History section.

• Fixed an issue with query-based QLI when queries containing strings False AS cancelled, '' as

defaultDatabase or null as defaultDatabase were not parsed correctly. After the fix, such queries

are successfully parsed.

• When LDAP was selected as the authentication method for Alation, sometimes user authentication failed even

though the user credentials are valid. The issue was identified and fixed so that authentication with valid credentials

is always successful.

• Previously, when a Custom Group name was updated on the Group Profile page, the action did not update the

Search index and the old group name was still displayed in the Search results. Now, updating a Custom Group

name causes the Search index to update and the updated group name is displayed in Search results as expected.

• Previously, if a user assigned as a Data Source Admin did not have the Server Admin role, they could not see

some sections of the data source Settings page, for example Network Connection and Service Account. This

issue has been fixed and all Data Source Admins can see full information on the Settings page of the data sources

they are admins of.
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• Previously, metadata extraction from MySQL data sources did not extract table source comments. This issue has

been fixed, and Table comments are now extracted as Source Comments on the Table catalog page.

• Fixed a bug where the Data Sources tab on the Sources > Manage Sources page displayed incorrect statuses for

Metadata Extraction, Profiling and Query Log Ingestion.

• Now, Server Admins can add query parameters to the Contact your Help Desk link when they configure it using

alation_conf and they will be processed correctly. Previously, including special symbols, such as an ampersand,

resulted in redirecting to an incorrect page.

• Fixed a bug when the exporting of Search results failed if the Queries option was selected in the object type filter

on the Search page.

• Server Admins can now configure the timeout period for the Advanced Search page using alation_conf and the

parameters alation.search.timeout and alation.search.max_retries. These parameters can be modified if Search

encounters timeout issues.

• Fixed a performance issue with the Groups page. The Groups page loading time has been significantly improved.

• For Alation Analytics V2, fixed an issue where ETL could not load data if a custom field created in Alation

had the name id, which is the name of the primary key column in the Alation Analytics V2 tables. During

ETL, fields named id are now renamed as id_[field_id] in the Alation Analytics V2 database, for example

id_10007. This will affect all objects that have this custom field associated with them as the field will appear as

id_[field_id] in the corresponding object table.

• Fixed an issue during Query Log Ingestion from Hive data sources that was due to the presence of multiple

AM_STARTED attribute values in query logs. The last attribute in the log will now be used in ingestion.

• Fixed a bug with Query Log Ingestion from SQL Server 16 with NTLM authentication which caused the Lineage

information to be incomplete for View DDL statements containing the COALESCE keyword.

• Fixed an issue with high CPU usage by Taskserver during extraction, QLI, profiling, search index update, and

other processes. The issue was caused by Hive grammar projection grammar rule: antlr went into an infinite

loop while parsing a query. As a solution, the antlr version and the timeout for execution of parser threads were

updated.

• Fixed an issue with Query Log Ingestion for Custom DB where it stalled with the get() returned more than

one AlationVersion error. Added a unique constraint to the tree_hash field of AlationVersion. Now

duplicate entries are deleted if any exist and new duplicate entries will not be created.

• Fixed an extraction bug for Tableau BI sources where some datasource columns were not extracted into Alation.

• Fixed a bug with DB2 data sources where primary key information was not displayed in the Alation UI after

metadata extraction.

• Fixed an issue in Compose where the Loading. . . message was displayed for an excessively long time in the

Results section after a query was cancelled. Now, when a query is cancelled by a user clicking the Cancel

button, the query results will either be displayed immediately if Alation managed to retrieve some results before

cancellation or no results will be displayed if the cancelled execution has returned no results.

• Fixed a UI bug with Compose results column headings. Now, the headings will be properly aligned in supported

versions of Firefox, Chrome, and Edge. The fix does not apply to Internet Explorer.

• Fixed an issue when the uploaded SQL statement was not displayed correctly in UI when a SQL query was

uploaded to a data source Catalog page.

• The SAML request generated to authenticate a Compose user while performing SSO for AWS sources was using

an invalid format for the IssueInstant attribute. This resulted in an error in Compose when users tried to

authenticate using SSO. The issue was fixed by introducing the ISO format based on the SAML 2.0 specification

for this attribute.
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• Fixed a bug which prevented Alation Analytics V2 to be installed when the server FQDN was specified during the

installation. Now, and admin can specify either the host IP or FQDN and successfully install Alation Analytics

V2.

• Resolved an issue with executing query forms whose SQL contains single-line comments (starting with –).

Previously, if the comment line was at the end of the query, Alation attempted to execute the comment as a

separate statement. If the comment appeared immediately above a statement, Alation issued an error regarding

the statement being closed. This is no longer the case as Alation correctly handles comments in SQL statements

in query forms.

• Miscellaneous other bug fixes to improve application quality.

1.10.17 Known Issues

• If the initial installation of Alation was done on release 2020.4.x or 2021.1.x, then the update to 2021.2 will

include a full reindexing of the internal application database tables. Reindexing may increase the time required

for the update on instances with large internal databases. (Fixed in 2021.3)

• Unable to create or update query schedules for new queries or for queries without a schedule prior to upgrade to

2021.1. Still present in 2021.2 LA. Query objects with a schedule created in a prior release are not affected; in

these cases, schedules can be updated successfully. (FIXED IN GA)

• Admin Health alerts are not sent. (FIXED IN GA)

• Update to 2021.2 will fail if there is a password set on the internal Postgres database. In order to upgrade

successfully, the Postgres password must be cleared before the update and set back after the update is completed.

• Query form Catalog page displays 5 duplicate tables upon clicking Get Results. (FIXED IN GA)

• During the Re-key job run, if the re-key operation fails for a single row in data_storage_blobaccesspostgres,

the resultset data is updated with empty values instead of throwing an exception, which causes the encryption key

rotation process to fail.

• In Compose, authorization redirects do not appear for the default connection and data source users created in

Alation before version 2020.3. (FIXED IN GA)

• Automatic Postgres scan fails with a “permission denied” error. (FIXED IN GA)

• For MicroStrategy BI sources, full extraction takes place even though all projects except is selected during

selective extraction. (Fixed in 2021.3)

• In Compose, Run and Export returns different file sizes on two successive attempts. (Fixed in 2021.3)

• Permission mirroring cannot be disabled for SSRS BI sources. (FIXED IN GA)

• MDE fails with the “out of memory” exception on large datasets (~ 3,000 tables per schema, 100 columns each)

when using the Oracle native connector.

• Query form page stops loading when a large result set is returned, which causes Alation UI to freeze. (FIXED IN

GA)

• The Execute ETL button on the Alation Analytics V2 Settings page flashes if Alation Analytics needs to be

updated.

• The Alation Analytics V2 data source page shows an incorrect number of extracted tables in the schema Public.

• When both User and Group filters are applied to the Alation Analytics V2 dashboard at the same time, the filtered

result is incorrect across all dashboard visualizations. (Fixed in 2021.3)

• When restarting the Alation server, you may see a warning message python3: can't open file '/

opt/alation/event_bus/kafka_topic_manager.py': [Errno 2] No such file or directory.

Please ignore this warning.
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• Alation does not load the Active Directory user picture and returns a 500 error.

• Scheduling a discarded query in 2021.1 results in leaving anomalous records in django_celery_beat_-

periodictask.

• Remove Projects that are not captured by the list above checkbox appears on the Settings page of BI sources

on GBM V1 and appears disabled. This checkbox should not be present for sources added on GBM V1.

• Metadata extraction from Hive data sources fails MDE if the column type length is more than 100,000. (FIXED

in 2021.2.3)

• Snowflake DATE() function and FORCE keyword are not supported by the current GSP version. (Fixed in 2021.3)

• MSTR 2021: Fields are not displayed in catalog if Dossiers contain Shapes

• Extraction from an Azure Data Warehouse data source may issue the error “Found zero schemas” (Fixed in

2021.2 - patch 8.2.3)

• The 500 error is displayed when opening the query scheduling dialog in 2021.2. (Fixed in 2021.3)

• After upgrade to 2021.1.x, users are facing a decode error when running queries in Compose. (FIXED in

2021.2.2)

1.11 Release Notes 2021.1 (General Availability)

1.11.1 RELEASE 2021.1.13

build 7.2.14.155515

This patch is a security update providing fixes to mitigate the Log4j 2 vulnerability discussed in December 22, 2021 -

Log4j2 Security Advisory. This addresses the security vulnerability described in CVE-2021-45105.

This patch is cumulative and fixes all the security issues from the prior two patches, 2021.1.11 and 2021.1.12.

Upgrading to this security patch will apply the fixes automatically. This patch includes:

Security fix for the Hive connector

The Apache Hive connector is updated with a newer version of Apache Log4j 2. This addresses security vulnerability

CVE-2021-45105.

Security fix for Elasticsearch

Elasticsearch is updated with a newer version of Apache Log4j 2. This addresses security vulnerability CVE-2021-45105.

1.11.2 RELEASE 2021.1.12

build 7.2.13.155179

This patch is a security update providing a fix to mitigate the Log4j 2 vulnerability discussed in December 17, 2021 -

Update to December 15 log4j2 CVE-2021-45046 Security Advisory.
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Security fix for the Hive connector

The Hive connector is updated to use a newer version of Apache Log4j 2, which addresses a possible DoS vulnerability

described in CVE-2021-45046.

1.11.3 RELEASE 2021.1.11

build 7.2.12.154834

This patch is a security update providing two important fixes to mitigate the Log4j 2 vulnerability discussed in December

10, 2021 - log4j2 Security Advisory.

Upgrading to this security patch will apply the fixes automatically. The patch includes:

Security fix for the Hive connector

The Apache Hive connector is updated with a newer version of Apache Log4j 2 as per NIST publication NVD - CVE-

2021-44228. In addition to updating the Log4j 2 version, all invocations of the Apache Hive connector will run with the

-Dlog4j2.formatMsgNoLookups=true system property.

With this security update, the Alation Hive connector is not susceptible to remote code execution based on the Log4j 2

vulnerability CVE-2021-44228.

Security fix for Elasticsearch

As per recommendation from Elastic found at Apache Log4j2 Remote Code Execution (RCE) Vulnerability - CVE-

2021-44228 - ESA-2021-31, this fix disables the message lookup substitution for Elasticsearch on the Alation server.

With this security update, the alation_conf parameter elasticsearch.env.es_java_opts, which sets Java options

for Log4j 2, will be set to -Dlog4j2.formatMsgNoLookups=true by default. This change ensures that the Log4j 2

Java options have the recommended setting and that the Elasticsearch component of the Alation server is not susceptible

to remote code execution based on the Log4j 2 vulnerability CVE-2021-44228.

1.11.4 RELEASE 2021.1.10

build 7.2.11.146829

• Fixed an issue where user profiles were not loading on the Advanced Search page after searching for users.

Now, when a user is selected in the Advanced Search results pane, the corresponding user profile will load in the

right-hand view pane.

• Fixed an issue with Backup V2 restore where the restore process failed with the error pg_probackup

archive-get failed to deliver WAL file after several consecutive backup and restore operations.
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1.11.5 RELEASE 2021.1.9

build 7.2.10.144381

• Previously, there was an issue with logging of the metric search.click that captures the usage of the Full-Page

search. This fix corrects the logging problem for search.click in the metrics_metric table of the internal database.

• For Legacy Hive users, added a feature flag that allows specifying from where the query string is read during

QLI. Enabling alation.feature_flags.enable_usage_of_map_reduce_name_for_query_location

will cause Hive V1 QLI to read mapreduce.workflow.name for the query string. By default, Alation reads

hive.query.string to get the query string. Note that Alation recommends using the Hive V2 framework for

Hive sources.

1.11.6 RELEASE 2021.1.8

build 7.2.9.142382

• Fixed an issue in Compose where the Loading. . . message was displayed for an excessively long time in the

Results section after a query was cancelled. Now, when a query is cancelled by a user clicking the Cancel

button, the query results will either be displayed immediately if Alation managed to retrieve some results before

cancellation or no results will be displayed if the cancelled execution has returned no results.

• Fixed the issue of duplicate result tables on the Query Form page that occurred when running the query form.

• Previously, metadata extraction from SQL Server sources failed to extract tables from a database when the database

collation type was different from the collation type on the SQL Server level. This issue has been fixed.

• Fixed the issue with QLI from Presto with Hive and AWS Glue as Custom DB data source. Previously, there was

inconsistency in how QLI jobs pulled query history into Alation: initial QLI worked but consecutive QLI jobs

omitted queries. After this fix, Alation should correctly process query history according to the QLI settings of the

data source.

1.11.7 RELEASE 2021.1.7

build 7.2.8.141049

• Presto on Hive QLI fails with UnicodeDecodeError when column data has unicode characters. This issue has

been fixed by defaulting to UTF-8 encoding for reading QLI log files.

• Fixed an issue with Greenplum metadata extraction where it fails for unicode characters in functions.

• Previously while performing metadata extraction or any other action on a connector and the connector is unre-

sponsive, the connection will be terminated. Now, the connection timeout time has been increased.

• Fixed an issue where the metrics in query search logged the Object ID (OID) as integers which fail the searchclick-

extract job. Now, the metrics in query search logged oid as otype for each search result click.

• Previously the CSV exports in Compose were having few blank rows in between the rows. The CSV exports now

should not have any blank rows in between the rows.
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1.11.8 RELEASE 2021.1.6

build 7.2.7.139384

• Previously, when Use Group to assign roles was enabled, new users with the Viewer role did not appear in the

Viewer built-in group. Those users received the “Permission Denied” error on numerous pages if the Viewer role

was enforced on the instance. Now all new users are assigned to the correct built-in groups that correspond to

their roles.

• Query execution and export failed when multibyte Unicode characters were part of the query result retrieved from

a data source. This issue has been fixed by using a different decoder mechanism.

• Fixed the issue of the system health alerts not being sent to admins. System health alerts are now triggered and

sent as expected.

• Fixed a problem where new schedules for existing queries could not be created after the Alation update to 2021.1.

This fix also updates the partially created schedules and applies them to the queries as was intended.

• The search group strategy for LDAP groups uses a query that pulls out all the users. Previously, in case of very

large LDAP groups, this query could time out or reach the LDAP server limit on how many results were permitted

to be retrieved. This fix introduces pagination for the LDAP group search query and an alation_conf setting to

control it: alation.authentication.ldap.search_page_size (defaults to 500). The parameter should be set to a

value that is less than the group result size allowed by the LDAP server.

1.11.9 RELEASE 2021.1.5

build 7.2.6.138178

• Fixed an issue with metadata extraction from Azure Data Warehouse where it failed with the 0 schemas found

error. This was resolved by adding support for case sensitive collation.

• Fixed an issue with high CPU usage by Taskserver during extraction, QLI, profiling, search index update, and

some other processes. The issue was caused by Hive grammar projection grammar rule: antlr went into an

infinite loop while parsing a query. As a solution, the antlr version and the timeout for execution of parser

threads were updated.

• Fixed an issue when information about Connections based on custom SQL queries was missing from the Tableau

report pages after extraction from the Tableau server.

• Fixed an issue with query log ingestion from Hive data sources when it failed with the QueryLog.setStartTime

was called more than once error when multiple AM_STARTED attributes were present in the query log. The

last AM_STARTED attribute in the log will now be the value used in ingestion.

1.11.10 RELEASE 2021.1.4

build 7.2.5.136994

• Fixed a performance issue when a large number of Groups with multiple members in the system caused the

Customize Catalog page to load slowly. Now, the page loading time has significantly decreased.

• Fixed a problem when sometimes a subset of web server workers on the Alation server hung and did not serve

requests. This fix improves throughput and availability of the Alation web service.

• Previously, QLI could become stalled at the StatmentParsingJob stage with get() returned more than

one AlationVersion error message. Fixed by adding a unique constraint to the tree_hash field of the

AlationVersion model so that no duplicate entries can be created due to race condition.

• Added two alation_conf parameters to mitigate search timeout issues. Admins can change the values in case they

observe timeout issues on the Advanced Search page or when using the public Search API:

1.11. Release Notes 2021.1 (General Availability) 4157



Alation User Guide

– alation.search.timeout = 10.0

– alation.search.max_retries = 1

• SAML requests generated to authenticate Compose users to SSO-enabled AWS data sources used an invalid

format for the IssueInstant attribute in the request, which resulted in a connection error. This problem is now

fixed by assigning the IssueInstant attribute the correct ISO format based on the SAML 2.0 specification.

• Fixed an issue of the manual upload of usage data to Alation failing due to changes in how model data are written

to files in Python 3. After the fix, manual uploading of usage data completes successfully.

1.11.11 RELEASE 2021.1.3

build 7.2.4.134495

• Fixed an issue with lineage calculation where Table information was not available on the Connections tab of the

Tableau BI source and the lineage relationships with Tableau objects were not displayed on the Lineage tab of the

Amazon Redshift data source when there were multiple clusters with the same URI and schema and table names.

• Fixed an issue of the lineage diagram for the Tableau source not displaying the upstream objects from a Presto on

Hive data source when a number of lines of the connection query SQL were commented out. Added support for

array expressions to Alation Presto grammar.

• Fixed a bug related to open stream writer that caused excessive memory usage during metadata extraction from a

file system source.

• Fixed a QLI issue where it failed with the following error: A string literal cannot contain NUL (0x00) characters.

Now, queries containing null characters will not cause the QLI job to fail.

MicroStrategy GBM V2 Extraction Stabilization

• Fixed an issue where only the first project from the list of projects selected for extraction was extracted into the

Catalog. Now, all selected projects should be extracted as expected

• Fixed a number of NPEs reported during metadata extraction

• All document, dossier, and dashboard previews are now extracted using the MicroStrategy REST APIs

• Alation now determines if a cube is published or if it is not using isPublished API during extraction

• Made changes to populate sub-reports of a document using search-based API. This works for both published and

unpublished cubes

• Cube data sources are now linked with reports and documents using search API, which enables Alation to calculate

lineage

• All data source cubes in the project are extracted using the search API

• Simple reports are extracted using the NoAction execution flag. This opens the reports in the design mode before

extraction and works for both published and unpublished cubes

• Alation now retrieves object prompts using the search API and extracts the corresponding field metadata

• Alation can now extract the document and lineage information irrespective of whether the underlying cube is

published or not. Fields will not be extracted if the document depends on an unpublished cube

• Report metadata is extracted asynchronously. If a large number of reports are extracted, Alation creates multiple

connections to extract report data. The MicroStrategy server has different types of governing job limits set to

restrict the number of connections per user account, user session, and per project. Alation will respect the limits

set on the MicroStrategy server and only use the server resources allowed to be used for extraction
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• Preview generation will now be skipped if a report or document is dependent on an unpublished cube.

• Fixed multiple issues with prompt validation and extraction

• Added a fix for the VALUE prompt to answer all prompts and only fail for required prompts that do not have any

answers

• Alation will now extract only valid metric types. The auto-generated field row count that used to cause the

MicroStrategy server crash is no longer extracted

1.11.12 RELEASE 2021.1.2

build 7.2.3.133419

• Fixed an issue where long-running extraction jobs were given the Failed status in the Job History table in Alation

UI before they were completed. The job status will now be properly tracked for the entire duration of the job

lifecycle.

• Added support for the back quote character ` in the Query Log Ingestion parser logic, which should ensure that

QLI is successful for the data sources where query SQL includes this character.

• Improved handling of recursive objects when they were added to a Data Domain, removed, and then re-added.

• Added a description of the Search API to the API Documentation on Customer Portal.

• Fixed an issue where the Articles section of the left-hand navigation panel was unavailable to users who logged

in for the first time, requiring a refresh of the browser page. The Articles panel is now always displayed in the

left-hand navigation panel.

1.11.13 RELEASE 2021.1.1

build 7.2.2.132324

• Added an alation_conf flag alation.backup_v2.pgbackup_compression to exclude the Postgres backup from

Alation backup tarball creation. This reduces backup tarball creation time. Postgres backups should be handled

manually and restored separately. For details, refer to How to Exclude Postgres Backup from Alation Backup

• Search using the * wildcard is now case insensitive.

• Fixed an issue with SSO authentication for AWS data sources where it did not work in Chrome without disabling

the SameSite flags. This change introduces the use of the RelayState parameter in SAML requests to track

asynchronous communication with identity providers and deprecates the use of “user session” to track such

asynchronous communication, rendering the SSO solution browser-agnostic.

1.11.14 RELEASE 2021.1 - General Availability

build 7.2.1.131666
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New Features

Search and Discovery

Data Domains

A Data Domain is a new catalog object type that can be used to categorize other catalog objects. With the help of

Data Domains, you can organize your catalog data by business areas, departments or any other unifying criteria. Data

Domains can be created, edited, deleted, and organized hierarchically. Like other Catalog object types, Data Domains

have a dedicated customizable Catalog page template that allows for the adding, removing, and re-arranging of custom

fields. Data Domains increase discoverability of other Catalog objects: by selecting the relevant Domain in the Search

filter, you can retrieve the list of all catalog objects residing in this Domain. The Data Domains feature can be enabled

on the Admin Settings > Feature Configuration page (former Labs).

Search API

2021.1 adds a new public API for retrieving Search data from the Catalog: you can now send requests to the GET

Search API endpoint and retrieve search results. GET Search API documentation is available in the OAS 3.0 format at

http(s)://<your_Alation_URL>/openapi/search/ (requires the Swagger integration to be enabled: alation_conf

alation.feature_flags.enable_swagger = True). The Search API offers the capability to interact with other

applications used at your organization and to integrate the Alation Catalog into the existing application workflows.

Full-Page Search Improvements

Alation’s full-page Search now supports the asterisk wildcard syntax. The asterisk symbol can be placed at the beginning,

at the end, and in the middle of the search string: “ab*”, “*yz”, “ab*yz”, and “*mn*”. The search will retrieve relevant

Catalog objects where the search string with the wildcard symbol matches the title or the name of the object.

Governance and Curation

Alation Analytics V2 Improvements

• Added search data to the Alation Analytics V2 schema surfacing the information on:

– the number of searches performed by users

– search queries

– search timestamps

– the number of searches that resulted in a click-through

– the pages from which search was initiated;

• Added dashboard-level filters to the Alation Analytics V2 Dashboard that allow filtering the dashboard data by

User and Date Range;

• Added the ability to remove the Alation Analytics V2 data source from the Catalog;

• Alation Analytics V2 database password is now stored in the encrypted format in the alation-analytics.env

file.
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Lineage Impact Analysis

The Lineage page now includes 2 new tabular Lineage reports: Impact Analysis and Upstream Audit. These reports

list data objects downstream or upstream from a selected object in the tabular format. The tables can be filtered by

relevant fields, such as Steward, Object Type, Trust Flag, and others. The reports can be exported into the CSV format.

For details, see Lineage Impact Analysis.

Custom DB Profiling Improvements

• Column catalog page load time is significantly decreased

• Custom Profiling information has been added to the Profiling preview in Compose: Custom DB Column Profile

Preview

• Improved the UI of the Frequency Distribution chart: Frequency Distribution Chart

• The names of UI elements and text messages for deep Column Profiling (Profiling V2) and Sampling (default)

features were updated for a more consistent user experience

Connect Platform

Data Source Certifications

Certified support for more data sources and new versions of supported sources:

• Starburst Enterprise Trino

• Teradata Vantage

• Denodo

• MongoDB Atlas and others.

Enterprise Deployment

Federated Compose User Login For AWS Sources

Alation Compose now supports SSO for data sources on AWS. Alation integrates with AWS IAM to direct the authenti-

cation flow through SAML 2.0-supporting IdP providers used at the Organization (such as Azure AD, Okta, ADFS,

PingOne, and others).

User Role Assignment Using LDAP Groups

Server Admins can now map Alation roles to Custom Groups, and users in this group are automatically assigned the

mapped role. Admins also have an option to auto-suspend LDAP users who do not belong to any LDAP group: Use

Custom Groups to Assign User Roles.
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Alation Sandbox Improvements

• Added the --resume flag for the run command

• Download progress status is now displayed as the build is being downloaded

• After a successful run, users are prompted to use the alation-sandbox-admin user for UI login

• Improved error messages

• Key rotation warning is displayed when upgrading to the 2021.1 Alation build

• Improved handling of the Sandbox license

• Numerous other bug fixes and improvements to enhance user experience, stability, and security.

Alation Server

• Upgraded internal codebase components to Python 3

• Expanded Operating Systems support for new installations of the Alation server by adding:

– Fedora

– Oracle Linux with RHEL compatible kernel

– Debian

Improvements

• An admin can now disable the query export feature in Compose.

• The Labs page was renamed to Feature Configuration.

• Previously, some of the queries from Presto were not parsed by the Presto parser component because they contained

built-in functions with no arguments. Now, the Presto parser will properly handle such queries and they will be

displayed on the Query History tab.

• The built-in driver for Snowflake was updated to version 3.12.14.

• Added support for the NULL value in the IS_NULLABLE column in the Columns query for the Query-Based

MDE.

• Previously, making numerous changes to fields on a custom template could cause a spike in the number of

background tasks processed on the Alation server. Now, this action will be processed in parallel to other running

tasks and not cause the queued tasks to back up.

• The temporary folder pg_backup created under /data2/backup/ during backup restore is deleted automatically

after the backup restore process completes successfully.

• Tableau BI source logs will now capture BI type, framework version, and error code.

• For Databricks on Azure as Custom DB, the complex data types Array and Struct can be displayed as a structured

JSON object in Alation UI.
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Bug Fixes

Note: 2021.1 GA also includes all bug fixes listed for the 2021.1 LA version.

• Fixed an issue where Table and Column samples were not loading for users with the Viewer role when the Viewer

role was enforced. After the fix:

– When Dynamic Profiling is OFF, only Server Admins can run samples and profiles.

– When Dynamic Profiling is ON, all roles, including Viewers, can run samples and profiles.

• Fixed an issue where after update to 2021.1 LA Tableau certificates had to be re-uploaded on the Tableau source

Settings page. No action is required after updating to 2021.1 GA from a previous major release.

• For the Amazon Redshift data sources, decimal, real, float, and double data types will now display the correct

length and precision.

• Miscellaneous other fixes.

1.11.15 RELEASE 2021.1 - Limited Availability

build 7.2.0.130782

For new features in 2021.1, see New Features.

Bug Fixes

• Fixed an issue with MDE from Amazon Redshift data sources when tables with column comments were not

extracted. Now, table extraction works as expected.

• Fixed an issue when the Monitor > Active Tasks tab displayed a pop-up error message when the number of active

tasks in queues was too large to be displayed. After the fix, Active Tasks no longer issues the error. If the task list

for a specific queue is too large to be displayed (> 500 items), the Active Tasks list will show a collective record

“other tasks in this queue” with the number of overflowing tasks.

• Fixed a bug where Alation Analytics V2 did not reflect the updated Glossary article counts correctly after Glossary

rules were updated.

• Fixed an issue when the Popularity values were not updated correctly after QLI in a specific case of QLI.

• Previously, table aliases from merge statements from Teradata were incorrectly recognized as temporary tables,

which generated incorrect lineage. Now the aliases are properly ignored.

• Added support for Hive data sources with the Oracle metastore on the configuration-based Hive framework (Hive

V2).

• For MySQL data sources, fixed an issue with the MDE property Remove schemas from the catalog that are not

captured by the lists below when a previously extracted schema was not removed during the next MDE after

being placed into the Exclude Schemas list.

• The Compare User Roles matrix on the Admin Settings > Users page now appropriately reflects the current access

rules. For example, a Steward can access Compose, and the Data Source Management tooltip no longer includes

“wizard deployment” as Catalog and Source Admins do not have access to this feature.

• Fixed the text overflow issues in the Quick Links section of the Homepage and the Apps menu in Internet Explorer

11.
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• Fixed a bug where embedded videos with the allowfullscreen HTML attribute could not be viewed in

full-screen mode.

• Fixed the issue of QLI archiving not working after enabling the Lineage V2 feature.

• Restored the ability to upload data to a table using Excel files.

• Fixed a performance issue that manifested itself when loading batches of execution results while a Compose query

tab was being loaded (or when adding results for a new execution). This fix provides a dramatic improvement in

execution time and will free up database resources as a result.

• When OAuth is enabled for a data source but the default Compose URI does not include the OAuth parameter,

using the Export Connection dialog in Query Forms and Data Upload with manual URI and without saved

credentials will use the manually entered credentials from the username and password fields.

• Removed the Alation Analytics V2 staging tables from the UI on the Per-Object Parameters tab as these tables are

not displayed under the Public schema and are not meant to be profiled.

• Addressed a potential Stored XSS issue where the “title” parameter of a query would be stored and rendered

without any sanitization.

• Since release V R7 (5.12.x), the script to convert usernames did not work. This has now been fixed, and admin

users can continue to use the instructions provided in How to Convert Usernames.

• Fixed a bug in Compose when clicking on Run Current Statement executed the statement found in the next line.

Now, the statement on the line which currently has the cursor will be executed.

• Fixed a UI issue with table formatting in the Dusk theme in Compose: the row shading of the table in the Preview

pane now uses 2 alternating colors from the navy blue palette.

• Fixed the incorrect Lexicon file size limit value in the error message that is displayed when the file size limit is

exceeded. The value in the message now correctly reflects the file size limit set in the Alation application.

• Previously, the Open API specification of the Custom Field Values API incorrectly rendered the example for the

PUT endpoint. This issue has now been fixed.

• Fixed an issue with installing Alation Connector Manager on SELinux-enabled systems. Alation Connector

Manager is now configured to automatically start on system startup.

1.11.16 Known Issues

• If you have a password set on the internal PostgreSQL database (Rosemeta), the update to 2021.1 will result

in an error: Password for user alation: psql: fe_sendauth: no password supplied ERROR:

Cannot upgrade alation. Update to 2021.1 requires that the password on the internal PostgreSQL database

should be cleared for the time of the update. The password needs to be set again after the update is completed.

• The command alation_action scan_postgres will fail if a password is set on the internal PostgreSQL

database.

• The search using the wildcard symbol with uppercase symbols (for example, TEST*) only returns results from

object titles and disregards object names.

• With Backup V2 enabled, automatic backup process cannot write to alation_backup.log due to a file permis-

sions error.

• Only users with the Server Admin permission can see reports extracted from an SSRS BI source. Contact Alation

Support to apply a known workaround if you run into this issue.

• If during the upgrade you encounter the error that points to the corrupted index on the djcelery_-

periodictask table, please contact Alation Support to fix the corrupted indexes. The error message will

include the following text: (duplicate key value violates unique constraint \"django_celery_-

beat_periodictask_pkey\"").
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• CREATE VIEW queries in Denodo do not support the catalog.table format, and as a result, the CREATE

VIEW queries are not parsed during QLI and Lineage cannot be built.

• Alation saves the timestamps of the Catalog events in the UTC time. As a result, the events created after 12 am

UTC will be loaded into the Alation Analytics V2 database with a day’s delay.

• With the Viewer role enforcement enabled, the Viewer users cannot run Table and Column profiles on data sources

they have access to [FIXED IN 2021.1 GA]

• For AWS Data Sources with SSO enabled in Compose, when the STS token expires, Compose issues an error in

the query results page instead of displaying the Authentication dialog.

• In Chrome, Compose SSO for AWS data sources may not work correctly if Alation uses HTTP and the security

flags are enabled in the browser settings. As a workaround, disable the SameSite setting (set SameSite=None) in

your Chrome settings if Alation uses HTTP.

• The alation_repair action does not fix permissions on the extra_config folder, which may cause the Alation

upgrades to fail. The recommendation to check permissions on extra_config has been included into the upgrade

steps for 2021.1.

• Using the up or down arrow keys on the keyboard to select a search item from the Quick Search list closes the

Quick Search [FIXED IN 2021.1 GA]

• Upgrades from 2021.1 LA to a newer build of 2021.1 do not work. [FIXED IN 2021.1 GA]

• Backups of instances on release 2021.1 LA cannot be restored on clean 2021.1 systems.[FIXED IN 2021.1 GA]

• New configuration-based Hive connections (Hive V2) cannot be created as the Hive configuration file upload does

not work In 2021.1 LA. Existing configuration-based Hive data sources continue to work as expected. [FIXED

IN 2021.1 GA]

• If you update an unpublished query created by cloning a published query, the changes are not displayed on the

corresponding Catalog page.

• For extraction jobs that take a long time, the Job History UI may mark the job as “failed” before it actually

completes. The job will eventually complete, and the Job History UI will be updated to reflect this; however,

initially, the job is marked as “failed” and false alerts are issued to admins.

• Compose does not work for Salesforce DB with the custom CData driver.

• Customers upgrading their 2021.1 LA test environments to 2021.1 GA still need to re-upload the SSL certificates

on the Tableau source Settings page after the update. This step is required only for customers upgrading from

2021.1 LA to 2021.1 GA and does not affect updates from previous major releases to 2021.1 GA.

1.12 Release Notes 2020.4 (General Availability)

1.12.1 RELEASE 2020.4.15

build 6.2.17.155524

This patch is a security update providing fixes to mitigate the Log4j 2 vulnerability discussed in the December 22, 2021

- Log4j2 Security Advisory. This addresses the security vulnerability described in CVE-2021-45105.

This patch is cumulative and fixes all the security issues from the prior two patches, 2021.4.13 and 2021.4.14.

Upgrading to this security patch will apply the fixes automatically. This patch includes:
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Security fix for the Hive connector

The Apache Hive connector is updated with a newer version of Apache Log4j 2. This addresses security vulnerability

CVE-2021-45105.

Security fix for Elasticsearch

Elasticsearch is updated with a newer version of Apache Log4j 2. This addresses security vulnerability CVE-2021-45105.

1.12.2 RELEASE 2020.4.14

build 6.2.16.155178

This patch is a security update providing a fix to mitigate the Log4j 2 vulnerability discussed in December 17, 2021 -

Update to December 15 log4j2 CVE-2021-45046 Security Advisory.

Security fix for the Hive connector

The Hive connector is updated to use a newer version of Apache Log4j 2, which addresses a possible DoS vulnerability

described in CVE-2021-45046.

1.12.3 RELEASE 2020.4.13

build 6.2.15.154832

This patch is a security update providing two important fixes to mitigate the Log4j 2 vulnerability discussed in December

10, 2021 - log4j2 Security Advisory.

Upgrading to this security patch will apply the fixes automatically. The patch includes:

Security fix for the Hive connector

The Apache Hive connector is updated with a newer version of Apache Log4j 2 as per NIST publication NVD - CVE-

2021-44228. In addition to updating the Log4j 2 version, all invocations of the Apache Hive connector will run with the

-Dlog4j2.formatMsgNoLookups=true system property.

With this security update, the Alation Hive connector is not susceptible to remote code execution based on the Log4j 2

vulnerability CVE-2021-44228.

Security fix for Elasticsearch

As per recommendation from Elastic found at Apache Log4j2 Remote Code Execution (RCE) Vulnerability - CVE-

2021-44228 - ESA-2021-31, this fix disables the message lookup substitution for Elasticsearch on the Alation server.

With this security update, the alation_conf parameter elasticsearch.env.es_java_opts, which sets Java options

for Log4j 2, will be set to -Dlog4j2.formatMsgNoLookups=true by default. This change ensures that the Log4j 2

Java options have the recommended setting and that the Elasticsearch component of the Alation server is not susceptible

to remote code execution based on the Log4j 2 vulnerability CVE-2021-44228.
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1.12.4 RELEASE 2020.4.12

build 6.2.14.145722

• Fixed an issue with Backup V2 restore where the restore process failed with the error pg_probackup

archive-get failed to deliver WAL file.

1.12.5 RELEASE 2020.4.11

build 6.2.13.143825

• Previously, metadata extraction from SQL Server sources failed to extract tables from a database when the database

collation type was different from the collation type on the SQL Server level. This issue has been fixed.

• Fixed an issue with metadata extraction from Azure Data Warehouse where it failed with the 0 schemas found

error. This was resolved by adding support for case sensitive collation.

1.12.6 RELEASE 2020.4.10

build 6.2.12.138408

• The search group strategy for LDAP groups uses a query that pulls out all the users. Previously, in case of very

large LDAP groups, this query could time out or reach the LDAP server limit on how many results were permitted

to be retrieved. This fix introduces pagination for the LDAP group search query and an alation_conf setting to

control it: alation.authentication.ldap.search_page_size (defaults to 500). The parameter should be set to a

value that is less than the group result size allowed by the LDAP server.

1.12.7 RELEASE 2020.4.9

build 6.2.11.137415

• Fixed an issue with high CPU usage by Taskserver during extraction, QLI, profiling, search index update, and

some other processes. The issue was caused by Hive grammar projection grammar rule: antlr went into an

infinite loop while parsing a query. As a solution, the antlr version and the timeout for execution of parser

threads were updated.

• Previously, QLI could become stalled at the StatmentParsingJob stage with get() returned more than

one AlationVersion error message. Fixed by adding a unique constraint to the tree_hash field of the

AlationVersion model so that no duplicate entries can be created due to race condition.

• Fixed a problem when sometimes a subset of web server workers on the Alation server hung and did not serve

requests. This fix improves throughput and availability of the Alation web service.

• Added two alation_conf parameters to mitigate search timeout issues. Admins can change the values in case they

observe timeout issues on the Advanced Search page or when using the public Search API:

– alation.search.timeout = 10.0

– alation.search.max_retries = 1
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1.12.8 RELEASE 2020.4.8

build 6.2.10.135810

• Fixed a QLI issue where it failed with the following error: A string literal cannot contain NUL (0x00) characters.

Now, queries containing nulls will not cause the QLI job to fail.

• Fixed a performance issue when a large number of Groups with multiple members in the system caused the

Customize Catalog page to load slowly. Now, the page loading time has significantly decreased.

1.12.9 RELEASE 2020.4.7

build 6.2.9.134079

• Fixed an issue where the Articles section of the left-hand navigation panel was unavailable to users who logged

in for the first time, requiring a refresh of the browser page. The Articles panel is now always available in the

left-hand navigation panel.

1.12.10 RELEASE 2020.4.6

build 6.2.8.132865

• Added support for the back quote character ` in the Query Log Ingestion parser logic, which should ensure that

QLI is successful for the data sources where query SQL includes this character.

• Fixed an issue where long-running extraction jobs were given the Failed status in the Job History table in Alation

UI before they were completed. The job status will now be properly tracked for the entire duration of the job

lifecycle.

1.12.11 RELEASE 2020.4.5

build 6.2.7.132077

• Added an alation_conf flag alation.backup_v2.pgbackup_compression to exclude the Postgres backup from

Alation backup tarball creation. This reduces backup tarball creation time. Postgres backups should be handled

manually and restored separately.

For details, refer to How to Exclude Postgres Backup from Alation Backup

1.12.12 RELEASE 2020.4.4

build 6.2.6.131177

• Fixed a performance issue with search indexing for file objects. This change is expected to make file system

objects indexing 3 to 5 times faster.

• Previously, text in tables in the Description field of file system objects was not searchable. This issue was fixed,

and the Description field of file system objects is now correctly parsed. The file system objects where the text in

tables in the Description field matches the search string will now appear in search results.

• Added support for user impersonation for EMR Presto as Custom DB: users can use impersonation for running

queries in Compose.
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1.12.13 RELEASE 2020.4.3

build 6.2.5.129768

• Fixed an issue when Unicode characters in View definition SQL caused MDE to fail. MDE will now correctly

parse View definitions that contain Unicode characters.

1.12.14 RELEASE 2020.4.2

build 6.2.4.128370

New Features in 2020.4.2

• For Custom DB, Alation now allows Data Source Admins to enable concurrent queries for Compose. This can

be done on the Custom Settings tab of the Custom DB data source Settings page with the help of the Enable

Concurrent Queries checkbox.

• For Custom DB, Alation now allows Data Source Admins to enable User Impersonation. This can be used when

configuring Kerberos and Keytab authentication for Compose for the data sources that support this setup. User

Impersonation can be turned On on the General Settings tab of the Custom DB data source Settings page.

Bug Fixes

• Fixed the issue of Lexicon overflow error by capping the approve/reject count to 7,000. In the Lexicon job, if the

approve/reject count exceeds 7,000, the exceeded count will be capped at 7,000.

• Fixed an issue with delay in loading the Glossaries page and glossary pages.

• Previously, metadata extraction from Snowflake extracted the view names in upper case when the original view

name was in mixed case. Now, metadata extraction of views extracts the view names in mixed case.

1.12.15 RELEASE 2020.4.1

build 6.2.3.127279

• For Amazon S3 users, fixed an issue where Alation would not extract the last batch of files when extracting more

than 1,000 files. For example, if a filesystem had 1,234 files, 1,000 would be extracted and 234 would be ignored.

• For BI users, fixed an issue where setting the automated extraction job from the UI would not make any changes.

• For Hive users, fixed an issue where query logs generated by Hive 2.x would not be extracted when they were URL

encoded. Users facing this issue need to include a configuration file named aha-conf.xml in their configuration

tarball for the datasource. That configuration file should contain the following lines:

<configuration>

<property>

<name>alation.qli.check-url-decode</name>

<value>true</value>

</property>

</configuration>

• Upgrading HA systems to 2020.4 GA with preserving the cluster required an extra step of creating the reindex_-

rosemeta_success file on the Secondary server. When upgrading HA systems to 2020.4.1, this extra step is no

longer required.
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1.12.16 RELEASE 2020.4 - General Availability

build 6.2.2.125680

New Features

Alation Search Improvements

• BI Field objects are now included into the BI filter to allow for searching and finding the full range of BI object

types;

• The quotation mark search operator is now supported: by including your search keywords in quotation marks, you

can look for an exact match in the Catalog data.

• Misspelled search keywords are now auto-corrected to speed your search.

• A number of improvements were made to the search matching algorithm to enhance matching accuracy and search

comprehensiveness.

• Elasticsearch version 1 has been removed from the Alation server. During the update to 2020.4, Alation will

determine if the Elasticsearch 1 index data is still in use. If it is no longer in use, it will automatically be removed,

as well as the Elasticsearch 1.4 directory /data1/elasticsearch.

• Breadcrumbs for BI objects have been added to the Search results page.

• BI Objects in full-page Search can now be filtered by Source.

New Lexicon UI

The new UI of the Lexicon page makes Lexicon management an easy and logical experience. Lexicon abbreviations and

expansions are presented in a tabular format with multiple filters. You can easily find and update suggestions, add new

abbreviations and expansions, or go through the unconfirmed suggestions and curate them.

Brand Color Consistency

The custom branding color configured for the Customizable Homepage is now extended to the rest of the Catalog: icons,

tabs, font highlighting, and other UI elements - to create a consistent color theme across all Catalog pages.

New Features for Alation Analytics V2

In 2020.4:

• Alation Analytics V2 schema and ETL are extended with BI object and Catalog Set data;

• The Insights page has been renamed to Alation Analytics Dashboard;

• 2 new visualizations have been added to the Alation Analytics Dashboard: Popular Tables and Popular Queries;

• Alation Analytics V2 becomes upgradeable to newer versions. The upgrade process is separate from the Alation

application upgrade;

• The capability to remove the Alation Analytics V2 data source from the Catalog has been added;

• On the Alation Analytics Settings page, there is now an ability to download the Alation Analytics V2 package

using a Curl command;
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• Alation Analytics V2 can be installed into a custom directory that can be created automatically during installation

or specified during installation if created in advance;

• The Alation Analytics Settings page will now display the currently installed version of Alation Analytics V2;

• There is now an ability to remove the Alation Analytics V1 data source after enabling Alation Analytics V2.

Table Object Privacy Management

In previous releases, Table object access permissions were inherited from the parent data source. From 2020.4, a Server

Admin or a Data Source Admin can decide to make a particular table an exception by configuring access settings on the

Table object level. For Table objects, there is now a Settings page which allows for selecting a Privacy option: Public or

Private. For Private Table objects, the admin can choose individual users and groups who can view this table. This

feature is not enabled by default and can be activated using the alation_conf command and the dedicated feature flag

alation.granular_object_privacy.enabled

Table Privacy Settings

Custom DB: Query-Based Column Profiling, Value Distribution Chart, and Profiling Stats

In order to provide better and faster data insights from the Catalog, Custom DB sources have been enhanced with

column-level Profiling capabilities. More than that, Profiling is now customizable for each individual column. You can:

• write a custom query for each column to be profiled, for both numeric and non-numeric data types;

• run a full profile of an entire column;

• view the Value Distribution chart and Profiling stats for numeric data types.

This feature can be enabled using alation_conf and the parameter alation.feature_flags.enable_profiling_-

v2.

Sampling and Profiling

GET Lineage API

Added a new API allowing users to get objects in lineage paths and traverse lineage graphs for root cause analysis. GET

Lineage API documentation is available in the OAS 3.0 format at http(s)://<your_Alation_URL>/openapi/lineage/

(requires the Swagger UI to be enabled on the Alation instance: alation_conf alation.feature_flags.enable_-

swagger = True).

Datasources API

The Datasources API allows for integrating with CI/CD data pipelines when creating, updating, or deleting data sources

and for creating automation to get schemas, run MDE, do configuration checks, or update data source credentials. This

API is available in the OAS 3.0 format at http(s)://<your_Alation_URL>/openapi/datasources/ (requires the Swagger

UI to be enabled on the Alation instance: alation_conf alation.feature_flags.enable_swagger = True).

Additional data sources have been certified and now the following database types are covered:

• Snowflake

• Amazon Redshift

• PostgreSQL

• Teradata
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• SQL Server

• MySQL

• Oracle

Lineage Diagram Enhancements

The Lineage diagram now has the ability to filter out TMP objects and a full-screen view mode. General usability of the

diagram has also been improved:

• GBM V2 catalog pages now have a link icon to their respective catalog pages

• Untitled Dataflow nodes now have a default title in the tooltip instead of just the Dataflow icon.

• Lineage nodes on the diagram now support multiple badges. For example, the TMP or EXT badge will now be

displayed next to the Deprecation badge if both are applied to a node.

• Action buttons on the diagram are now spaced evenly

• The Preview section shows a default visual cue to select a node when no preview is displayed

• UI performance of the Lineage diagram has been improved

Open Connector Framework (OCF) for BI Sources

Open Connector Framework (OCF) allows Alation to support external connectors developed by partnering teams in order

to add specific sources to the Catalog. An OCF connector can be viewed as a plugged-in microservice that connects to

an external source (such as a BI server) in order to extract raw metadata. Connectors created on the basis of OCF can be

installed in addition to the Alation application and maintained separately from the Data Catalog. In addition to OCF,

Alation provides OCF-based out-of-the-box connectors for the following BI tools:

• Power BI

• Looker

Alation will provide OOB connector packages for downloading upon request. For details, refer to section Open Connector

Framework.

Pass-Through Credentials Compose Authentication

A new authentication mode - Transient - is added to Compose when user database credentials are not stored and require

to be provided every time connection to the database is established. In the Transient mode, users establish a connection

by entering their database username and password in Compose, but their credentials are not stored on the Alation server

side. This applies to Compose query execution, query forms, data upload, and Dynamic Profiling, and other Compose

functionality. The credentials storage mode is controlled by the alation_conf parameter alation.datasource_auth.

credentials.storage_mode. The default is Persistent mode (parameter value = 0) when credentials are stored on

the Alation server. To enable the Transient mode, set this parameter to 1.

Transient User Credentials
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OAuth in Compose for Databricks Sources

Support for connections using OAuth 2.0 has been added for Azure Databricks with AAD as the authorization server.

OAuth can be configured for Databricks data sources and OAuth connections can be made with such data sources for

query execution, query scheduling, query forms, and Dynamic Profiling, Excel live reports, and data upload. OAuth can

be set up on the General Settings tab of the Databricks data sources, under Compose Connections.

Databricks Azure OAuth for Compose

Data Source Certifications

Alation certifies support for new data sources and new versions of previously certified sources:

• Salesforce

• ServiceNow

• EMR Presto on Hive with AWS Glue as Metastore

• newer versions of supported sources (PostgreSQL, Greenplum, Tableau, and others).

Data Source Built-In Driver Updates

In 2020.4, a number of native (built-in) connectors were updated with newer driver versions to keep up with the driver

bug fixes and improved functionality. During the update to 2020.4, the data sources using built-in drivers will be

automatically switched to the newer driver versions.

• Databricks: added Simba JDBC driver for Databricks, driver version 2.6.16:

– AWS Databricks: the new driver is auto-switched during update. The URI is auto-updated to conform to the

format required by the driver;

– Azure Databricks using Custom DB: no changes to the driver during update.

• Google BigQuery: updated JDBC driver for Google BigQuery to driver version 1.2.11.1014:

– no changes to the URI. The driver is auto-switched during the update.

• MySQL: added the JDBC driver for MySQL, driver version 8.0.21:

– no changes to the URI. The driver is auto-switched during the update.

• PostgreSQL: updated the JDBC driver for PostgreSQL to driver version 42.2.14:

– no changes to the URI. The driver is auto-switched during the update.

• Snowflake: changed the JDBC driver for Snowflake to driver version 3.12.9:

– no changes to the URI. The driver is auto-switched during the update.

• SQL Server: added Microsoft JDBC driver for SQL Server, driver version 8.2.2:

– SQL Server sources using older built-in driver versions 6.2 or 7.4.1 are auto-switched to the newer driver

version 8.2.2;

– SQL Server sources using the NTLM authentication and the built-in jTDS driver are NOT switched over

to the new driver during the update. It is recommended to manually change the jTDS driver to 8.2.2 and

update the URI after updating to 2020.4.
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CentOS 8 for Alation Chroot

Alation Chroot has been updated to use CentOS 8.2 to take advantage of the new features and bug fixes on CentOS.

CentOS 8 and RHEL 8 for Alation Host OS

The Alation application can now be installed on hosts running on CentOS 8.x and RHEL 8.x. Please note that the older

host OS versions, such as CentOS 6.x, RHEL 6.x, and Ubuntu 12 and 14 are no longer supported in 2020.4.

Internal Database Performance Optimization

To avoid issues during Alation upgrades, new detection tools have been implemented to find and troubleshoot Rosemeta

indexing issues.

Alation Sandbox

The upgrade testing framework - Scarlet - has been renamed to Alation Sandbox and considerably improved with the

focus on security, reliability, and efficiency. As a result:

• Alation Sandbox can work in a completely offline mode without requiring a connection to Production;

• There is a new CLI tool for easily modifying the configuration parameters;

• There are new configuration parameters to verify the stability of application after upgrade;

• The ability to set up the connection over SSL has been added;

• Alation Sandbox logging has been improved and now includes the PostgreSQL logs.

Alation Sandbox

Improvements

Catalog UI

• A lot of UI improvements have been done to the Alation Catalog UI as team Alation strives to make Catalog

usage an easy and pleasant task.

• Improved the scrolling experience of the Customizable Homepage.

Sources

• Users now have an option Enable default schema extraction for Oracle data sources which explicitly enables

extractions from default schemas.

• Alation now supports extracting Impala query logs from an Amazon S3 bucket. Previously, queries were ingested

from a local file system. To extract from S3, the Impala logs should be placed in an S3 bucket in the same manner

they would normally be placed on HDFS. A Server Admin should then provide the location and credentials in

Alation to access the S3 bucket.

• Alation now ships with the Hive driver version 1.1.0 that is capable of using Zookeeper in a Hive 1.X environment.

When setting up Hive with Zookeeper, select the driver com.alation.drivers.hive.one.cdh on your Hive datasource

on the General Settings tab.
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• Alation will now extract SQL Server synonyms only for tables and views as synonym base objects. Synonyms for

other base objects, such as functions or stored procedures, will be skipped during metadata extraction.

• Optimized performance for extraction from MicroStrategy BI sources on GBM V2, reducing extraction time for

extraction with previews.

Platform

• Upgraded the internal NGINX component to version 1.19.2.

Bug Fixes

Note: 2020.4 GA also includes all bug fixes listed for the 2020.4 LA version.

• Badging and Workbook Promotion for Tableau data sources did not work after upgrading from V R7 to 2020.3.

This issue has been fixed: Badging and Workbook Promotion now work as expected.

• Fixed an issue with table UI where the table would not display the dataset when table pagination was used.

• Fixed an issue with table filtering where applying filters to paginated tables only returned filtered results from the

current table page. After the fix, the whole dataset in the table is filtered and displayed.

• Fixed a bug where for MySQL data sources as Custom DB, during Custom Query-Based MDE, the data types

that should have been normalized as INT or FLOAT were returned as non-numeric. As a result, the Query-based

Column Profiling did not work for such columns.

• Fixed an issue where for Snowflake data sources with OAuth configured, the OAuth authentication dialog was

only displayed for users with the Server Admin role.

• Fixed a bug that caused the Data Objects Without Stewards and Curation Progress reports to fail to load the data

due to missing information about certain catalog objects.

• Previously, Alation users with the Steward, Composer, Source Admin, and Viewer roles were not able to update

their email notification preferences when the Viewer role was enabled. This issue has been fixed and users with

any role can update their email notification preferences.

• Fixed a bug where users with the Viewer role were unable to view the Statement Template object catalog pages

when the Viewer role was enabled. Now, users with any role can view the Statement Template catalog page if

they are provided access to the data source.

• Fixed an issue where after upgrading Alation Analytics V2, the migration status and logs were not displayed on

the Alation Analytics Settings page.

• Miscellaneous other bug fixes to improve application quality.

1.12.17 RELEASE 2020.4 - Limited Availability

build 6.2.0.124044

For new features in 2020.4, see New Features.
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Bug Fixes

• When the internal Postgres password was set in alation_conf, the Backup V2 failed as it was waiting for the

password prompt resolution. This issue has been fixed.

• Previously, identical API requests to update the same value for the custom field of Picker type using the Upload

Logical Metadata API would result in multiple field history entries in Alation. After this fix, when the same value

update is requested multiple times via the API, the history will only store one update record.

• Fixed an issue with customized Glossary views. When an admin customizes the order of columns for a Glossary

page and saves the view, then refreshing the page will not change the order back to default. The user’s preferences

are now preserved.

• Nulls and array values are now parsed as expected for Doc schemas for MongoDB and NoSQL sources.

• Views created in the Alation Analytics V1 database are no longer cleared during the ETL run.

• Previously, the resolution job in the QLI pipeline might fail if SQL queries in the query log contained numerous

predicates (more than 50k predicates in 100k SQL statements). This issue has been fixed.

• Fixed lineage computation in case of custom query-based extraction for Amazon Athena data sources.

• Disabled auto MDE and profiling for the Alation Analytics database as default behavior to avoid false alarm

emails from Datadog monitoring.

• Previously, for ADLS Gen2, the Access token was not refreshed after an hour, which caused metadata extraction on

large datasets to fail. After this fix, the Access token is refreshed as expected, and MDE can complete successfully.

• Fixed an issue with saving API requests that contain both Description and other custom fields and their values.

• Previously, @-mentioning a synonym in an article did not show up in the Relevant Article section on the page

of the synonym. Now, @-mentioning of a synonym will resolve the synonym type as table in order to retrieve

the corresponding article for this synonym in the Relevant Article section. Note that for existing articles, it is

required to re-add the @-mention of the synonym to the article for re-calculating the @-mention of synonym type

and for the Relevant Article section to be updated correctly.

• Previously, the GET data sources endpoint would request extra data for each row, which caused long response

times on the Sources page. This issue has now been fixed as the data sources API was optimized to reduce the

load time on the Sources page.

• For Google BigQuery sources, fixed an issue with passing an incorrect username to Compose. Now, Alation

uses the authentication parameters provided for the new connection before running the queries and not the user

authentication parameters saved in the MDE settings. This also applies to Dynamic Profiling, data upload, query

forms, scheduled queries, Excel Live reports, and Desktop Compose.

• Alation Analytics V2 admins ran into an issue during installation when multiple AA manager entries were made

in the crontab when the installer was run multiple times. This has now been fixed.

• Azure Databricks data source would throw an error when using the Simba driver because batch insertion of data

was not supported for data upload. Made changes to ensure the Databricks sources follow a sequential execution

of Insert queries.

• Previously, with the Viewer Role Enforcement feature enabled, users with the Composer and Steward roles were

able to see Upload Data option in the More dropdown menu on a data source catalog page. They would get the

403 error when they clicked on the Upload Data link. Now, Upload Data option in the More dropdown menu is

no longer accessible to Steward and Composer roles.

• Previously, when users ran queries in Compose with results exceeding 40MB, they observed a number of UI

issues, such as the Completed and Warning icons not appearing on the results tab or the File too large banner not

popping up. This bug has now been fixed.
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• For OCF, the internal state is now kept consistent even if connector authors produce multiple different connectors

with the exact same name and version. Improved compatibility with middleboxes that do not support TLS 1.3.

• Fixed a UI issue for the Firefox browser when Object names were wrapped and cut off on the full-page Search

results page.

• Fixed an issue with permission mirroring for MicroStrategy BI Sources on GBM V2. After the fix, enforcing

view permissions when performing extraction is supported.

• Fixed an issue with the New Query tab in Compose where it would not open in Firefox.

• Fixed a bug where query search on the Shared with Me tab in Compose Query Browser resulted in an error in

the browser console and no search results.

• Previously, extraction from Tableau 2020.1 would miss some workbooks when permission mirroring was enabled.

This issue has now been fixed.

• For Oracle data sources, fixed an issue where Synonym Columns were not extracted when the Exclude Schema

MDE filter was used.

• Previously, catalog sets that had filter rules on the Data Source with unicode characters embedded in their name

or Description would cause an error during indexing. This is now fixed.

• Previously, Stewards of Virtual Data Sources were not included into query results when querying for Steward

information in the Alation Analytics V1. After this fix, the value_fp field is updated correctly and the Alation

Analytics V1 queries that retrieve Stewards return Steward information for Virtual Data Sources too.

• Previously, Alation Analytics V1 tables still showed objects as existing even after tables were dropped from data

sources. To fix this, the ts_updated field is also updated when ts_deleted field is updated.

• Data source configuration check API calls have resulted in an error code 500 since V R7. The issue has now been

resolved.

• Previously, intermittent login issues and connection issues during long query runs in Compose were observed by

a customer after upgrading Alation from V R2 to V R5. The root cause of this issue was identified and fixed.

• Fixed an issue where lineage calculation failed in some scenarios involving connections between “temp” columns

to actual columns in the graph.

• Fixed an issue with data migration during upgrade to 2020.3 or higher where the upgrade failed if no authenticated

user existed in the system with a primary key of 1. This has been changed to assign ownership of the saved

connections to the data source creator.

• Previously, even if the Signup Moderation feature was enabled, all new users logging into Alation through LDAP

would have their user accounts active before the Admins can approve their account. After this fix, Admin users

can approve/reject user accounts of LDAP users before they can access Alation if signup moderation is enabled.

• – Miscellaneous other bug fixes.

1.12.18 Known Issues

• Sampling in Query Log Ingestion is not supported for Google BigQuery data sources. This feature is located on

the General Settings page of the data source Settings page and is disabled by default. Leave this feature in the

OFF state for Google BigQuery sources.

• For Snowflake data sources with OAuth configured, the OAuth authentication dialog is only displayed for users

with the Server Admin role. No workaround. This will affect all instances with Snowflake sources and OAuth

enabled. FIXED in 2020.4 GA.

• Alation Analytics V2 ETL fails after updating Alation to 2020.4 from a previous release and then updating Alation

Analytics V2. This can be remedied by editing the Alation Analytics V2 env file is not edited first. FIXED in

2020.4 GA. The steps below have limited application and are relevant to 2020.4 LA (build 6.2.0.124044) only
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Note: Before upgrading Alation Analytics V2 in 2020.4, perform the following steps:

1. Each Alation Analytics V2 installation .tar will has its own installer bundled with the updated

files. Extract this tar outside of the installation folder of Alation Analytics V2. Running the update

command will copy the bundled files to the installed Analytics folder and proceed to update

Alation Analytics to the newer version.

mkdir /tmp/update-analytics

sudo tar -C /tmp/update-analytics -xzf ./alation-analytics-

package.tar

2. Open the analytics.env file:

vi /etc/default/alation-analytics.env

3. Add the following line at the end of the file:

INSTALL_DIRECTORY=/opt/alation-analytics

4. Run the update Analytics script:

sudo /tmp/update-analytics/alation-analytics-x.x.x.xxxxxx/alation-

analytics-installer-v-x.x.x -u

5. Once the update is successful, go to the Alation Analytics V2 Settings page and click on Run

Database Migration.

6. Refresh the Alation Analytics V2 Settings page to view the migration status.

• After upgrading Alation Analytics V2, when the admin clicks on the Run Database Migration button, the

migration status and logs are not displayed. As a workaround, refresh the page for the logs to be displayed.

Additional validation of the migration status: check Active/Completed Tasks for Alation Analytics V2 MDE/ETL

tasks. FIXED in 2020.4 GA

• The Lexicon job may fail because of index corruption. This manifests itself with the following error during the

Lexicon job run: “IntegrityError True duplicate key value violates unique constraint “lexicon_token_token_key”

DETAIL: Key (token)=(metroarea) already exists”. As a temporary workaround, the table lexicon_token has

to be reindexed from the Alation Postgres shell on the instance. FIXED in 2020.4 GA.

• Tableau Server integrations - Data Source Badging and Workbook Promotion - does not work since 2020.3.

FIXED in 2020.4 GA.

• Dynamic column profiling for Custom DB results in the loading error when Transient storage mode is enabled for

Compose. In LA, it is not recommended to enable these features at the same time. FIXED in 2020.4 GA

• Data upload fails for Custom DB in transient mode when Transient storage mode is enabled for Compose. FIXED

in 2020.4 GA

• The “Use COP” checkbox cannot be selected for the Teradata data source during data source setup. FIXED in

2020.4 GA

• For MySQL data sources as Custom DB, during Custom Query-Based MDE, the data types that should be

normalized as INT or FLOAT are returned as non-numeric. As a result, the Query-based Column Profiling does

not work for such columns. FIXED in 2020.4 GA.

• Data Objects Without Stewards and Curation Progress pages do not load data. FIXED in 2020.4.

• Oracle synonym extraction query performance may be slow due to sequential scans for filters.
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• After changing the flag ALATION_CACHE_DB_CREDENTIAL_IN_MEMORY to True in settings_default.py,

the query tab in Compose fails with the “query does not exist” error.

• After enabling User Impersonation for a data source, and attempt to run a query in Compose in the Transient

mode displays an Authentication error message.

• Previously extracted SSRS reports are deleted when new reports are ingested.

• SSRS attributes of a previously extracted report are deleted after extraction of a new report.

• For Teradata data sources, Table aliases in the Select queries are identified as temp tables.

• Incremental restore fails on a clean instance if the /tmp folder and the restore folder under /data2 have not been

manually created before restoring.

• During update from V R7 to 2020.4 on RHEL 7.x, 8.x, and CentOS 8.x, there may be a non-critical error “Failed

to clear cacheops”.

• Filters and Joins do not work as expected for Amazon Athena - Presto grammar: queries shows up in Query

History but not on the Filter and Join tab.

• Alation Connector Manager cannot be installed on Debian 9 and CentOS 8 with dependencies enabled: cannot

auto-install Docker components. For these systems, install Docker from any accessible repo and then install

Alation Connector Manager without installing the dependencies. On Debian 9, you can install Docker 18.09.1,

although the recommended version is 18.09.7.

• After a deprecated object is deleted, the deprecation propagated to other objects from the deleted object persists.

• When performing full extraction after selective extraction, aggregate attribute pages show an “unexpected error”.

• Automated upgrades from Alation configurable on Admin Settings > Software Updates will not work in 2020.4

GA. Follow the regular manual update steps to update Alation.

• The automatic ETL is not triggered by the system after running Initiate Analytics Database on the Alation

Analytics Settings page after installing or upgrading Alation Analytics V2. The scheduled nightly ETL works as

expected.

1.13 Release Notes 2020.3 (General Availability)

1.13.1 RELEASE 2020.3.9

build 5.17.10.138502

• Fixed a problem when sometimes a subset of web server workers on the Alation server hung and did not serve

requests. This fix improves throughput and availability of the Alation web service.

1.13.2 RELEASE 2020.3.8

build 5.17.9.130830

• Previously, metadata extraction from Snowflake extracted the view names in upper case when the original view

name was in mixed case. After this fix, metadata extraction of views extracts the view names in mixed case.

• Fixed a performance issue with search indexing for file objects. This change is expected to make file system

objects indexing 3 to 5 times faster.

• Added support for user impersonation for EMR Presto as Custom DB: users can use impersonation for running

queries in Compose.
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1.13.3 RELEASE 2020.3.7

build 5.17.8.127669

New features

• For Custom DB, Alation now allows Data Source Admins to enable concurrent queries for Compose. This can

be done on the Custom Settings tab of the Custom DB data source Settings page with the help of the Enable

Concurrent Queries checkbox.

• For Custom DB, Alation now allows Data Source Admins to enable User Impersonation. This can be used when

configuring Kerberos and Keytab authentication for Compose for the data sources that support this setup. User

Impersonation can be turned On on the General Settings tab of the Custom DB data source Settings page.

Bug Fix

• Fixed the issue of Lexicon overflow error by capping the approve/reject count to 7,000. In the Lexicon job, if the

approve/reject count exceeds 7,000, the exceeded count will be capped at 7,000.

1.13.4 RELEASE 2020.3.6

build 5.17.7.125879

• For Amazon S3 users, fixed an issue where Alation would not extract the last batch of files when extracting more

than 1,000 files. For example, if a filesystem had 1,234 files, 1,000 would be extracted and 234 would be ignored.

• For BI users, fixed an issue where setting the automated extraction job from the UI would not make any changes.

• For Hive users, fixed an issue where query logs generated by Hive 2.x would not be extracted when they were URL

encoded. Users facing this issue need to include a configuration file named aha-conf.xml in their configuration

tarball for the datasource. That configuration file should contain the following lines:

<configuration>

<property>

<name>alation.qli.check-url-decode</name>

<value>true</value>

</property>

</configuration>

1.13.5 RELEASE 2020.3.5

build 5.17.6.124318

• Fixed an issue with data migration during upgrade to 2020.3 or higher where the upgrade failed if no authenticated

user existed in the system with a primary key of 1. This has been changed to assign ownership of the saved

connections to the data source creator.

• Previously, extraction from Tableau 2020.1 skipped some workbooks when permission mirroring was enabled.

This issue has now been fixed.

• Previously, even if the Signup Moderation feature was enabled, all new users logging into Alation using LDAP

would have their user accounts active before the Admins could approve them. After this fix, if Signup Moderation

is enabled, admin users can approve/reject user accounts of LDAP users before those users can log in to Alation.
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• For Google BigQuery sources, fixed an issue with MDE and Profiling not working after changes to the service

account setup. When a user account certificate was uploaded in addition to the service account and then deleted,

MDE and Profiling became unavailable. This has now been fixed.

• Fixed an issue where lineage calculation failed in some scenarios involving connections between “temp” columns

to actual columns in the graph.

1.13.6 RELEASE 2020.3.3

build 5.17.4.121765

• Fixed an issue with rich text formatting where text formatted as bold in the Edit mode did not appear as bold after

the field was saved. Now, emphasizing with bold works as expected.

• Previously, when one database was cataloged in Alation as multiple Data Sources, each of these sources containing

a different schema from the database, and one BI object was sourced from database objects in different Data

Sources, only one lineage diagram was displayed correctly, while others would display source data objects as

TMP objects. This issue has now been fixed.

• Fixed an issue of the Export feature not working for data samples when exported values contained a mix of

HTML-escaped and unescaped characters.

• Previously, triggering a search on the Compose page would sometimes result in a 500 error message on the page

but no network error, particularly when the search result has been highlighted. This search results error has now

been fixed.

• Previously, certain BI and File System objects were incorrectly shown as “Untitled [Object Type]” in Full Search

results. This fix resolves the issue. Relevant object titles will now appear for BI and File System objects in search

results.

1.13.7 RELEASE 2020.3.2

build 5.17.3.120743

• Added the “Inactive” state for Trust Flags in the Alation UI. If a user does not have permission to edit the Trust

Flags for an object, then to this user, they will appear as disabled on the Catalog page of the object.

• Fixed an issue when Oracle synonyms were extracted even if the synonym extraction was disabled. Oracle

synonym extraction can be enabled or disabled on the Admin Settings > Labs page.

• Fixed an issue with LDAP authentication when users with usernames containing Cyrillic characters could not log

in to Alation.

• Improved initial page loading performance by deferring the loading of conversations in the left-hand navigation

panel.

• Optimized the data sources API to reduce the loading time of the Sources page.

• Added subject indexes to Flags to improve Flag lookup performance for a given catalog object. This is intended

to decrease page loading time when Flag propagation is enabled.

• Alation Connector Manager of the Open Connector Framework is no longer dependent upon a particular behavior

of “pidof” in order to query the run status of the Docker daemon.
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1.13.8 RELEASE 2020.3.1

build 5.17.2.118938

• Fixed the issue of email notifications not being sent to all users @-mentioned in a Conversation if multiple users

were @-mentioned in one post.

• Alation now supports Azure Blob Storage extraction for AzureCN access endpoint in the file system.

• Fixes several issues reported in 2020.3 LA (5.17.0) related to the Snowflake OAuth functionality and the related

default Compose connection URI editing feature:

– For non-Snowflake data sources or Snowflake data sources without OAuth enabled, data upload would use the

service account URI to connect rather than the default Compose connection URI. Also, for OAuth-enabled

Snowflake data sources, data upload would not run with the selected and/or authorized Snowflake user if

there was already a connection open on the server for the specified URI that had not yet been closed due to

being idle. These issues with data upload have been fixed.

– For non-Snowflake data sources or Snowflake data sources without OAuth enabled, a query form would

use the service account URI to connect rather than the default Compose connection URI. Also, for OAuth-

enabled Snowflake data sources, query forms would not run with the selected and/or authorized Snowflake

user if there was already a connection open on the server for the specified URI and for that particular query

that had not yet been closed due to being idle. These issues with query forms have been fixed.

– For non-Snowflake data sources or Snowflake data sources without OAuth enabled, dynamic profiling would

use the service account URI to connect rather than the default Compose connection URI. This issue has

been fixed.

– The OAuth client secret was serialized and sent back to the Alation UI. This has been corrected by changing

the serializer to treat the client secret field as write-only. After the fix, the client id and secret are not updated

on each call.

– Issues with authorization redirect in Desktop Compose have been fixed; it would erroneously display

“Authorization terminated unexpectedly” when authorization was successful; similarly, when the browser

URL differs from the base URL or hostname of the Alation server (if the browser is using the Alation

server’s IP address), the same error message would be displayed. When the browser URL doesn’t specify

the correct Alation base URL hostname, “Authorization terminated unexpectedly” will be displayed only

if there is an authorization error; with Desktop Compose, it will try to make a connection regardless of

whether authorization had succeeded and report whether there are any subsequent connection issues due to

expired or missing authorization tokens.

– When OAuth is enabled for a Datasource and the “Test Authorization” button is clicked, the username

associated with the authorization is not displayed in the “Authorized as:” section. Have made changes to

ensure that the username is updated and displayed appropriately.

• Added auto-trimming extra spaces in Compose for the fixed length char type and the nchar type.

• Fetching of published queries for Schema and Table catalog pages is now done on demand to prevent slowness of

the catalog page loading and to reduce the loading time for these pages.

• Added alation.feature_flags.enabled_flash_plugin flag to the alation_conf utility. Setting it to False

hides the Adobe Flash-dependent Copy and Download buttons from QLI Preview actions.

• Previously, Snowflake CREATE VIEW queries with COPY GRANTS keywords did not show up in the View

SQL area and the Lineage diagram. Now, such queries will be displayed correctly.
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1.13.9 RELEASE 2020.3 - General Availability

build 5.17.1.118021

Full-Page Unified Search

Introducing the New Search experience with

• a prominent search box on the front center or top center of the page;

• the full-page search results list;

• comprehensive multi-dimensional filters;

• detailed, descriptive result previews.

The New Search unifies two separate search features - the Quick Search (or Left-Hand Navigation) and Advanced Search

- into one tool for every search need. It includes the query auto-complete feature; relevancy ranking; ability to browse all

objects, objects by category or search within a specific object type; and ability to download the search results list. Trust

flags are now displayed in search results next to the object title to direct users to trusted data. Note that the previous

search tools are still available to allow for a smooth transition from the old to the new experience.

See Search for an overview of the New Search.

New Catalog UI

This release reveals the updated Catalog UI, with changes to color scheme, UI element design, typography, and

iconography. Most of the UI changes appear purely visual and aesthetic, but there are also a number of subtle changes

to the layout on pages of Catalog objects. Team Alation worked to make this change unobtrusive so that your knowledge

of the Catalog actions and workflows remains intact. The work on the new UI will continue in the future releases.

New Homepage UI and Configuration page

In 2020.3, the customizable Homepage (first available in V R4 (5.9.x)) has been restyled with:

• an improved layout,

• new custom branding options,

• a dedicated configuration page in the Admin Settings.

The New Homepage is enabled by default when your instance is upgraded to 2020.3. If you have never enabled a

customizable homepage, then your instance will inherit the default Homepage version. If you have previously enabled

the customizable Homepage, your customizations will transition seamlessly into the new style.

Starting with 2020.3, Server Admins can customize the Homepage from a dedicated configuration tab Customize

Homepage in the Admin Settings.
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Improved Global Navigation

The main toolbar now features an Apps menu and a Search bar instead of multiple links to sections of the Catalog.

The new Apps menu provides access to the various Catalog applications, such as Governance Tracking Dashboard,

Glossaries, or Compose. The central component of the top navigation panel is now the Search bar for users to find the

data they need from anywhere in the Catalog, anytime.

Snowflake SSO for Compose

Alation now supports SSO using OAuth in Compose for Snowflake data sources. Both Snowflake Built-in OAuth and

External OAuth with Okta are supported. Data Source Admins can enable and configure OAuth connection for Compose

on the Snowflake data source Settings > General Settings page. When a Snowflake data source is OAuth-enabled,

Compose users will connect to it by authenticating on the OAuth authorization server instead of connecting directly

with their Snowflake user account. When scheduling a query, users have an option to select an OAuth connection to be

used for the scheduled query run. To run a query, to schedule it, or to run a query form, users may need to re-authorize

with the source if their access token has expired.

Custom DB Enhancements

Added the ability:

• to set the Limit Query Template for Profiling that limits the number of rows selected for Profiling to 10,000:

Custom Settings > Limit Query Template

• to select the Catalog Object Definition to correctly represent the extracted metadata in the Catalog: Set the

Catalog Object Definition

• to define a custom subset of data to be sampled with custom Profiling queries for Table objects that can be set up

in Per-Object Parameters

MicroStrategy on GBM V2

It is now possible to add MicroStrategy sources to Alation using the GBM V2 framework.

Generic BI Model V2 for MicroStrategy Sources

Backup and Restore V2

Introducing an improved backup and restore functionality that is designed to reduce the time of the backup process,

increases the backup and restore reliability, and adds backup integrity validation, as well as backup logging and

monitoring capabilities. With Backup and Restore V2, you can choose to create incremental backups saving disk space

and considerably decreasing the backup time. This feature must be enabled with a dedicated alation_action command

and requires a number of configuration flags to be set before usage.

Back Up and Restore
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Alation Analytics V2

Alation Analytics Version 2 (V2) is the new version of Alation Analytics that gives you the data you need to accelerate

and simplify adoption of the Catalog. Alation Analytics V2 addresses the known performance and data accessibility

issues of the existing Alation Analytics database (Version 1). It features a completely redesigned data model with the

focus on the scope and accessibility of the data available for analysis. Ready-to-use visualizations of popular catalog

adoption metrics have been added to the catalog as part of V2. The database ERD and data dictionary are installed

as part of the package. V2 also meets the need for scalability as it makes it possible to remotely deploy the Alation

Analytics server, with its components installed using Docker containers.

Alation Analytics V2

API Access Token Management

Generate Tokens for the Alation API

Access Token Management API

Adding new public APIs for managing API access token generation and authentication to use the Alation APIs. The main

difference from the previous releases is that the generated tokens now have an expiration value. This API introduces two

types of Tokens:

• Refresh Token: A long-lived token that can be used to manage and create API AccessTokens.

• API Access Token: A short-lived access token to be used to interact with the Alation APIs. This token must be

passed as the value for the ‘TOKEN’ header in API requests to the Alation server.

The lifetime of tokens is configurable using the alation_conf. The specification for this API is available in the

OAS 3.0 format at {AlationInstanceURL}/openapi/api_authentication/ (requires the Swagger UI flag alation.feature_-

flags.enable_swagger to be set to True in alation_conf).

The Get Token API from previous releases remains fully functional but can be disabled using the alation_conf.

Access Token Management UI

Users can generate Refresh and Access tokens in the Alation UI on the User Account Settings > Authentication page.

Lineage V2 API Enhancement: Dataflow Objects API

Introducing a new API for managing Dataflow Objects for Lineage V2: POST, DELETE, PATCH, and GET requests for

Dataflow objects have now been added for users to be able to build detailed lineage in Alation. You can bulk-create,

update, and read the metadata for Dataflow objects, including names, descriptions, and paths. The specification for this

API is available in the OAS 3.0 format in Swagger UI at {AlationInstanceURL}/openapi/lineage/ (requires the Swagger

UI flag alation.feature_flags.enable_swagger to be set to True in alation_conf).
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Custom Field API

Added the Custom Field API (read-only) that lets you get all custom fields available on the Admin Settings > Catalog

Admin > Customize Catalog page. The Custom Field API is accessible to users with the Server Admin role only. The

specification for this API is available in the OAS 3.0 format in Swagger UI at {AlationInstanceURL}/openapi/custom_-

field/ (requires the Swagger UI flag alation.feature_flags.enable_swagger to be set to True in alation_conf).

Custom Field Value API V2

Added the Custom Field Value API V2 that lets you get and update Custom Field values for the DataFlow objects and

the BI objects (GBM V2 only). The API requires the Server Admin role. The specification for this API is available in

the OAS 3.0 format in Swagger UI at {AlationInstanceURL}/openapi/custom_field_value/ (requires the Swagger UI flag

alation.feature_flags.enable_swagger to be set to True in alation_conf).

User API

Added a new User API (read-only) that allows a Server Admin user to get basic User metadata from the Alation instance.

The specification for this API is available in the OAS 3.0 format in Swagger UI at {AlationInstanceURL}/openapi/user/

(requires the Swagger UI flag alation.feature_flags.enable_swagger to be set to True in alation_conf).

Group API

Added the new Group API (read-only) that allows a Server Admin user to get basic Group metadata from the

Alation instance. The specification for this API is available in the OAS 3.0 format in Swagger UI at {AlationIn-

stanceURL}/openapi/group/ (requires the Swagger UI flag alation.feature_flags.enable_swagger to be set to True in

alation_conf).

API Throttling

API throttling is an optional feature for the public APIs that gives admin users the ability to set rate limits for their users.

Note that the feature is available to all APIs using the Public API functionality but is only enabled for the users if they

are registered in the api_throttles.yaml configuration file. Execute the following command in the Alation shell to see the

list of available configurations: alation_conf throttling.

Scarlet

Scarlet is complementary software developed by Alation as a system to test upgrades to patch releases or new major

releases before updates are applied to the production environment. Its other goal is to reduce the feedback cycle for new

features and bug fixes by automating the collection of all troubleshooting information. Scarlet automatically creates a

copy of the Alation production instance and upgrades it to a newer Alation version allowing the admin user to uncover

any update or post-update issues that would potentially affect Production. In 2020.3 Alation releases Scarlet on a

case-by-case basis. Please contact your account manager if you would like to learn more about the Scarlet program or

would like to try out Scarlet.

Scarlet Installation and Configuration
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1.13.10 Data Source Certifications

Confirmed support for:

• Amazon Athena with the Simba driver

• Amazon DynamoDB with the CData driver

• Azure Cosmos DB with the CData driver

• Databricks with query logs on ADLS Gen 2

• Databricks 6.3 on Azure as Custom DB with Simba driver

• Greenplum 6

• MicroStrategy Cloud 104,11.1 2019 and 2020

• MongoDB Atlas

• Oracle EBS 12.2.5

• Oracle v18 and v19 on RDS

• Snowflake on GCP, AWS, and Azure with the Snowflake JDBC driver version 3.12.2

• PostgreSQL 12 on RDS

1.13.11 Improvements

Sources

• Updated the built-in driver for Snowflake data sources to version 3.12.2.

• Updated the built-in driver for Google BigQuery data sources to version 1.2.3.1006.

• Google BigQuery data sources now support the Profiling for Record and Struct data types. These data types are

represented in the Catalog using the DocStore format.

• For Custom DB sources, the Profiling job now successfully extracts the array data type.

• Alation now has the ability to ingest query logs from ADLS Gen 1, Gen 2, and Azure BLOB storage for the Azure

Databricks data sources.

• GBM V2 enabled by default: The GBM V2 feature flag is now TRUE by default. The Tableau Legacy framework

is no longer available. Tableau sources can only be added using the GBM V2 BI model.

The Catalog

• Search index: Improved performance of search re-indexing for the Column type of objects.

• Hats removed: the Hats selection feature was removed. Users will no longer have to select a Hat when they log

in. Access to functionality in Alation is controlled by Alation roles assigned to users in the Admin interface.

• Default Alation role: Added the ability to configure the default Alation role. Server Admins can now set a default

role on the Admin Settings > Authentication tab. The default role will be assigned to all new users who join

Alation. The default role setting works in all authentication modes: built-in, SAML, or LDAP.

• Branding: The Branding tab in the Admin Settings > Server Admin section is now enabled by default.
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1.13.12 Bug Fixes

• Fixed an issue where bulk-upload of usernames could not complete if the CSV file contained usernames with

more than 30 characters. Now, admins can successfully bulk-upload users from CSV. Note that usernames longer

than 30 characters are still truncated to 30 characters in the Alation user account.

• Previously, users whose account was inactive (suspended or pending activation) became caught in a redirection

loop between their IdP and the Alation Server when they tried to log in to Alation. Now, users with inactive

accounts will be redirected to the Inactive Users page.

• In V R7 (5.12.x), the temporary files created during SAML authentication were not cleared from the Alation server

and accumulated over time. Now, the SAML authentication temp files are auto-deleted as soon as authentication

is done.

• Fixed a number of priority issues with the New UI.

• Fixed an issue where the Top Banner would show the Powered by text as a result of specific customization

settings.

• Improved the scrolling experience on Homepage 2020.3.

• Fixed a number of Compose styling issues that were reported for the 3 Compose UI modes. For the Dusk mode,

the following is fixed:

– Current database account name was too dark for the background;

– The Schedule Details title in the scheduling tooltip was too dark and unreadable;

A few more similar UI bugs were fixed for all 3 modes.

• Previously, the license expiration time on the Admin Settings > License page was inaccurate in some scenarios.

This issue was fixed, and now the license expiration date information in Alation always matches the date in the

license file.

• Previously, Unicode characters in user display names caused an internal error in search indexing; conversations

would not be indexed and attempts to navigate to them would result in errors. This has now been addressed.

• Fixed a bug where no synonyms were extracted if the user had permissions on some but not all tables with

synonyms. Now, the synonyms are extracted if users have permissions on the base table.

• Fixed an issue where the use of the usage reporting feature (Admin Settings > Reporting) resulted in an incomplete

usage data package and an error. After the fix, an admin can successfully upload usage metrics from the Alation

instance.

• Previously, on the last day before the license expiration, all Alation users would have been locked out of the UI.

After this fix, users can continue to work in their Alation Catalog during the last day before license expiration. It

is recommended to renew the Alation license in timely fashion.

• Fixed an issue where the first attempt to upload a custom logo to the Customizable Homepage did not succeed.

• Fixed a bug where an attempt to use the User and Group APIs with the feature flag enable_permissions_-

middleware_feature set to True results in the 500 error.

• Previously, server admins could not revoke all API Access tokens for a user in bulk. This is now fixed.

• Fixed an issue with the alation_chmod_permissions script which did not work after Django upgrade in V R7 and

2020.3 LA.

• Fixed an issue with deleting Dataflow objects: when an Dataflow object was deleted but a user tried to access it

by directly typing the URL, Alation UI would show a loading icon indefinitely instead of the 404 error page.

• Fixed an issue where the Lexicon job run fails if the column name has more than 200 characters.

• Miscellaneous other bug fixes.
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1.13.13 RELEASE 2020.3 - Limited Availability

build 5.17.0.116556

For new features in 2020.3, see the GA release notes.

Bug Fixes

• Previously, when SAML authentication was used with the option to moderate user sign-up requests, a server

admin was unable to reject any sign-up requests that appeared in Alation. After this fix, the admins can reject

sign-up requests as expected.

• Fixed a bug where the server URL for Tableau data sources was extracted incorrectly.

• For Alation Analytics, changed the condition in ObjectFieldLogicalETLJob to prevent the processing of records

when value_otype or value_oid is null, which previously caused this ETL job to fail with errors and caused

performance issues.

• Previously, metadata extraction from Amazon Redshift failed with an NPE due to NULL value types in the

distribution node extraction query result. To fix the issue, distribution node metadata extraction was disabled for

Redshift as it is not required to be displayed on the Catalog pages.

• MicroStrategy sources no longer require to add the HTTP or HTTPS protocol prefix to the URL when setting up

the connection.

• Previously, the start time for active tasks was displayed in the UTC time zone in Admin Settings > Monitor >

Active Tasks. Now, the start time is shown in the local time zone that the user logs in to Alation from.

• Previously, in Compose, when users tried to run the first query for a new data source, clicking Run or Run Full

Query would result in no response until the page was refreshed. This also caused the auto-suggest to not work for

this first query. This issue has been fixed, and the Run functionality and auto-suggest will work for all queries as

expected.

• Fixed an issue where scheduled extraction from Tableau would run a day after it was scheduled. Now, scheduled

extraction will be performed as expected.

• The jobs API response has been updated to correctly reflect the status of a running job for programmatic handling.

• Fixed an issue with metadata extraction from MongoDB data sources where it failed if DBRef objects were

present. After the fix, MDE will complete successfully.

• Extraction from a MicroStrategy source could cause exceptions on the MicroStrategy server when the auto-

generated Row Count field (metric type = “Unknown”) was included into the extracted project. This fix adds

validation for metrics of such type, which will correctly extract their metadata into Alation.

• Fixed an issue where the query title disappeared from the Queries tab of a data source. After the fix, query titles

and descriptions are displayed as expected in the list of queries.

• Fixed an issue where MDE failed with a UnicodeDecodeException error when a Function/SP was ingested from

the yaml files that contained specific characters. After the fix, MDE will interpret the symbols correctly and

proceed.

• Fixed the ability to create BIReport and BIReportColumn objects with the field description_at_source using the

GBM V2 API.

• Fixed a bug where users received a 404 error when they clicked on the link for an object with the camel-cased

name on the search results page.

• Fixed a UI bug where Custom Field titles were truncated on catalog pages of some objects. Now, the full titles

will be displayed as expected.
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• Fixed a bug where the Server, Workbook, and Reports links from a MicroStrategy source redirected to an incorrect

URL. The fix applies to sources on the GBM V2 framework.

• Previously, when the Viewer role was enabled, the users with the Catalog Admin, Source Admin, Composer,

or Steward roles could not discard an auto suggested title. Now, all the users except Viewers can discard auto-

suggested titles.

• Fixed a bug on the Customizable Homepage when users with the Viewer role could see the Write Articles and

Write SQL cards although the Viewer role was enforced. After the fix, these cards are only visible to users with

enough permissions to create articles and queries.

• Fixed a bug where the Go to Access dialog would throw a Permission denied error when a server admin tried to

access the settings of the Alation Analytics data source. After the fix, Go to Access button opens the Access tab

of the Settings page.

• Fixed a bug which allowed logged-in users to make API requests without first having verified their email.

• API response for the NoSQL job API was changed to the JSON format.

• Fixed a bug where scale and precision were not displayed for the data types in the Vertica data sources.

Known Issues in LA

• New Customizable Homepage: the first attempt to upload a custom logo does not succeed. Admin Settings >

Customize Homepage: when a valid logo file is uploaded, the Alation UI does not display the uploaded file.

To troubleshoot, refresh the browser page and re-upload the logo a second time. The second attempt should be

successful. FIXED IN GA

• An attempt to use the User and Group APIs with the feature flag enable_permissions_middleware_feature set to

True results in the 500 error. FIXED IN GA

• Currently Server Admins cannot revoke all API Access tokens for a user at once. FIXED IN GA

• alation_chmod_permissions script does not work after Django upgrade (in R7 and above). FIXED IN GA

• For Databricks on Azure as Custom DB, an attempt to export the Profiling results for a table may end in an error

when values contain complex data types (struct, record, and array), and/or mixed Unicode and ASCII characters.

• When an Dataflow object is deleted, but a user tries to access it by directly typing the URL, Alation UI shows a

loading icon indefinitely instead of the 404 error page. FIXED IN GA

• For Google BigQuery sources, if selective extraction is followed by full extraction, the catalog pages of complex

data types display an Unexpected error message.

• MDE from Azure ADLS Gen 2 may fail if it takes longer than the access token lifetime. This issue only applies

to large systems where MDE takes a long time due to the size of the metadata to be extracted.

• For Oracle 11g using the SSL with Kerberos connection setup, the Service Account validation fails when the

built-in driver oracle.jdbc.OracleDriver.ojdbc7.12.1.0.2-tlsPatch is used. As a workaround, use the built-in driver

oracle.jdbc.OracleDriver.ojdbc7.12.1.0.2.

• For Greenplum 6, the CREATE queries run from Compose are stored as empty values in the query_text field in

the queries_history table.

• After a deprecated Dataflow object is deleted from the catalog, the propagated deprecation remains on the

downstream objects and cannot be removed.

• When the Alation server is configured to use LDAP authentication, and at the same time the User Signup

Moderation Preference is enabled, all new user accounts created are active by default and do go through the

Admin moderation as expected.
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CHAPTER

TWO

SUPPORT MATRICES

The support matrix tables in this section provide information on supported database, file system, and BI tool types and

versions.

Contact your account manager with additional questions about databases supported by a specific Alation version and

possible limitations.

For more information, see the Alation Support Matrices.
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CHAPTER

THREE

END OF SUPPORT

Alation provides technical support for current and previous versions of Alation Software as documented in this Support

Policy page.

This section provides information on end of support for database versions, connectors, drivers, browser versions,

operating systems, and features.

3.1 Alation End of Support Matrix

This document provides information about the planned end of support (EOS) by Alation for data sources, connectors,

drivers, browsers, operating systems, and features. Alation ends support of the listed versions from the release given in

the End of Support column.

The EOS versions provided in this document are intended for general planning purposes and do not supersede any of

Alation’s contractual commitments.

Note: The Alation versions included into the End of Support columns reflect the current end of support schedule and

may change due to changes in product requirements or release scoping. Most of the older versions of data sources are

retired based on the end-of-support or end-of-life schedules announced by the respective companies.

3.1.1 Data Source Versions

Datasources Versions Release Ver-
sion

End of Support

AWS Databricks 6.4, 6.5, 6.6, 7.0, 7.1 VR2+ 2021.2

7.3 and below VR5+ 2021.3

8.2 and below VR5+ 2021.4

8.4 and below VR5+ 2022.1

10.1 VR5+ 2022.3

Azure Databricks 7.2 and below VR5+ 2021.2

7.3 and below VR5+ 2021.3

8.2 and below VR5+ 2021.4

8.4 and below VR5+ 2022.1

10.1 VR5+ 2022.3

Azure HDInsights 3.5 VR5+ 2021.3

Azure HDP-Hive2 [Config Based] 3.x VR2+ 2021.3

Cassandra 2.1 VR1+ 2022.1

continues on next page
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Table 1 – continued from previous page

Datasources Versions Release Ver-
sion

End of Support

CDH 5.14 and below VR1+ 2021.3

6.0 and below VR1+ 2021.4

6.1 and below VR1+ 2022.1

EMR Presto 5.3 and below VR1+ 2021.2

GCP Databricks 8.4 and below 2021.3 2022.1

10.1 2021.3 2022.3

Greenplum 4 VR1+ 2022.1

HDFS - CDH 5.2 to 5.16, 6.0, 6.1 VR1+ 2022.1

HDFS - HDP All Versions VR1+ 2022.1

HDP 2.5 and below VR1+ 2021.3

3.0 and below VR1+ 2021.4

All versions VR1+ 2022.1

HDInsights 3.5 VR5+ 2021.3

3.6 VR5+ 2022.4

Hive on HDP All Versions VR1+ 2022.1

Hive 2 [Config-Based] CDH 5.14 and below, EMR <5.3 and

HDP 2.5.x versions

VR2+ 2021.3

Hive 3 on HDP with Tez All Versions VR1+ 2022.1

Impala [Default Hive] CDH 5.14 and below VR1+ 2021.3

CDH 5.8 to 5.16, 6.0, 6.1 VR1+ 2022.1

MicroStrategy 10.4 VR1+ 2021.2

11.x VR1+ 2021.3

2019 Cloud VR1+ 2022.1

MongoDB 3.4 and below VR4+ 2021.2

3.6 and below VR4+ 2021.3

4 VR4+ 2022.2

MySQL EC2 5.6 VR1+ 2021.2

MySQL RDS 5.6 VR1+ 2021.2

Oracle EC2 11g VR1+ 2021.2

18C VR1+ 2021.4

12.1C VR1+ 2022.3

Oracle RDS 11g VR1+ 2021.2

18 VR1+ 2021.3

12.2c VR1+ 2022.2

12.1C VR1+ 2022.3

Oracle OCF Connector (E-Business

Suite)

12.2.5 on 11g 2023.1 2023.3

Postgres EC2 9.5 VR1+ 2021.2

9.6 and below VR1+ 2022.1

10 VR1+ 2023.1

Postgres Enterprise 9.6 and below VR1+ 2022.1

10 VR1+ 2023.1

Postgres RDS 9.5 VR1+ 2021.2

10 VR1+ 2023.1

SQL Server 2012 VR1+ 2022.3

SSAS 2012 2022.2 2022.3

SSRS (with Sharepoint) 2012 2020.3 2022.3

SSRS (without Sharepoint) 2012 VR2+ 2022.3

Straburst Enterprise (Trino) 345-e LTS and below 2021.1 2021.4

continues on next page
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Table 1 – continued from previous page

Datasources Versions Release Ver-
sion

End of Support

350-e LTS 2021.2 2022.2

360-e LTS 2021.2 2022.3

Tableau 10.5.x, 2018.x and below VR5+ 2021.2

2019.1 and below VR5+ 2021.4

2020.3 and below VR5+ 2022.1

Teradata 15 VR1+ 2022.1

Teradata Aster 4.6 VR1+ 2022.1

Tez Engine [Config-Based] CDH 5.14 and below, EMR <5.3 and

HDP 2.5.x versions

VR1+ 2021.3

3.1.2 Deprecated Data Sources

The data sources listed below are no longer supported by Alation.

Connector Versions End Of Support

Cassandra (Native) 2.1 EOL in 2022.1

Cognos All versions not supported

MicroStrategy GBM V1 2021.2

Netezza 7.2.1.0 EOL

SFDC Einstein Analytics All versions not supported

Tableau Legacy All versions 2020.3

Teradata Aster 4.6 EOL in 2022.1

Vertica (Native) 7.2.3 EOL in 2022.3

3.1.3 Deprecated Native Connectors

The data sources listed below are no longer supported with the native (built-in) connectors. Use the corresponding OCF

connectors instead.

Connector Status End Of Support

Azure SQL Data Warehouse/ Azure Synapse Analytics Deprecated 15-Dec-2022

MySQL EC2 Deprecated 15-Dec-2022

MySQL RDS Deprecated 15-Dec-2022

PostgreSQL (enterprise) Deprecated 15-Dec-2022

PostgreSQL EC2 Deprecated 15-Dec-2022

PostgreSQL RDS Deprecated 15-Dec-2022

SQL Server Deprecated 15-Dec-2022

SQL Server RDS Deprecated 15-Dec-2022

DB2 Deprecated 01-Dec-2023

SAP HANA Deprecated 01-Dec-2023

SAS Base (Data files in SAS) server Deprecated 01-Dec-2023

Sybase IQ Deprecated 01-Dec-2023

Sybase ASE Deprecated 01-Dec-2023

Teradata Deprecated 01-Dec-2023

Google BigQuery Deprecated 01-Dec-2023

AWS Databricks Deprecated 01-Dec-2023

continues on next page
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Table 2 – continued from previous page

Connector Status End Of Support

Greenplum Deprecated 01-Dec-2023

MemSQL Deprecated 01-Dec-2023

Snowflake (AWS, Azure, GCP) Deprecated 01-Dec-2023

EMR Presto on Hive Deprecated 01-Dec-2023

Hive on CDH Deprecated 01-Dec-2023

Hive with AWS Glue as Metastore Deprecated 01-Dec-2023

Hive 2 (Config Based) Deprecated 01-Dec-2023

Hive 3 on EMR with Tez Deprecated 01-Dec-2023

Hive 3 on CDP with Tez Deprecated 01-Dec-2023

Impala Deprecated 01-Dec-2023

Hive 3 on Azure HDInsight Deprecated 01-Dec-2023

AWS Glue Deprecated 01-Dec-2023

Amazon Redshift Deprecated 01-Dec-2023

Amazon Redshift Spectrum Deprecated 01-Dec-2023

Oracle Deprecated 01-Dec-2023

Oracle E-Business Suite Deprecated 01-Dec-2023

3.1.4 Features

Features End Of Support

Alation Analytics V1 2021.3

Lineage V1 2021.3

Backup V1 Tentative 2021.4

Advanced Search 2021.4

Query Search 2021.4

3.1.5 Drivers

Drivers Versions End of Support

jTDS Driver for SQLServer All versions and editions 2021.3

Progress driver support for Azure Databricks All versions 2020.3

3.1.6 Browsers

Browsers Versions End of Sup-
port

Internet Explorer IE 11 2021.3

Internet Explorer IE 10 2020.3

Safari 11.1.2 on OS X 10.11 El Capitan and 12.1.2 on macOS 10.12

Sierra

2021.1

Windows 7 Client for

Browsers

All Browsers and Versions 2021.2
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3.1.7 Operating Systems

Operating Systems Versions End of Support

CentOS 6.x 2020.4

8.x 2022.1

Fedora 31, 32 2021.2

RedHat 6.x 2020.4
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CHAPTER

FOUR

SNOWFLAKE COLUMN-LEVEL LINEAGE PARSER ADD-ON

Snowflake column-level lineage add-on is a parser enhancement that allows the Alation Snowflake connector to parse

and extract column-level lineage information from Snowflake query logs.

Refer to Support Matrices in this section for information about query grammar supported by the add-on.

4.1 Snowflake Column-Level Lineage 2021.4

Refer to the table below for details about query grammar supported by the Snowflake column-level lineage parser add-on.

Grammar Can Be Parsed
by QLI

Parent Level Lineage
(Tables and Files)

Column-Level
Lineage Parsing

CREATE TABLE AS SE-

LECT (Basic)

✓ ✓ ✓

CREATE VIEW AS SE-

LECT (Basic)

✓ ✓ ✓

CREATE MATERIAL-

IZED VIEW (Basic)

✓ ✓ ✓

INSERT ✓ ✓ ✓

MERGE ✓ ✓ ✓

UPDATE ✓ ✓ ✓

CTAS with JOIN and US-

ING keywords

✓ ✓ ✓

CTAS with SET opera-

tions

✓ ✓ ✓

CTAS with CTE ✓ ✓ ✓

CTAS with recursive CTE ✓ ✓ ✓

CTAS with CASE and

WHEN

✓ ✓ ✓

CTAS with subquery in re-

sult column

✓ ✓ ✓

CREATE AS CLONE ✓ ✓ ✓

CREATE AS LIKE ✓ ✓ ✓

COPY INTO ✓ ✓ x*

CREATE TABLE ✓ ✓ not applicable

CREATE EXTERNAL

TABLE

x* x** not applicable

CREATE FUNCTION x* x not applicable

CREATE SCHEMA ✓ ✓ not applicable

continues on next page
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Table 1 – continued from previous page

Grammar Can Be Parsed
by QLI

Parent Level Lineage
(Tables and Files)

Column-Level
Lineage Parsing

CREATE STAGE x* x not applicable

CREATE WAREHOUSE x not applicable not applicable

CREATE PROCEDURE x* x not applicable

DELETE ✓ ✓ not applicable

DROP ✓ ✓ not applicable

DROP EXTERNAL TA-

BLE

✓ ✓ not applicable

DROP DATABASE ✓ not applicable not applicable

DROP PIPE x* x not applicable

DROP SCHEMA ✓ ✓ not applicable

DROP STAGE x* x not applicable

DROP STREAM ✓ x* not applicable

DROP TABLE ✓ ✓ not applicable

DROP VIEW ✓ ✓ not applicable

TRUNCATE TABLE ✓ ✓ not applicable

ALTER TABLE ✓ not applicable not applicable

ALTER VIEW ✓ not applicable not applicable

ALTER WAREHOUSE ✓ not applicable not applicable

SELECT ✓ not applicable not applicable

* - Under consideration as a future improvement

** - Alation supports extracting external tables. Lineage will be added in the future.
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CHAPTER

FIVE

IMPORTANT NOTICES AND SECURITY ALERTS

Security Advisories are available on the Alation Community. Viewing this information requires a Community login:

Security Advisories.

Alation has issued the following advisories:

• June 17, 2023 - Oracle Java SE Multiple Vulnerabilities

• November 3, 2022 - Encryption Key Reuse Security Advisory

• October 28, 2022 - Update to Log4j 1.x Security Advisory

• August 12, 2022 - Log4j 1.x Security Advisory

• April 26, 2022 - Hive Log4j 1.x Advisory

• April 8, 2022 - Spring4Shell Advisory

• March 5, 2022 - JDBC Driver Security Advisory

• January 24, 2022 - Log4j 2 Update and Databricks Connector Security Advisory

• December 22, 2021 - Log4j 2 CVE-2021-45105 Security Advisory

• December 17, 2021 - Update to December 15 Log4j2 CVE-2021-45046 Security Advisory

• December 15, 2021 - Log4j 2 CVE-2021-45046 Security Advisory

• December 10, 2021 - Log4j 2 Security Advisory

• Migration to New Alation Support Help Desk on July 3, 2020

• November 11, 2019 - Java JDK Security Advisory

• September 25, 2019 - Update to April 17 Important Security Alert

• June 4, 2019 - Patch Alert Security Bulletin - Data Source Credentials in taskserver.log Files

• April 23, 2019 - Important Security Update - Potential Transmission of Access Credentials to Alation

• April 17, 2019 - Important Security Alert - PII on Customer Servers

• April 16, 2019 - Important Update to April 15, 2019 - Patch Alert Security Bulletin

• April 15, 2019 - Patch Alert Security Bulletin - Potential Internal LDAP-Related Access to Alation Usernames

and Passwords

• January 5, 2018 - Meltdown and Spectre Security Flaws

• Old Backups Are Not Cleaned Up in V R3 (Builds 5.5.0 Through 5.6.5)
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